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Abstract

High-strength Ni-Nb-based bulk metallic glasses exhibit exceptional mechanical prop-

erties, including strengths up to 3 GPa, elasticity of 2%, and hardness around 900 HV5,

while their limited glass-forming ability (GFA) restricts broader industrial applications. To

address this limitation, various alloying strategies are explored, with the primary focus

on the effect of P and Ta on GFA, thermophysical properties, mechanical behavior, and

atomic structure. Micro-alloying with P increases the critical casting thickness dc from

2 mm in binary Ni-Nb to 5 mm in the optimized ternary composition Ni59.2Nb38.8P2.

Further refinement results in Ni59.2Nb33.8Ta5P2, achieving a record-breaking dc of 6 mm.

Thermodynamic functions, viscosity, and kinetic fragility are evaluated around the glass

transition and equilibrium liquid, providing insights into the driving force for crystalliza-

tion and kinetic slowdown during cooling. Synchrotron X-ray diffraction studies reveal

delayed crystallization and structural ordering, demonstrating a stabilized supercooled

liquid state. On the downside, the applied strategies lead to reduced ductility and fracture

toughness, with Ni59.2Nb38.8P2 emerging as optimal choice, balancing high GFA, strength

and decent toughness. In addition, the correlation between amorphous structure and

mechanical properties is further elaborated in an excursion across different metallic glass

families, providing deeper insights into the underlying structure-property relation.





Zusammenfassung

Hochfeste metallische Massivgläser auf Ni-Nb-Basis zeichnen sich durch außergewöhn-

liche mechanische Eigenschaften aus, darunter Festigkeiten bis zu 3 GPa, eine Elastiz-

itätsgrenze von 2% und eine Härte von etwa 900 HV5. Ihre begrenzte Glasbildungs-

fähigkeit (GFA) schränkt jedoch eine industrielle Anwendung ein. Um diese Limitierung

zu überwinden, wird der Einfluss verschiedener Legierungselemente, insbesondere von P

und Ta, auf die GFA, die thermophysikalische Eigenschaften, das mechanische Verhalten

und die atomare Struktur untersucht. Mikrolegieren mit P erhöht die kritische Gussdicke

dc von 2 mm in binärem Ni-Nb auf 5 mm in Ni59.2Nb38.8P2. Eine gezielte Weiterentwick-

lung führt zur Zusammensetzung Ni59.2Nb33.8Ta5P2, die eine rekordverdächtige kritische

Gussdicke von 6 mm erreicht. Die Untersuchung der thermodynamischen Funktionen,

der Viskosität und der Fragilität liefert Einblicke in die treibenden Kräfte der Kristallisation

und die kinetische Verlangsamung. Synchrotron-Röntgenbeugungsstudien zeigen eine

verzögerte Kristallisation und erhöhte strukturelle Ordnung, was auf eine stabilisierte

unterkühlte Schmelze hindeutet. Auf der Kehrseite führen die angewandten Strategien zu

verminderter Duktilität und Bruchzähigkeit, wobei Ni59.2Nb38.8P2 sich als optimale Wahl

erweist, die den besten Kompromiss zwischen hoher GFA, Festigkeit und angemessener

Zähigkeit darstellt. Zudem wird die Korrelation zwischen amorpher Struktur und mecha-

nischen Eigenschaften metallischer Gläser vertieft.
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Chapter 1

Introduction

In everyday language, the term glass is usually associated with transparent materials,

such as oxide glasses, which are commonly used for windows, eyeglasses, vessels, or

smartphone screens. This association stems largely from the long history of glass manu-

facturing, which dates back to ancient times, since only slow cooling rates are required for

glass formation [1]. In oxide glasses, this is essentially related to the localized chemical

bonds of the individual oxide compounds (e.g. SiO2), which must arrange themselves in

a specific orientation to crystallize. However, the term «glass» in a physical sense covers

a much wider spectrum, including all solid state materials that possess an amorphous

structure and certain thermophysical and dynamic properties in the vitreous state and

during the glass transition. With industrialization in the 19th century, polymers emerged

as second large glass-forming materials, which are likewise able to be produced on a large

scale [2]. This is primarily related to their long-chain organic compounds, restricting

fast crystallization. On the other hand, the material class of metals was considered for a

long time to be incapable of vitrification due to the lack of covalent bonds and thus rapid

atomic dynamics, until Duwez et al. coincidentally discovered an amorphously solidified

metal alloy during the targeted production of Au-Si nanocrystals in the 1960s [3]. This

discovery dates the beginning of this new class of materials called «amorphous metals» or

«metallic glasses».

Unlike widely used conventional metals and their alloys (e.g. steel or aluminium alloys),

amorphous metals solidify without crystallization upon rapid cooling. As a consequence,

they are free of grains, grain boundaries, dislocations and other lattice defects on a mi-

crostructural scale. Fig. 1.1 schematically compares the disordered atomic arrangement

of an amorphous metallic glass with the periodic, long-range order of a crystalline mate-

rial. The absence of conventional deformation mechanisms, such as dislocation motion,



2 Introduction

results in exceptionally high mechanical strength close to theoretical strength, a higher

elastic limit of about 2 % and excellent castability due to the absence of volume shrinkage

caused by crystallization [4–6]. Thus, they can be be processed using casting techniques

similar to those established for polymers and are often advertised as being «stronger than

steel and as castable as polymers» [7].

crystalline

grain boundary

amorphous

Fig. 1.1 Schematic representation of a solid amorphous material with a disordered struc-
ture compared to a crystalline material with periodic arrangements of the individual
grains.

Crystalline metals and alloys have a technological advantage of several centuries over

amorphous metals in their production and processing. They are present in everyday life

and have a wide range of applications, from construction and automotive to airplanes and

spaceships. Over the past centuries, this class has been continuously refined to tailor the

alloys to specific applications. The focus has been on factors such as maximum strength,

lightweight construction and manufacturing costs to design more efficient materials for

respective applications. In addition to alloy optimization on the materials science side,

a great deal of research was carried out in the area of post-processing through targeted

shaping and heat treatment processes. In particular, steel alloys have been optimized to

such an extent that there is a specific type for almost every conceivable application. As

a result, the commercially used Zr-based metallic glasses are difficult to compete with

these highly optimized alloys, despite their promising properties. However, the class of

Ni-Nb glasses with even more extreme properties, possessing a mechanical yield strength

about 3 GPa and hardnesses of 860-900 Vickers, can emerge as a serious competitor to the

highest strength steel alloys. Although Ni-Nb has been known since the early days as an ex-

cellent glass former already in the binary state, alloy development strategies in this system

have not led to any extraordinary improvement in terms of glass-forming ability (GFA),

i.e. the manufacturability. As a result, little research has been done to improve the GFA in

the last decade, as the desired success has not been achieved. This is the starting point



3

of this work, which aims to double the current state of the art by the introduction of

the micro-alloying element phosphorous (P), which could be a milestone in the class of

amorphous metals. Fig. 1.2 presents a preview of the most promising alloys developed in

this work compared to several published Ni-Nb compositions, showing the striking im-

provement in critical casting thickness dc
1 achieved. While the maximum amorphous size

is only one key parameter to upscale the dimensions of cast components, the mechanical

properties represent the second most important factor for structural applications. Unlike

many other metalloid elements, P does not significantly induce embrittlement in various

glass-forming systems [8–10], making it a highly promising candidate for the development

of optimized high-strength Ni-Nb alloys. Therefore, the role of P and its impact on glass

formation and mechanical properties is being explored through thermodynamic, kinetic,

structural, and crystallization studies, as well as in-depth mechanical characterization, to

pave the way for a breakthrough in their application as advanced engineering materials.

0 1 2 3 4 5 6 7

Ni59.2Nb33.8Ta5P2*
1

Ni52.5Co7.5Nb34Sn6*
2

Ni60Nb36Sn3B1*
2

Ni60.25Nb32.75Zr5X2 (X=Ta, Fe, Cu, Co)*2

(Ni62.25Nb32.75Zr5)98Sn2*
2

(Ni60Nb35Ta5)95P5*
2

Ni59.2Nb38.8P2*
1

Ni59.35Nb34.45Sn6.2*
2

Ni62.25Nb32.75Zr5*
2

Ni60Nb30Ta10*
2

Ni55Nb40P5*
2

Ni60Nb25Ti15*
2

(Ni60Nb40)97Al3*
2

critical casting thickness (mm)

Ni-Nb-based metallic glasses

quaternary

ternary

*1 this work

*2 state of the art

Ni56.8Nb37.2Cu4P2*
1

Fig. 1.2 State of the art of the critical casting thickness dc of several Ni-Nb-based glass
forming alloys in comparison to the newly developed Ni-Nb-P metallic glasses. The
references for the literature alloys can be found in Table 2.1.

1The critical casting thickness dc defines the maximum sample thickness that can solidify fully amor-
phous without crystallization.





Chapter 2

The Concept of Glass Formation in

Metallic Systems

The subject of this chapter addresses the solidification of metallic melts upon cooling,

starting in the equilibrium liquid at high temperatures. Two different pathways are dis-

tinguished, the first being the thermodynamically preferred solidification path of crystal-

lization, and the second being vitrification into the glassy state. The latter is generally an

unstable state with high Gibbs free energy, i.e. a thermodynamically unfavourable state

that the system does not strive for under ordinary conditions. To understand the root of

vitrification, it is essential to understand the competing process of crystallization, which

will be always the thermodynamic favorable state below the melting temperature. Hence,

the understanding of the nucleation theory, the thermodynamics of the supercooled liquid

and the resulting driving forces for crystallization in combination with the slowdown of

the atomic mobility during cooling is essential. Moreover, the structure and mechanical

properties of the glassy state are summarized in a concise manner.

2.1 Solidification of Liquids - Crystal or Glass?

2.1.1 Glass Formation

Metallic melts solidify either by crystallization or glass formation as can be seen in Fig. 2.1.

Crystallization is the thermodynamically preferred pathway and involves the formation of

crystalline nuclei that grow and cause the entire system to crystallize when supercooled

below the liquidus temperature Tl
1 (more details on nucleation in Section 2.1.4). This

1This work primarily addresses multicomponent systems that do not melt in a congruent manner
compared to the melting of pure elements or eutectic alloys. Therefore, the liquidus temperature Tl and not
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process is characterized by a sudden drop in volume, which corresponds to crystallization

shrinkage as the atoms rearrange themselves from a disordered liquid state into a more

densely packed crystalline structure. After crystallization, the rate of volume change

with temperature is reduced as the thermal expansion coefficient (slope of the volume-

temperature curve) of the crystal is lower than that of the liquid.

In contrast, glass formation requires the suppression of nucleation during solidification,

which is typically achieved by rapid cooling. The temperature range between the liquidus

temperature Tl and the glass transition temperature Tg is referred to as the supercooled

liquid region (SCLR). In this region, the melt exists in a metastable thermodynamic equilib-

rium state, where the driving force for nucleation increases upon supercooling. However,

crystallization is effectively suppressed by the reduced atomic mobility as the temperature

decreases. The required cooling rate for glass formation, also referred to as the critical

cooling rate, depends on factors such as liquid viscosity, fragility, the driving force for

crystallization and the interfacial energy between the melt and the crystalline phase (more

details in the subsequent sections). The glass transition occurs when the kinetic frus-

tration caused by increased viscosity becomes so high that atomic rearrangements are

kinetically arrested, preventing the system from reaching thermodynamic equilibrium.

This transition is characterized by a gradual change in the thermal expansion coefficient

and is strongly dependent on the cooling rate [11]. At slower cooling rates, the liquid has

more time for structural rearrangements, resulting in a lower glass transition temperature,

as shown in Fig. 2.1. As a result, the glass transition cannot be categorized according to the

Ehrenfest classification, as it is not a purely thermodynamic phenomenon, but involves

kinetic aspects that play a decisive role [12]. A more specific description of the glass

transition temperature is the fictive temperature T f , which represents the temperature of

vitrification during cooling from the equilibrium liquid. In contrast, the commonly used

glass transition temperature Tg is typically measured during reheating of the glass and

reflects the point at which the glass transitions back into the supercooled liquid (SCL)

occurs. While T f is determined solely by the cooling rate during vitrification, Tg depends

on the thermal history of the glass and the applied heating rate. Thus, each fictive tem-

perature T f corresponds to a unique structural state of the glass with a consistent set of

properties, such as physical and mechanical properties [12].

the melting temperature Tm (often referred to as the eutectic temperature Teut for eutectic alloys) defines
the point below which a driving force for crystallization is present. In the context of this work, the melting or
solidus temperature Tm determines the start of the melting process, as multi-component systems usually
consist of multiple crystalline phases. In the specific case of congruent melting, Tm coincides with Tl .
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Fig. 2.1 The solidification of a liquid can take place in two different ways. Either the melt
crystallizes after a certain undercooling∆T below the liquidus temperature Tl (pathway 1)
or it is cooled fast enough to avoid crystallization and form a glass (pathway 2). While crys-
tallization corresponds to a first-order transition with discontinuous volume change, the
glass transition is continuous and cannot be classified as a second order phase transition
according to the Ehrenfest criterium. This is related to the kinetic contribution of the glass
transition, which is mirrored by the cooling rate dependence of the fictive temperature.

Annealing in the vicinity of the glass transition cause relaxation processes to take place,

resulting in the annihilation of free volume allowing to achieve structural states with less

volume and lower internal energy. The reverse process, known as rejuvenation, involves an

increase in free volume and disorder within the glass, effectively resetting its structure to a

higher-energy state. However, rejuvenation is more challenging to realize and typically re-

quires external energy input, such as mechanical deformation [13–15], irradiation [16, 17],

cryogenic cycling [18–20] or thermal annealing [21–23]. These processes provide unique

pathways to tailor the properties of metallic glasses in post-processing.

As mentioned above, glass formation is a complex interplay between thermodynamic

driving forces and kinetic constraints during supercooling. Understanding both factors is

essential to fully comprehend the mechanisms of glass formation, which will be discussed

in detail in the following sections.



8 The Concept of Glass Formation in Metallic Systems

2.1.2 Thermodynamics

Once the temperature falls below Tl in a condensed matter system, the system naturally

strives towards crystallization, which is the thermodynamically preferred state with the

lowest Gibbs free energy. This tendency to crystallize emerges from the different tempera-

ture dependencies of the Gibbs free energy curves of the crystal Gx(T ) and liquid Gl (T ),

which can be expressed by the temperature dependent enthalpy Hx/l (T ) and entropy

Sx/l (T ) as follows:

Gx(T ) = Hx(T )−T Sx(T ), (2.1)

and

Gl (T ) = Hl (T )−T Sl (T ). (2.2)

The course of the two Gibbs free energy curves is illustrated as a function of temperature

at constant pressure in Fig. 2.2. The system always strives to the lowest possible point

of Gibbs free energy at a respective temperature, allowing to distinguish between three

different states:

• T > Tl : The liquid is the most stable state.

• T = Tl : Both G-curves intersect, i.e. liquid and crystal coexist in equilibrium.

• T < Tl : The crystal is the most stable state.

At temperatures below Tl , the system experiences a driving force from the metastable

equilibrium state of the SCL towards the stable crystalline state. The resulting driving force

for crystallization can be described by the Gibbs free energy difference ∆Gl−x between

liquid and crystal as follows:

∆Gl−x(T ) =Gl (T )−Gx(T ) =∆Hl−x(T )−T∆Sl−x(T ), (2.3)

with the difference of enthalpy ∆Hl−x and entropy ∆Sl−x between the SCL and crystalline

mixture2. ∆Gl−x is likewise temperature-dependent and increases steadily with progres-

sive undercooling ∆T . In other words, from a thermodynamic point of view, the tendency

for crystals formation rises strongly with increasing undercooling and becomes more and

more probable. Details about the fact, that the energetically favored crystalline state is

2In fact, the real driving force for crystallization is determined by the chemical potential of the most stable
phase rather than the crystalline mixture, as discussed in more detail in Section 2.4.1. However, the Gibbs
free energy difference ∆Gl−x between the SCL and the crystalline mixture provides a good approximation,
in particular near a eutectic composition.
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Fig. 2.2 Gibbs free energy curves of a crystalline Gx (T ) and liquid Gl (T ) state as a function
of temperature at constant pressure. Above the liquidus temperature Tl , the liquid phase
exhibits the lowest Gibbs free energy and is therefore the most stable state. Upon cooling,
there is a point, Tl , where the difference between liquid and crystal vanishes. Below that
temperature, the liquid strives to form the thermodynamically preferred crystalline state.
∆Gl−x (T ) describes the driving force for crystallization, which continuously increases with
deeper undercooling ∆T . A classical description of the G-curves for small undercooling is
the Turnbull approximation (dashed lines), allowing an estimation of the driving force for
crystallization just by using the entropy of fusion ∆S f .

not forming immediately below Tl , i.e. a liquid can be supercooled at all will be discussed

later. The functions that compose ∆Gl−x(T ) can be described as:

∆Hl−x(T ) =∆H f −
∫ Tl

T
∆c l−x

p (T ′)dT ′, (2.4)

and

∆Sl−x(T ) =∆S f −
∫ Tl

T

∆c l−x
p (T ′)
T ′ dT ′, (2.5)

with the enthalpy and entropy of fusion ∆H f and ∆S f (= ∆H f /Tl ), respectively. ∆c l−x
p

(= c l
p − cx

p ) corresponds to the difference in the specific isobaric heat capacity between

liquid c l
p (T ) and crystal cx

p (T ). All of these parameters are experimentally accessible from

calorimetric measurements, whereas the heat capacity can be obtained by fitting of the
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experimental data using the ’Kubaschewski’ equations [24]:

c l
p (T ) = 3R +aT +bT −2, (2.6)

and

cx
p (T ) = 3R + cT +dT 2, (2.7)

with the universal gas constant R (= 8.314 J mol-1K-1) and fitting parameters a, b, c and d .

Fig. 2.3 shows a typical course of the temperature dependent specific heat capacity cp ,

as well as the enthalpy and entropy difference between the liquid and crystalline state

∆Hl−x and ∆Sl−x , respectively. When the melt is cooled fast enough to avoid crystalliza-

tion, the heat capacity is increasing in the SCL until the glass transition region is reached.

This increase in cp can be attributed to a reduction in the enthalpy difference due to a

short- and medium-range ordering, which can also be seen from the continuous decrease

in entropy, in particular the configurational entropy, as shown in Fig. 2.3c (as well as

decrease in volume as previously shown in Fig. 2.1). During vitrification, the specific

heat capacity of the SCL drops to the cp value of the unstable glassy state3. However,

this jump in cp differs from a first-order transition such as crystallization, as it is rather

continuous due to the gradual freezing of the system’s degrees of freedom [25]. Below

Tg , the system enters a structural arrest with a well-defined structural configuration. In

theory, when the liquid is cooled slowly enough, the system stays on the SCL line if crys-

tallization is excluded. However, since the entropy in the SCL decreases more rapidly

than in the crystal, there is a temperature, the ’Kauzmann’ temperature TK , where both

curves intersect with each other. This is called the Kauzmann paradoxon, as the entropy

of a disordered liquid should not be lower than that of an ordered crystalline structure [26].

For some alloys, it is difficult to determine the heat capacity and thus the Gl (T ) curve in the

liquid state due to oxidation or crucible reaction at high temperature or a too short SCLR

at low temperature. Then the driving force for crystallization can be determined in first

approximation by applying the Turnbull approximation as shown in Fig. 2.2. However, this

approach (dashed lines) starts to deviate strongly from the actual G-curves (solid lines) for

large undercoolings4. Therefore, this method is only applicable for small undercoolings

up to about 100 K [27].

3The specific heat capacity in the solid state (crystalline and glassy state) can be described by the Dulong-
Petit law with cp =24.942 J g-atom-1 K-1 (= 3R, 3×gas constant) at ambient conditions.

4The deviation results from the difference of the specific heat capacity between liquid and crystal, which
is not taken into account in the Turnbull approximation, i.e. ∆c l−x

p is assumed to be zero.
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Fig. 2.3 a) Specific heat capacity, b) enthalpy and c) entropy difference as a function of
temperature for the crystalline, glassy and liquid state. The liquid is color coded in the
equilibrium liquid in red and the SCL in dark red. The enthalpy and entropy difference
between liquid and crystal at the liquidus temperature corresponds to the enthalpy and
entropy of fusion. TK indicates the Kauzmann temperature, where the entropy of the
disordered SCL is theoretically equal to the ordered crystalline structure.

2.1.3 Viscosity, Relaxation and Fragility Concept

Next to thermodynamics, the kinetic slowdown, i.e. the reduction of the atomic mobility,

plays an equally important role for the understanding of glass formation. The following

three quantities are commonly used to describe atomic mobility: 1) viscosity, η(T ), 2) dif-

fusion coefficient, D(T ), and 3) structural relaxation time, τα(T ).

Viscosity η(T ) is a measure of a fluids resistance to flow or deformation. This resistance

increases substantially with decreasing temperature by many orders of magnitude, cover-

ing viscosities from about 2−5 Pa·s for the equilibrium liquid up to about 1012 Pa·s in the
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deeply SCL. Specifically the viscosity at the melting point is about three orders of mag-

nitude higher for glass-forming liquids compared to pure metals or conventional alloys,

which are in the order of 10−3 Pa·s [28]. Glass forming liquids are intentionally designed

to possess a higher viscosity in order to slow down atomic dynamics, which is essential

to increase resistance to crystallization by retarding diffusion controlled processes such

as nucleation and growth. Therefore, another way to describe the atomic mobility is the

diffusivity D(T ), which is related to the viscosity via the Stokes-Einstein relation [29, 30]:

D(T ) = kB T

6πr0η(T )
, (2.8)

with the Boltzmann constant kB , the temperature T and the average atomic radius r0.

However, this relationship holds only true for the stable liquid phase and for moderate

undercooling, as the diffusivities of the different atomic species within multicomponent

system start to decouple upon approaching the glass transition. This breakdown of the

Stokes-Einstein relation is commonly observed in numerous bulk metallic glass-forming

liquids [31, 32].

The last quantity corresponds to the structural relaxation time τα(T ), which represents

the characteristic timescale required for a system to undergo structural rearrangements in

response to an applied perturbation. In the context of glasses, the structural relaxation

time corresponds to the time a system takes to transition to a more ordered state with

lower-energy. This process involves the movement of atoms to a thermodynamically more

favorable configuration [33]. This time-dependentα-relaxation process is also called phys-

ical aging and continues until the metastable SCL is reached. As temperature significantly

affects the kinetic energy of atoms, higher temperatures lead to shorter relaxation times,

whereas structural rearrangements are slower at low temperatures, leading to longer relax-

ation times. The α-relaxation time τα is directly linked to the viscosity η by the Maxwell

relation via the high-frequency shear modulus G∞ [34]:

η=G∞τα. (2.9)

Fig. 2.4a shows the viscosity and the relaxation time as a function of temperature for a

typical metallic glass-forming alloy. Both quantities change by several orders of magnitude

until the melt freezes at the kinetic glass transition temperature T ∗
g

5. Typical values for

5The kinetic glass transition temperature is defined by Angell as the point where the system reaches a
viscosity of 1012 Pa·s. At such high viscosity, the liquid can be considered a solid, since the time period for
structural changes on an atomic scale is considerably longer than the observation period [35]. In this work,
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the relaxation time τα in the equilibrium liquid are within a few nanoseconds, while τα
reaches values around 100 s at the glass transition temperature, reflecting the tremendous

slow-down of atomic mobility within the system. When the intrinsic time scale of the SCL

exceeds that of the experiment (primarily set by the applied cooling rate), the systems falls

out of equilibrium and behaves like a glassy solid (Arrhenius behavior below T ∗
g ) [35].

Fig. 2.4b shows a magnified view of the glass transition region with different structural

states, which are characterized by the fictive temperature T f of the SCL during vitrification.

These states can be achieved either by relaxation in the vicinity of the glass transition or by

the different cooling conditions during glass formation (slower cooling rates lead to lower

T f values). Therefore, a low fictive temperature corresponds to a more densely-packed

structure, which is characterized by a higher viscosity and longer relaxation times. The

term fictive temperature is used in this context to emphasize that the glass transition does

not necessarily align with the kinetic glass transition temperature, which is strictly defined

by Angell at 1012 Pa·s. Instead, the glass transition temperature depends on the specific

experimental conditions, analogous to the thermodynamic observations discussed in

Section 2.1.1.

In 1995, A. Angell proposed the so-called fragility concept to classify glass-forming liquids

independently of the system (metallic, anorganic or organic liquids). He normalized the

temperature to the kinetic glass transition temperature T ∗
g to be able to compare the

viscosity behavior (or other kinetic properties) of various liquids, that can vary in their

glass transition temperature by several hundreds of Kelvin [36]. Such a diagram is shown

in Fig. 2.5 and is referred to as the ’Angell plot’. In the context of fragility, glass-forming

liquids can be distinguished into two main categories:

1. Fragile liquids that are particularly sensitive to temperature changes, as reflected

by the steep increase in viscosity with decreasing temperature. This implies that the

viscosity remains relatively low for small undercooling, but increases significantly

as the glass transition is approached.

2. Strong liquids that are characterized by a high melt viscosity in the equilibrium liq-

uid in combination with less steep increase in viscosity with decreasing temperature.

Hence, the viscosity is already high for small undercooling.

the kinetic glass transition temperature is always indicated as T ∗
g and should not be confused with Tg values

determined in the calorimeter, which are influenced by thermal history as well as the applied heating rates.
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Fig. 2.4 a) Change of viscosity or relaxation time over a wide temperature range from
the liquidus temperature Tl to the kinetic glass transition temperature T ∗

g . The increase
in both properties upon cooling can be traced back to structural changes in SCL to a
higher packing density, until the liquid vitrifies when the time scale for structural changes
becomes larger than the experimental time scale. b) shows a magnified region around
T ∗

g , with the dashed line representing the metastable SCL on long time scales. The cor-
responding structural states, which are well-defined by the fictive temperature T f , can
be achieved by structural relaxation (e.g. annealing experiments close to T ∗

g ) or different
cooling conditions during vitrification.
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Another interpretation of fragility is the deviation from an Arrhenius behavior. Strong

liquids (e.g. SiO2 or GeO2) follow an Arrhenius-like linear temperature dependence of

viscosity on a lin-log plot [37], indicating a constant activation energy for viscous flow,

while more fragile glass-forming liquids exhibit a temperature-dependent energy barrier

that increases upon supercooling. A commonly used model to describe the change of

viscosity η(T ) as a function of temperature and quantify the fragility is the Vogel-Fulcher-

Tammann (VFT) equation [36, 38–40]:

η(T ) = η0exp

(
D∗T0

T −T0

)
, (2.10)

with D∗ being the fragility parameter, which describes the temperature dependence of

viscosity, T0 being the VFT-temperature at which the viscosity diverges to infinity and η0

being the pre-exponential factor, which describes the viscosity at infinite temperature.

The latter can be estimated according to the relation η0 = NAh/Vm , where NA is Avogadro’s

constant, h is Planck’s constant and Vm is the molar volume [41].

Strong liquids, with D∗ values around 100, are typically found in network glasses with

covalent bonds [36, 37], while fragile liquids, such as pure metals or organic liquids (e.g.

o-terphenyl), typically exhibit much lower D∗ values in the order of 2 [42]. Metallic glasses

fall between these two extremes, typically exhibiting D∗ values ranging from 10 to 25 (see

Fig. 2.5). Within the class of metallic glass forming liquids, D∗ of 10 is associated with

a rather fragile liquid behavior and D∗ of 25 with an (intermediate) strong behavior in

relation to the overall scale [28, 42, 43]. However in each case, the viscosity of metallic

glass-forming liquids are less sensitive to temperature changes compared to conventional

metal alloys, which is related to an efficiently-packed atomic structure (see Section 2.2).

It should be mentioned, that this generalized view does not take into account the ther-

modynamics of the system. For instance, Pt/Pd-Ni-P alloys are among the best metallic

glass-forming alloys, despite having a relatively low fragility in the range of 15. Their

high resistance against crystallization can be primarily attributed to a low driving force

for crystallization and a high interfacial energy between liquid and crystal [42, 44, 45].

Nevertheless, there is a general tendency for alloys with superior GFA to exhibit a stronger

liquid behavior.

Since the fragility describes the thermal sensitivity of viscosity, it can also be considered

to represent the activation energy for atomic rearrangements. Consequently, the kinetic

fragility is often described by the slope of the viscosity curve at T ∗
g , resulting in the fragility
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Fig. 2.5 Angell plot of viscosity η on a logarithmic scale as a function of inverse temperature
scaled to the kinetic glass transition temperature, allowing to compare various systems
with different T ∗

g . All alloys align at one (=T ∗
g ) where the viscosity is defined to be 1012 Pa·s.

Various metallic glass forming systems are shown in comparison to the very strong SiO2

liquid (D∗ ∼100; dashed-dotted line) that follows an Arrhenius like behavior as well as
the highly fragile liquid of o-terphenyl (D∗ ∼2; dashed-plus line) with a steep increase in
viscosity upon approaching T ∗

g . Data taken from Refs. [42, 46–54]

index m [55]. A steeper slope indicates a fragile behavior, which signifies that the activation

energy increases rapidly as the material approaches the glass transition temperature. In

contrast, a ’strong’ glass displays a flatter viscosity curve, indicating that the activation

energy is less temperature-dependent. The m-fragility can be directly calculated from

the fitting parameters of the VFT-equation (Eq. 2.10) via the fragility parameter D∗, the

VFT-temperature T0 as well as the kinetic glass transition temperature T ∗
g :

m =
D∗T0T ∗

g

l n(10)(T ∗
g −T0)2

. (2.11)

Furthermore, a noticeable change in the fragility behavior is observed from high- to

low-temperature liquids. This change from fragile to strong liquid behavior, known as

the fragile-to-strong transition (FST), is frequently reported for many metallic glasses

independent of the alloy system [48, 56–62]. The discrepancy in fragility can be visualized
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when high- and low-temperature regions are fitted separately by Eq. 2.10, as illustrated for

a Zr-based BMG (Vit106a, Zr58.5Cu15.6Ni12.8Al10.3Nb2.8) in Fig. 2.6. Two distinct fragility

parameters are required to describe the change in viscosity from an initially fragile into

a strong liquid. Consequently, a single VFT fit is often insufficient to describe the liquid

dynamics properly across the entire temperature range, which has led to the development

of alternative models such as the Avramov–Milchev model [63], the cooperative shear

model [64] or the MYEGA (Mauro, Yue, Ellison, Gupta, and Allan) model [65]. The latter

was extended in 2010 by Mauro and coworkers to describe high- and low-temperature

viscosity with a single equation as follows [66]:

log η(T ) = log η0 +
[

T
(
W1exp

(
− C1

T

)
+W2exp

(
− C2

T

))]−1

, (2.12)

with η0 representing the theoretical viscosity at infinite temperature and C1 and C2 rep-

resenting two different onsets, at which structural constraints cause a floppy-to-rigid

transition. Both contributions are weighted by W1 and W2. For more information on the

physical background and the detailed derivation of this equation, the reader is referred to

the original papers [65] and [66].

The same methodology that was employed for the m-fragility calculation based on the VFT

equation can also be applied to the extended MYEGA equation. However, as this equation

comprises two distinct contributions of the strong and fragile liquid, the steepness at T ∗
g

must be calculated for each part individually (n=1 or 2) as follows:

mn = 1

WnT ∗
g

(
1+ Cn

T ∗
g

)
exp

(Cn

T ∗
g

)
. (2.13)

Essentially, the ’extended MYEGA’ model is derived from the Adam-Gibbs equation, which

describes the viscosity η(T ) based on changes in the configurational entropy [67]. The

concept of the FST is that a disordered and fragile liquid at high temperature transitions

into a more ordered and stronger liquid at low temperatures. Evidence for such a structural

ordering is observed in Zr-based BMGs, where synchrotron X-ray diffraction experiments

reveal an abrupt shift in the first peak position of the total structure factor [68, 69]. A

similar trend is seen in Pd-Ni-P, showing severe ordering on the medium range order

length scale [70], similar to phase change memory Ge-Te alloys [57]. Importantly, such a

transition is not exclusive to metallic liquids but is also observed in other systems, such as

water [71], yttrium-oxide/aluminum-oxide melts [72, 73] and silica [74, 75]. More details

on the FST can be found in Refs. [76–78].
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Fig. 2.6 Viscosity as a function of temperature of Zr58.5Cu15.6Ni12.8Al10.3Nb2.8 (Vit106a).
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fit parameters for the VFT fits (red and blue line) are taken from Refs. [56] and [79]. The
viscosity and fragility offset between the high temperature (D∗=10) and low temperature
liquid (D∗=21) indicates a transition from a fragile to strong liquid behavior. This kinetic
crossover is well described by the extended MYEGA relation (black curve).

2.1.4 Classical Nucleation Theory

Homogeneous and Heterogeneous Nucleation

The phenomenon of supercooling can be generally described by the change in the total

Gibbs free energy, ∆G(T ), which is composed of a volumetric contribution (∆Gv ) describ-

ing the Gibbs free energy difference between the liquid and the crystalline phase per

volume and a surface contribution (∆Gs) of the new liquid-solid interface that formed.

Both energy contributions can be further described by the product of the volume of the

crystalline phase Vx and the driving force for crystallization ∆Gl−x (T ), as well as the inter-

facial area Ax and the interfacial energy γl−x between a crystalline nucleus and the liquid

phase as follows:

∆G(T ) =∆Gv +∆Gs =−Vx∆Gl−x(T )+ Axγl−x . (2.14)

On the one hand, volume energy is gained by the formation of a nucleus, while on the

other hand, the formation of a new solid-liquid interface requires energy, so that the
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formation of a nucleus is not necessarily accompanied by a reduction of the Gibbs free

energy difference. The surface energy can be minimized by forming a spherical nucleus,

as a sphere exhibits the highest volume-to-surface ratio. Consequently, such a nucleus

is a good approximation for describing nucleation, however, it is important to note that

surface energy also depends on the crystallographic orientation [80], which is neglected in

the following consideration. With the volume (4/3πr 3) and surface area (4πr 2) of a sphere,

Eq. 2.14 can be rewritten as:

∆G(T ) =−4

3
πr 3∆Gl−x(T )+4πr 2γl−x . (2.15)

Nucleation on a microscopic level involves random clustering of atoms in the liquid

phase due to thermal fluctuations. The formation of clusters is a stochastic process with

small clusters below a critical size (r < r ∗) are frequently forming and dissolving. This

instability is caused by the increase of the Gibbs free energy due to the dominance of

the surface energy at small radii, as can be seen in Fig. 2.7a. However, the cubic volume

term dominates at larger radii (r ≥ r ∗), allowing clusters exceeding this critical size to

grow further as they overcome the energy barrier for nucleation. This radius marks the

maximum of the ∆G curve and is referred to as the critical radius for nucleation r ∗. This

can be mathematically described as:

d∆G(T )

dr
= 0 =⇒ r ∗(T ) = 2γl−x

∆Gl−x(T )
. (2.16)

The energy barrier ∆G∗(T ), which describes the activation energy (magnitude of ∆G at

r ∗, see Fig. 2.7) that is required to form a supercritical nucleus, can be determined by

inserting Eq. 2.16 into Eq. 2.15:

∆G∗(T ) = 16πγ3
l−x

3∆Gl−x(T )2
. (2.17)

Both equations are temperature dependent, originating from the driving force for crystal-

lization, ∆Gl−x(T ). As mentioned earlier, knowledge on the entropy of fusion ∆S f as well

as the liquidus temperature Tl is sufficient to estimate the driving force for crystallization

∆Gl−x(T ) by applying the Turnbull approximation as follows:

∆Gl−x(T ) ≈∆S f ∆T. (2.18)

∆S f (=∆H f /Tl ) can be calculated from the enthalpy of fusion ∆H f and the liquidus tem-

perature Tl , both of which are readily available by calorimetry. ∆T (= Tl −T ) represents
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the undercooling below the liquidus temperature, indicating that the driving force for

crystallization increases upon supercooling. Considering Eq. 2.16 and 2.17, the probability

of the formation of a critical nucleus rises significantly with increasing undercooling, as

the nucleation barrier and critical radius is reduced as shown in Fig. 2.7b.

The critical radius and activation barrier can be further reduced if nucleation occurs on

pre-existing surfaces, such as container walls or impurities. The presence of such external

interfaces reduces the amount of surface energy (second term of Eq. 2.14) required to

form stable nuclei. This depends in particular on the wettability of the pre-existing surface

and the liquid phase, which in turn depends on the interfacial energies of the nucleus, the

liquid and the interface. Thus, the activation barrier of heterogeneous nucleation ∆G∗
het

can be described as a fraction of the energy barrier of homogeneous nucleation ∆G∗ by

defining a wetting angle-dependent pre-factor f (Θ):

∆G∗
het (T ) = f (Θ)∆G∗(T ), (2.19)

with the pre-factor being defined as:

f (Θ) = 1

4
(2+ cosΘ)(1− cosΘ)2. (2.20)

If Θ is equal to 180◦ (no wetting), f (Θ) turns to be unity, which represents the case of

homogeneous nucleation. In the case of heterogeneous nucleation, the wetting angle is in

the range between 0◦ <Θ< 180◦, which results in a pre-factor between 0 < f (Θ) < 1. For

this reason, the activation barrier for heterogeneous nucleation is always lower than that of

homogeneous nucleation, as shown in Fig. 2.7a. Consequently, heterogeneous nucleation

is the predominant mechanism in technological processes, as for instance employed in

the steel industry to ’seed’ the melt with nucleation sites in order to achieve a fine-grained

structure by controlled heterogeneous nucleation. However, this is not desirable in the

case of metallic glasses, where the main objective is to prevent crystallization. This means

that the melt of glass-forming alloys must be as pure as possible to reduce nucleation sites

and thus the probability of heterogeneous nucleation.

Nucleation Rate

The classical nucleation theory provides a fundamental understanding of the initial forma-

tion of a crystalline nuclei within the SCL. However, nucleation itself is a stochastic process

with the formation of clusters of atoms that can either grow into a stable nucleus if they
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Fig. 2.7 a) Change in the Gibbs free energy difference ∆G as a function of the nucleus
radius and different wetting angles at a certain undercooling ∆T1. ∆G is the sum of the
surface energy to be expended (increases ∆G) and the volume energy gained (decreases
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both decrease upon larger undercooling.
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surpass a critical size or dissolve back into the liquid. Hence, crystallization depends on

thermodynamics and kinetic properties, that can be described with the time independent

(steady-state) nucleation rate, Iv (T ) [81]:

Iv (T ) = Aν(T )exp

(
−∆G∗(T )

kB T

)
, (2.21)

with A being the pre-exponential factor, ν(T ) being the atomic jump frequency, ∆G∗(T )

being the critical energy barrier for nucleation (see Eq. 2.17), kB being the Boltzmann

constant, and T being the absolute temperature. The atomic jump frequency represents

the kinetic contribution to crystallization and is directly coupled with the diffusivity of

atoms via:

ν(T ) = ν0exp

(
− E A

kB T

)
= D(T )

a2
0

, (2.22)

where ν0 corresponds to the vibration frequency of atoms, E A to the activation barrier

for atomic diffusion, D(T ) to the average atomic diffusion coefficient and a0 the average

atomic diameter (this is particularly important as metallic glass-forming liquids are multi-

component systems with various atoms of different sizes). Inserting Eq. 2.17 and 2.22 in

Eq. 2.21 yields to:

Iv (T ) = A0D(T )exp

( −16πγ3
l−x

kB T∆Gl−x(T )2

)
, (2.23)

with A0 (=A/a2
0) being the new pre-exponential constant, γl−x the interfacial energy be-

tween liquid and crystal, and ∆Gl−x the driving force for crystallization as given in Eq. 2.1.

As the atomic diffusion coefficient is inversely proportional to the macroscopic kinetic

property of viscosity according to the Stokes-Einstein equation (Eq. 2.8) [29, 30], the nucle-

ation rate Iv (T ) can be reduced not only by lowering the driving force for crystallization,

but also by increasing the viscosity (=slowdown in the atomic mobility). Consequently,

crystallization is not solely influenced by the rate at which atoms assemble to a critical

nucleus size, but also by the probability that these nuclei are stable enough to grow.

Crystal Growth Rate

Once a stable nucleus has been formed, the system strives to minimize its Gibbs free

energy by increasing the volume-to-surface ratio of the crystal. This results in crystal

growth, which can be described by the crystal growth rate, u(T ), defined by [81, 82]:

u(T ) ∝ D(T )

[
1−exp

(
−∆Gl−x(T )

RT

)]
, (2.24)
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Fig. 2.8 Schematic of the nucleation rate Iv (T ) and crystal growth rate u(T ) as a function of
temperature for a poor glass former (dashed lines) and a good glass former (straight lines).
Both curves exhibit their maximum at different temperatures, indicating that Iv (T ) is the
dominant factor in the low temperature region, while u(T ) is the dominating mechanism
in the high temperature regime. To reduce the probability of nucleation and facilitate
glass formation, it is desirable to reduce Iv (T ) and u(T ), thereby minimizing their overlap
(shaded area). This overlap represents the temperature range most prone to crystallization,
driven by a high driving force for crystallization and still fast liquid dynamics.

with D(T ) being the average atomic diffusivity, ∆Gl−x being the Gibbs free energy differ-

ence between liquid and crystal as a measure of the driving force for crystallization and R

being the gas constant.

Consequently, both nucleation and growth rates are influenced by a thermodynamic

factor, represented by the free Gibbs energy difference, and a kinetic factor in form of the

atomic diffusivity. However, both Iv (T ) and u(T ) have a strong temperature dependence

and show their maximum in different temperature ranges, as shown in Fig. 2.8. The growth

rate reaches its maximum near the liquidus temperature and decreases continuously with

further supercooling due to the exponential increase in viscosity. The nucleation rate, on

the other hand, reaches its maximum at temperatures closer to Tg due to a high driving

force for crystallization and a low energy barrier for nucleation. In order to increase the

GFA, alloy development strategies aim to manipulate the three key parameters of Eq. 2.23

and 2.24: (1) the Gibbs free energy difference∆Gl−x , (2) the interfacial energyγl−x between
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liquid and crystal, and (3) the viscosity η(T ) and fragility of the SCL. A comprehensive

analysis of the influence of each of these three parameters on the nucleation and growth

rate can be found in Ref. [45]. At its core, poor metallic glasses typically exhibit a high

driving force for crystallization, a low interfacial energy between liquid and crystal, and low

fragility. In contrast, good metallic glass-former exhibit a low Gibbs free energy difference,

a high interfacial energy and high viscosity with a strong liquid fragility, which results in

reduced nucleation and growth rates, leading to a lower probability for crystallization.

This is indicated by the shaded area in Fig. 2.8, which is significantly larger for the poor

glass former compared to the good glass former. It is also possible that there is no or

only a slight overlap, which would be the ideal case for glass formation, since nucleation

and growth rate are completely decoupled from each other. This is the case, for example,

for the Pd-Ni-Cu-P alloy reported in Ref. [83], which belongs to one of the best metallic

glass-forming alloys known today.

Time-Temperature-Transformation Diagram

Furthermore, the nucleation rate Iv (T ) and growth rate u(T ) can be used to calculate the

volume fraction X (T, t ) that crystallized in the time t for a given isothermal temperature

T according to the Johnson-Mehl-Avrami-Kolmogorow model [84]:

X (T, t ) = 1−exp
(π

3
Iv (T )u(T )3t 4

)
. (2.25)

For a fixed crystalline volume fraction x6, Eq. 2.25 can be rewritten as:

tx(T ) =
( −3ln(1−x)

πIv (T )u(T )3

)1/4

, (2.26)

with tx(T ) describing the time for crystallization as a function of temperature, resulting

in the typical ’C’-shaped crystallization nose in the time-temperature-transformation

diagram (TTT) as shown in Fig. 2.9. The shape is primarily determined by the different

locations of the maxima of Iv (T ) and u(T ). At high temperatures, the nucleation rate is

constrained due to a small driving force for crystallization, while the dynamics are still

fast (growth-controlled crystallization). This results in the formation of a coarse micro-

structure comprising large grains due to the rapid growth of a few critical nuclei, once they

have formed. In contrast, low temperatures and high undercoolings lead to a high driving

6For glass-forming liquids, the crystalline volume fraction of 1 % is most important, as it represents the
onset of crystallization and defines the critical cooling rate required to avoid crystallization. In some cases a
more stable determination can be achieved by using a crystalline fraction of 5 %, as is done in Chapter 5.3.1.
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force for nucleation, however the growth rate of nuclei is limited by the sluggish dynamics

(nucleation-controlled crystallization). Thus, crystallization occurs by the formation of

many slowly growing nucleation sites, resulting in a fine grained microstructure. The

most critical region is located in between both maxima (shaded area in Fig. 2.8), where

the atomic mobility and the driving force are both high, allowing fast nucleation and

growth. This defines the minimum crystallization time, represented by the location of

the tip of the crystallization curve, while the minimum cooling rate required to bypass

crystallization is referred to as the critical cooling rate Rc for glass formation. As shown

in Fig. 2.9, crystallization of poor glass formers (dashed curve) take place in a short time

period, so that cooling rates as high as 106 Ks-1 are required to avoid crystallization [6].

Such high cooling rates can only be achieved for thin samples with thicknesses in the range

of a few micrometers, such as in melt spinning. In contrast, bulk glass-forming liquids are

optimized to have a low driving force for crystallization, high interfacial energy as well as

strong liquid fragility, pushing the crystallization nose to longer times (straight line) with

typical critical cooling rates in the order of 100 Ks-1 [5]. This enables the production of

bulk samples within a typical range of a few millimeter to one centimeter.
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Fig. 2.9 Schematic TTT diagram for a poor (dashed line) and good glass former (solid line).
Very high cooling rates are required to bypass the crystallization nose and solidify glassy
for poor glass formers, while specially developed glass-forming alloys exhibit an onset of
crystallization that is shifted to significantly longer times. The structural differences of the
three possible states are illustrated in the insets for the equilibrium liquid (1), the glass (2)
and the crystal (3).
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2.2 Structural Aspects of Metallic Glasses

The atomic structure defines the intrinsic properties of metallic glasses and is responsible

for the unique physical and mechanical properties [85, 86]. As described in detail in

Section 2.1, glass formation of metallic melts require to suppress nucleation and thus

avoid crystallization, i.e. the structure of the glassy state corresponds to the structural

state of the SCL during vitrification. Originally, it was assumed that the atoms in the liquid

and thus in the glassy state are arranged in a completely random manner, however, these

models ignored relevant factors, such as atomic interactions and packing efficiency, which

are fundamental in the description of the liquid structure. Although there is no long-range

translational periodicity, local ordering at the short- and medium range length scale are

present [85, 87, 88].

Short-range order (SRO)

One of the first and most promising structural models was proposed by Bernal in 1960, who

found a comparatively high atomic packing density in a monoatomic metallic SCL [89].

Alongside Bernal [89, 90], Scott [91] and Finney [92, 93] also pioneered in solving the struc-

ture of metallic liquids, specifically how the three-dimensional space can be efficiently

packed without introducing long-range crystalline order. They proposed various irregular

polyhedra exhibiting a dense random packing of hard spheres, which are energetically

favorable due to their efficient packing [85]. Fig. 2.10 shows the five basic structural con-

figurations of monatomic liquids according to Bernal’s dense random packing of hard

spheres model [85, 89], consisting of a hole in the center with the distance between the

atoms of equal length. Among these, the tetrahedron exhibits the highest degree of space

filling of any structural element, resulting in the least amount of unfilled space, as rep-

resented by the pink sphere. Nevertheless, it has been demonstrated that the packing

of the three-dimensional space by the repetition of only tetrahedron is an inefficient

method [94, 95], as can be seen from the remaining gap in Fig. 2.11 [85]. Hence, to achieve

dense random packing, other efficiently packed polyhedra with larger central holes must

be included, with the Archimedean antiprism having the largest possible void so that an

additional atom cannot be accommodated without dilation of the atomic bonds. As exper-

imentally demonstrated by Bernal, such dense random packing consists of approximately

73 % tetrahedra, 20 % half octahedra and the rest of the remaining polyhedra [90]. Similar

findings have been confirmed by computer simulations [85].
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Fig. 2.10 Atomic configurations according to Bernal’s dense random packing of hard
spheres model: (a) tetrahedron, (b) octahedron, (c) tetragonal dodecahedron, (d) trigonal
prism capped with three half-octahedra, (e) Archimedean antiprism capped with two
attached half-octahedra. The left structures illustrate the arrangement of the hard spheres,
whereas the one on the right depict the hole located in the centre of the atomic cluster
(the radius scales with the size of the hole). Figure taken from Ref. [85].

Two alternative ways to accommodate the geometric frustration are presented in in

Fig. 2.11 [85]. The first approach involves the combination of tetrahedra with half-

octahedra, resulting in the fundamental unit of the classical closed-packed crystalline

structures such as the face-centered cubic structure (fcc) or the hexagonal close-packed

structure (hcp). The continuation of this unit enables periodic long-range order due to

their four-fold symmetry. In the second configuration, 13 atoms are distributed evenly

to form an icosahedron, consisting of 20 slightly distorted tetrahedra. This arrangement

exhibits a higher symmetry compared to the densely-packed structures (fcc and hcp) and

is the energetically favored atom configuration. However, the five-fold symmetry of an

icosahedron frustrates the formation of a periodic arrangement due to the absence of

translational symmetry. Therefore, the icosahedral structure is energetically favorable on

the scale of the nearest neighbors, while fcc/hcp structures are the globally favored state

of a long-ranged ordered crystalline structure [85, 87]. Accordingly, crystallization of an

icosahedral ordered liquid requires either the distortion of the icosahedral structures or

the breakdown of local atomic bonds to rearrange the atoms. In fact, such an icosahedral

structure of the supercooled metallic liquid was postulated by Frank already in 1952 [96]

and is confirmed in numerous research studies in the following decades, both experimen-

tally and in simulations [85, 97–101].
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Fig. 2.11 Tetrahedral packing of identical hard spheres is insufficient to efficiently fill the
three-dimensional space. This geometrical frustration can be avoided either by combining
tetrahedra and half-octahedra to form an fcc structural unit or by combining 20 slightly
distorted tetrahedra. The green arrow represents the more favorable choice at each stage.
Figure taken from Ref. [85].

It is important to note that the aforementioned models consider only monoatomic sys-

tems, whereas metallic glasses are multi-component alloys comprising typically four to

five elements of varying size. Consequently, there will be certain atomic bonds that are

energetically preferable, depending on the enthalpy of mixing (i.e. the chemical inter-

action) between the individual constituents. Consequently, an icosahedral order may

not always be the most efficient structure [102], as proposed for metall-metalloid glasses,

which are dominated by tri-capped trigonal prisms as local structural unit [103]. Never-

theless, an icosahedral short-range order (ISRO) is nowadays widely accepted to be the

fundamental structural motif for most metallic glasses and its high packing density is

believed to play a crucial role in the kinetic slowdown observed upon cooling towards the

glass transition [85].
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Medium-range order (MRO)

While Bernal’s model is only capable to accurately describe the SRO of metallic liquids,

it is unable to account for the high packing efficiency that has been experimentally ob-

served in the real structure of metallic glasses, in particular the efficient arrangement of

closed-packed clusters over longer distances of about 1 nm [104]. This issue is addressed

by the efficient cluster packing model of Miracle, which describes the atomic arrangement

in metallic glasses based on hard spheres (chemical interaction is neglected) [104]. The

model concerns not only on the efficient arrangement of atoms of different sizes to form

densely packed clusters (similar to the considerations of the densely-packed structures of

monoatomic liquids by Bernal [89]), but also the connection of these clusters to under-

stand the medium-range ordering of glass-forming metallic liquids. Subsequent studies

further developed and refined the model on the basis of experimental results, with more

information found in Refs. [105–109].

Miracle’s structural description comprises a maximum of four different types of atoms

(solventΩ atoms and solute α, β and γ atoms) with each having a specific atomic radius.

Atoms deviating by less than 2 % are considered to be topologically equivalent and can be

classified within one type of atoms [104]. TheΩ atoms represent the main constituent of

the alloy, while the solute α, β and γ atoms correspond to the cluster-forming atoms. The

ratio between the sizes of the solute and solvent atoms R∗
α,β,γ is the determining factor in

the efficiency of cluster packing. For instance, in the case of α-clusters, a discrete solute-

to-solvent radius ratio of R∗
α = r (α)/r (Ω) ≈ 0.9 represents the ratio when one α-atom is

surrounded by twelveΩ-atoms. Such an arrangement results in a total of thirteen atoms

within a cluster, which corresponds to the typical number of atoms in an icosahedron [89,

105]. These clusters are distributed to the lattice sites of known lattice structures (e.g. fcc,

bcc or hcp) in order to achieve a densely packed superstructure, as demonstrated for a

fcc type structure in Fig. 2.12 (2D and 3D view in a) and b), respectively). The resulting

octahedral and tetrahedral gaps in the structure can be occupied by the smaller β and

γ atom species to further increase the packing efficiency. The rising internal strains are

partly compensated by slight distortions of the SRO clusters, varying the connectivity of

neighboring cluster by vertex, edge or face sharing or the incorporation of free volume

(β and γ sites may remain unoccupied to form a vacancy) [104, 105]. Nevertheless, such

an arrangement cannot be continued indefinitely, as orientation and size mismatches

lead to geometric frustration beyond typical length scales of 0.7–1 nm, thus restricting

long-range ordering [104, 110].
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a) b)

Fig. 2.12 Efficient cluster packing model proposed by Miracle. The solute (α,β, γ)-centered
local structural units are arranged in a fcc type lattice. a) Two-dimensional view of the
{100} plane, with the circles indicating the interpenetrating α-and β-centered clusters
surrounded by the solvent atomsΩ. b) Three-dimensional representation of the cluster
arrangement within a fcc lattice. This view additionally illustrates the γ atoms, which are
not situated on the {100} plane shown in a). Figure a) and b) are taken from Ref. [104] and
[107], respectively.

Atom-connection schemes

To obtain structural information on the SRO and MRO, high-energy synchrotron X-ray

scattering experiments can be conducted to determine the structure factor S(Q), which

resembles the atomic structure of an alloy in the reciprocal space. Fourier transformation

of S(Q) leads to the radial pair distribution function (PDF) g (r ), which provides informa-

tion on the probability distribution to find an atom at a certain distance in the real space.

It is important to note that g (r ) of multi-component alloys is not trivial to analyze, as it

comprises a superposition of the partial pair distribution functions of all atomic pairs.

More details on X-ray scattering of amorphous alloys and the limitations in the analysis of

multi-component alloys are provided in Chapter 3.4 and 7.2. A typical radial PDF and the

structural changes between an amorphous high-temperature liquid and an amorphous

glass is shown in Fig. 2.13a. The ordering at the nearest-neighbor distances (SRO) can be

observed by an increase in the height7 of the first peak of g (r ). These clusters can overlap

in different ways and share one, two, three or four atoms with adjacent clusters, which is

represented by the second peak of g (r ) [111–114]. The connections are referred to as 1-

7In general, an increase in the peak height results from an increasing probability to find atoms at the
respective length scale.
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Fig. 2.13 a) Simulation of the pair distribution function g (r ) of a monoatomic Ta liquid at
3300 K (orange line) and the corresponding glassy state at 300 K (blue dashed line). The
inset illustrates two interpenetrating cluster, whereas the distance between the central
atoms of each cluster represent the atom-connection distance (red arrow). The distance
varies depending on the number of shared atoms between two clusters, with the probabil-
ity distribution of the atom connections being reflected by the structural signature of the
second peak of g(r). b) Representative polyhedra for each atom-connection (1-, 2-, 3-, and
4-atom connection). Figure taken from Ref. [114].

atom, 2-atom, 3-atom and 4-atom connection, resembling the inter-connectivity between

the first coordination shells via vertex-, edge- and face-sharing, as schematically shown in

Fig. 2.13b. The position of the respective atom-connection can be calculated directly from

knowledge of the average bond length r1 using simple geometric considerations, where

2r1 represents the position of the 1-atom connection,
p

3r1 represents the position of the

2-atom connection,
p

8/3r1 represents the position of the 3-atom connection and
p

2r1

for the 4-atom connection [111]. This allows the identification of the dominant cluster

connections by the splitting of the second peak [112, 113], which determines not only

the ordering on the medium-range length scale, but also yield information on the the

structure-property correlation, as certain atomic bonds are known to be crucial for the

mechanical response of metallic glasses [114]. Moreover, the structural ordering on the

SRO and MRO length scale forms the basis for the outstanding mechanical properties

of metallic glasses. Next to high strength close to the theoretical strength, some metallic

glasses demonstrate excellent ductility. However, the typical defects of crystalline mate-

rials used to describe plastic deformation do not exist in amorphous metals, requiring

alternative models to describe the deformation mechanisms, which will be the focus of

the subsequent section.
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2.3 Mechanical Properties of Metallic Glasses

Metallic glasses are characterized by their exceptionally high strength and elastic de-

formation limit of up to 2 %. This is significantly higher than most crystalline metals,

making this class of material highly interesting as a high performance components for

structural applications [5, 6, 115]. Additionally, these unique properties are achieved di-

rectly during the casting process, offering an advantage over traditional high-performance

crystalline alloys, as BMG components can be manufactured without the need for com-

plex post-processing methods such as work hardening. Fig. 2.14 compares the strength

and maximum achievable elastic strain for various engineering materials to metallic

glasses. Typical compressive fracture strengths for BMGs range from 1 GPa for Mg-based

alloys [116] to 2 GPa for Zr-based alloys [117, 118], with strengths up to 5 GPa observed

for Co-based alloys [119, 120]. This indicates that the strength of an amorphous alloy

is primarily based on the main constituent, whereas the elastic limit is rather universal

at about 2 % [121]. This combination of high strength and elastic energy absorption is

of particular interest in the context of spring materials, as BMGs are capable to store a

significant amount of elastic energy (shaded area) [115].

Steels

Co-based

Ni-, Fe-based

Cu-, Hf-based

Mg-, Al-based
Pt-, Pd-based

Zr-, Ti-based

Silica Wood Polymers

Metallic glasses

Titanium
alloys

U=12σε

Fig. 2.14 Strength as a function of the elastic limit for various engineering materials com-
pared to metallic glasses. The glassy alloys are roughly divided into areas that represent
the strength of the respective alloy family. The shaded triangle area represents the elastic
energy that can be stored in the respective material class. Figure inspired from Ref. [5].
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2.3.1 Deformation Mechanisms of Metallic Glasses

The extraordinary high strength of metallic glasses approaching their theoretical strength

results from their amorphous atomic structure, which lacks typical defects of crystalline

materials such as dislocations and grain boundaries. While those defects enable defor-

mation at low energies or stresses, the local rearrangement of atoms in metallic glasses

requires relatively high energies or stresses due to the absence of these defects in com-

bination with a high bond strength due to the dense atomic packing. This implies that

metallic glasses can withstand high stresses, but fracture brittle once the strength limit

is exceeded. However, several studies have shown that metallic glasses can exhibit sig-

nificant plasticity under load, although the underlying mechanisms of the local atomic

motion during the deformation have not yet been fully understood. Nevertheless, there is

a general consensus that the fundamental unit of deformation is a local arrangement of

atoms that can accommodate shear strain. The two most well-known models that describe

the deformation mechanisms at the atomic scale for shear band formation were proposed

by Argon as the shear transformation zone (STZ) model [122, 123] and by Spaepen as the

free volume model [124].

1. Shear Transformation Zone Model

A shear transformation zone (STZ) is defined as a localized region within the amorphous

material in which a group of atoms undergo a collective rearrangement in response to

applied mechanical stress, resulting in a shear deformation of the material [122, 123].

Typically, STZs consist of tens to hundreds of atoms, depending on the material compo-

sition and external conditions [125]. In order for an STZ to be activated and for shear

deformation to occur, the activation energy required to initiate atomic rearrangement

must be overcome. The mechanism of STZ activation involves several steps. First, the

application of a mechanical load results in an increase in energy within the material.

When this energy exceeds the activation energy of an STZ, the STZ is activated, resulting

in a collective movement of atoms into a new, more energetically favorable configuration.

During this rearrangement process, the atoms undergo a slight expansion, resulting in

a temporary increase in volume (dilation) [125]. After deformation, the atoms return to

a more stable configuration that occupies less volume than the activated configuration,

ultimately leading to local shear deformation, as illustrated in Fig. 2.15a.
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2. Free Volume Model

The model of Spaepen [124] is based on the free volume concept of Cohen and Turn-

bull [126], which describes plastic deformation in metallic glasses based on the existence

of vacancies or ’free volume’8 within an amorphous structure. It provides an explanation

of how atoms move and rearrange under mechanical stress. Since the free volume is not

uniformly distributed and can vary locally throughout the amorphous material, atoms can

jump into regions of free volume under mechanical stress. This process requires a certain

activation energy to initiate atomic movement, resulting in a rearrangement of atoms

and localized deformation of the material to reduce the external stresses (see Fig. 2.15b).

With sufficient free volume, amorphous alloys are able to undergo considerable plastic

deformation before failure. In contrast, the lack of free volume results in brittle fracture

behavior [124, 125]. However, macroscopic brittle fracture is not necessarily related to a

microscopic brittle behavior, as metallic glasses tend to show severe shear localization,

which will be discussed in more detail in the following.

Fig. 2.15 Schematic of the two most established atomic-scale deformation mechanisms
in metallic glasses. Deformation takes place either in (a) shear transformation zones
according to Argon or (b) by local atomic jumps in regions of free volume according to
Spaepen. Figure taken from Ref. [125].

8The terms ’free volume’ and ’excess volume’ are sometimes used synonymously, which is in fact not
entirely correct. The excess volume is defined as the volume difference between the glassy and crystalline
state, while the free volume, which is part of the excess volume, represents only the available volume that
can be redistributed without a change in the free energy of the system [126].
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2.3.2 Homogeneous and Inhomogeneous Deformation

Plastic deformation of metallic glasses can occur in two distinct ways, either homoge-

neous or inhomogeneous, depending on temperature, stress, and strain conditions, as

shown in Fig. 2.16. At low temperatures (T < 0.8 Tg ) and high deformation rates, plastic

deformation occurs inhomogeneously through the activation and coalescence of local

deformation units in a single shear band. In contrast, homogeneous deformation is dis-

tributed evenly across the sample volume and can be considered as viscous flow of a SCL.

This is particularly the case at low loads and higher temperatures, typically in the vicinity

of the glass transition or in the SCLR (T ≳ 0.8 Tg ) [124, 125]. It is important to note that at

high temperatures, inhomogeneous deformation prevails if the applied stresses are suffi-

ciently high. The current understanding of plastic deformation, whether inhomogeneous

or homogeneous, is that shear-induced structural disorder is accompanied by the creation

of free volume, while a diffusion-driven structural rearrangement process annihilates free

volume. Free volume is formed by the collective movement of atoms that cause a localized

expansion of the adjacent atomic regions due to a slight increase in the distances between

the atoms, which results in local softening [125]. As atomic jumps or STZ operations can

likewise annihilate free volume, the extent of shear localization is determined by the ratio

between the rate of free volume formation and reduction [127].

In particular, the formation of free volume is the dominant factor in the context of in-

homogeneous plastic deformation, since the accumulation of soft regions with local

concentration of free volume lead to the formation of localized shear bands, which can

propagate through the material under shear stress. Therefore, stress-strain curves of

metallic glasses in tensile tests typically show a macroscopically brittle fracture behavior

along the plane of maximum shear stress (approximately 45◦ to the principal stress direc-

tion), despite being intrinsically ductile, as the total deformation is concentrated in a few

individual shear bands [128, 129]. Additionally, the propagation of shear bands results in

an increase in temperature, which in turn reduces the viscosity within the shear band and

further weakens the material [130, 131]. However, it is possible to initiate multiple shear

bands by performing mechanical tests with constrained geometries, such as compression

tests using low aspect ratio samples, or by bending and indentation tests [132–134]. These

constrained experiments reveal a plastic deformation region characterized by a serrated

flow profile, as shown in the stress-strain curve in Chapter 3.6. Such behavior arises when

the applied stress is localized within a single shear band, leading to stress relaxation until

deformation within that shear band ceases. Further deformation requires the activation

of additional shear bands, each accumulating a fraction of the total strain [125].
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In the region of homogeneous deformation, metallic glasses either behave Newtonian

or non-Newtonian9 (see Fig. 2.16), as the formation and annihilation of free volume via

dilatation and relaxation are in balance. Hence, deformation is evenly distributed across

the entire sample volume, enabling a total strain of more than 1000 % in the Newtonian

region, as shown in Ref. [135] for a Pd-Ni-P BMG. Such superplasticity enables processing

techniques like thermoplastic forming and blow molding similar to those used for thermo-

plastic polymers [136–140]. However, this deformation mechanism is not important for

this work, as all mechanical tests were performed at ambient conditions, i.e. within the

region of elastic and inhomogeneous deformation. For further details on the deformation

of BMGs, please be referred to the comprehensive review article by Schuh et al. [125].

Fig. 2.16 Deformation map for metallic glasses, showing the normalized stress
(shear stress τ/shear modulus µ) on the left axis as a function of the Tg -scaled tem-
perature T . The absolute stress values for a typical Zr-based BMG are exemplary shown
on the right axis. Elastic deformation is observed at low temperature and low stresses. The
high temperature regime is dominated by homogeneous deformation, while the onset
is thermally activated and depends on the applied strain rates (dashed lines). Localized
inhomogeneous deformation is present across the whole temperature range once a certain
stress level is exceeded. Figure taken from Ref. [125]

9Newtonian liquids refer to a viscosity behavior that is independent of stress or strain rate, as observed in
simple liquids like water. In contrast, non-Newtonian behavior describes materials whose viscosity changes
with stress or strain rate, with ketchup being a prominent example.
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2.4 How to Design a Glass Forming Alloy

The design of metallic glasses requires careful selection of elements and precise control of

their composition, as the best glass-forming alloys with maximum GFA are typically found

within a very narrow compositional window. A close analysis of available phase diagrams

is essential for the development of the new BMGs, particularly the understanding of

the T0-lines which enclose a preferred region for glass formation. In combination with

strategies to frustrate nucleation, the T0-concept is fundamental to the understanding of

bulk glass formation.

2.4.1 Glass Forming Region: The T0-concept

To understand the T0-concept, the construction of a phase diagram is first explained

using a simple eutectic system of components A and B , as shown in Fig. 2.17. The binary

phase diagram, comprising the liquid phase (L) and two crystalline phases (α and β),

can be constructed from the knowledge of the Gibbs free energy curves as a function of

composition and temperature. The chemical potential µi of component i of a system

represents the partial molar Gibbs free energy and is given by [80]:

µi =
( ∂G

∂ni

)
T,P,n j ̸=i

, (2.27)

with G corresponding to the Gibbs free energy of the system, ni to the number of moles of

component i , T to the temperature, P to the pressure and n j ̸=i to the number of moles of

all other components j except i .

The chemical potential is a function of composition and can be described by the regular

solution model, which accounts for interactions between elements, incorporating effects

such as non-ideal mixing and interatomic forces [141]. The sum of the partial molar

Gibbs free energies (or chemical potentials) yield to the total Gibbs free energy and can be

expressed as [80]:

G =∑
i
µi ni . (2.28)

Considering a binary eutectic with the components A and B , the total Gibbs free energy of

each phase GL , Gα and Gβ can be described by the chemical potentials µL
A, µαA, µβA and µL

B ,

µαB , µβB and their molar fraction nA and nB (nB =1-nA). The phase with the lowest Gibbs

free energy at a given temperature, pressure and composition will be the most stable

phase, with two ’temperature snapshots’ being shown as examples in Fig. 2.17b and 2.17c.
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Fig. 2.17 a) Binary phase diagram of an eutectic system at constant pressure. b) and c)
show the Gibbs free energy curves of the liquid and crystalline states (GL, Gα, Gβ) as a
function of composition for two selected temperatures T1 and T2. The phase diagram
results from the equilibrium points (black dots), that can be determined by the common
tangent (red dashed line), where the chemical potential are equal. The intersection points
of the Gibbs free energy curves of the liquid and the solid phases (blue dots) lead to

the Tα,β
0 lines (blue curves) in the phase diagram. These indicate the temperature limits

(below Tα
0 and above T β

0 ) where the liquid can undergo a polymorphic transformation into
the supersaturated solid solution α or β, while the region between the T0-curves favors
glass formation, if in both cases long-distance diffusion is restricted by the quenching
conditions.
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Multiple phases can coexist in equilibrium at a given temperature, which is indicated by

an equal chemical potential of these phases at certain compositions n. This condition is

graphically represented by the common tangent (red dashed line) to the Gibbs free energy

curves of the participating phases, while the composition where multiple phases coexist

is the point where the tangent touches each G-curve. The continuous determination of

these points over the entire temperature range finally results in the phase diagram [80].

Considering the composition n1 at temperature T2 in Fig. 2.17c, the estimated driving

force for crystallization ∆Gl−x corresponds to the Gibbs free energy difference between

the liquid (GL) and the crystalline mixture (red tangent connecting Gα and Gβ). However,

the actual driving force for crystallization is determined by the difference in the chemical

potential between the liquid and the respective crystalline phase, which can be obtained

by parallel tangent construction (black dashed-dotted lines). These lines are mathemati-

cally obtained by determining the tangent of GL at a given temperature and composition

(for instance at n1 as shown in Fig. 2.17) to obtain the chemical potential of the liquid

phase. Parallel shifting to the G-curve of the respective crystalline phases (e.g. Gα as done

in Fig. 2.17b and 2.17c) yields to the chemical potential of that phase. The difference in

the chemical potential ∆µl−x
i (i =A or B and x=α or β) represents the driving force for this

specific crystalline phase [80]. For example, an alloy with the composition n1 exhibits the

driving force ∆µl−α
A for the formation of an α-nucleus, which is actually larger and a more

appropriate description compared to the commonly used driving force for the crystalline

mixture ∆Gl−x . However, the chemical potential of the various phases that appear in

multi-component alloys are typically unknown as no CALPHAD (Calculation of Phase

Diagrams) data are available. Therefore, ∆Gl−x is the best accessible approximation (e.g.

by calorimetry) to quantify the driving force for crystallization, especially in the vicinity

of an eutectic, where ∆Gl−x is particularly accurate. However, significant discrepancies

between ∆Gl−x and ∆µl−x
i become apparent as the distance from the eutectic increases.

For glass formation, crystallization mechanisms that require atomic diffusion are gen-

erally favored, as diffusion related processes can be altered by slowing down the liquid

dynamics. In general, three basic crystallization mechanisms can be distinguished, which

understanding is crucial to control the crystallization process [142]:

1. Polymorphic crystallization, that involves structural rearrangements within the

liquid without changing its composition. The atoms have to be reorganized in a

lattice structure, however, this process does not require long-range diffusion.
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2. Primary crystallization from the liquid to the crystal is accompanied by a change

in composition. This implies that a redistribution of different types of atoms are

necessary for crystallization.

3. Eutectic crystallization is characterized by the simultaneous formation of different

crystalline phases, with the formation of each phase requiring long-range atomic

diffusion.

The T0-curves allow to identify the compositional range where crystallization is domi-

nated by partionless crystallization or by long-range diffusion to ultimately determine the

best glass forming region [143, 144]. The T0 lines represent the compositions in the phase

diagram where the Gibbs free energy of a liquid phase and a competing crystalline phase

are equal, i.e. the G-curves intersect. These intersections occur at different compositions

depending on the temperature (e.g. at cα0 (T1) and cβ0 (T1) at T1 and cα0 (T2) and cα0 (T2) at

T2), resulting in composition dependent Tα
0 (n) and T β

0 (n) curves. For compositions below

Tα
0 (n) or above T β

0 (n), the α or β solid solution exhibits the lowest Gibbs free energy

with respect to the liquid phase. This allows partitionless crystallization with the same

composition as the melt via a polymorphic transformation, i.e. without chemical decom-

position [143].

Between the Tα,β
0 (n) lines, the crystalline mixture of α and β is the thermodynamically

preferred state, requiring long-range diffusion for their formation [144]. However, under

rapid cooling conditions typical of glass formation, chemical decomposition into indi-

vidual phases is restricted. This results in the thermodynamic stabilization of the liquid

phase, as its Gibbs free energy is lower than that of the terminal solid solution [142]. When

stabilized below the glass transition temperature Tg (n), the liquid finally vitrifies and

forms a glass. While limited data exists for the T0 curves for binary systems, even less

information is available for multi-component alloys, complicating the accurate predic-

tion of optimal glass-forming regions. Nevertheless, the understanding of this concept

demonstrates that glass-forming alloys tend to be located close to deep eutectics due to

the stabilization of the liquid phase [142–144]. Furthermore, crystallization is primarily

dominated by a diffusion-controlled mechanism, which is a time-dependent process that

can be decelerated by slowing down the liquid dynamics. The latter is an essential part of

the alloy development of BMGs, which can be achieved by employing the empirical rules

for glass formation.
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2.4.2 Empirical Rules for Glass Formation

In the Section 2.1, the basic principles of glass formation were explained, especially from

a thermodynamic and kinetic point of view, as both aspects are crucial to understand

crystallization. The strong focus on the development of better glass-forming alloys in the

early days of metallic glasses led to a general consensus on how to effectively alter these

properties to improve the GFA, which are summarized in Inoue’s empirical rules for glass

formation [145, 146]:

1. A multi-component system of at least three elements increases the liquid’s com-

plexity, allowing a variety of close-packed atomic configurations. This results in an

increased configurational entropy of the liquid, thereby reducing the driving force

for crystallization, ∆Gl−x , provided that the entropy of the crystal remains largely

unchanged. Next to the thermodynamic contribution, an increasingly complex

liquid slows down the dynamics of the system, making the formation of a crystal

nucleus with the correct composition more difficult. This concept was first proposed

by L. Greer in 1993 as ’confusion principle’ [147].

2. The atomic radii of the main alloying elements differ by at least 12 % to restrict

the arrangements of atoms in a regular, crystalline pattern. This is achieved by

the efficient packing of atoms towards a high packing density, which decreases the

amount of free volume in the liquid state. This reduces atomic diffusion, resulting

in an overall higher viscosity and slowed-down crystallization process [42].

3. A negative enthalpy of mixing∆Hmi x between the main components is charac-

teristic of an attractive interaction between the elements. Such a tendency to mix

promotes a stable and homogeneous liquid and consequently glass formation.

Following these rules has led to improved GFA in a variety of systems, allowing vitrification

not only in the range of a few micrometers, but in in the range of a few millimeters or

centimeters [148–151]. This translates into a reduced critical cooling rate Rc by several

orders of magnitude, from about 106 Ks-1 for poor glass formers to less than 1 Ks-1 for the

best glass formers [6, 25]. Nowadays, most metallic glasses consist of four to five alloying

elements. The constituent with the highest proportion represents the matrix element,

defining the basis of the alloy system, e.g. if it is a Ni-, Zr- or Fe-based system. Further

alloying elements are typically transition metals such as Cu, Nb or Ti, which differ greatly

in their atomic size [25]. In addition, metalloid elements such as P, S, Si or B are frequently

used due to their strong negative enthalpy of mixing with most metallic elements [152,

153]. Therefore, the choice of the appropriate constituent strongly influences the GFA
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of the system. However, every rule has its exceptions, such as the first empirical rule, as

demonstrated by the Cu-Zr and Ni-Nb systems, both capable of being produced as fully

amorphous rods up to 2 mm in diameter in the binary state [154, 155]. Specifically, the

latter is the base system for this work, with more details given in the Section 2.5.2. Last but

not least, it should be noted that these rules are rather guidelines that have been proven

to be effective for a variety of alloys, but do not guarantee the development of a good

glass-forming alloy.

2.4.3 Glass-Forming Ability Criteria

In addition to the rules for glass formation that must be considered in the design pro-

cess of new alloys, there are criteria that can be applied to estimate the GFA of metallic

glasses. Numerous different GFA parameters have been proposed in literature over the

past decades, although this thesis focuses mainly on the two oldest and most established

parameters. The limitations of these criteria are critically discussed.

Reduced glass transitition temperature Trg: In 1969, Turnbull introduced the reduced

glass transition temperature Tr g (=Tg /Tl
10) to be an important value for characterizing

glass formation by using the thermophysical properties of the glass transition temperature

Tg and the liquidus temperature Tl [157]. Nowadays, it is an established key parameter

to predict under which conditions a liquid tends to form a glass instead of crystallizing.

High values in the range of Trg≈ 0.6 are typically found close to deep eutectics, where the

liquid phase is stabilized down to low temperatures [156]. Consequently, the temperature

range that must be bypassed for vitrification and thus the timeframe for nucelation is

minimized, as Tg is rather insensitive to compositional changes compared to the liquidus

temperature, as shown in Fig. 2.18.

Width of the supercooled liquid region∆Tx: Another commonly used indicator to assess

the GFA is the temperature interval of the SCLR, ∆Tx (=Tx-Tg ). In theory, a larger interval

∆Tx indicates a higher thermal stability of the SCL against crystallization. This slowdown

of the nucleation process indicates an increased packing density of the liquid, which

makes the rearrangement of atoms more difficult. Furthermore, a negative enthalpy of

mixing and high interfacial energy between the liquid and solid phase is often observed

for BMGs with large SCLR, also contributing to delayed crystal formation.

10Turnbull originally used the solidus temperature Tm to calculate Tr g , i.e. the onset of the melting
process. Nowadays, the liquidus temperature Tl is commonly used, which correlates better with the GFA, as
it determines the temperature below which a driving force for crystallization is present [156].
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Fig. 2.18 Schematic of a simple binary eutectic A-B along the evolution of the liquidus
temperature Tl , the glass transition temperature Tg and the reduced glass transition tem-
perature Tr g as a function of composition. Since the liquidus temperature is substantially
more sensitive to the composition than Tg , Tr g reaches its maximum typically at the
eutectic composition (lowest Tl ).

It is to mention that several publications have shown that ∆Tx is an insufficient criterion

to derive information about the GFA [25, 158, 159]. This could also be shown in our group’s

studies on Ti-based BMGs, which are know to have sluggish dynamics due to a predomi-

nant icosahedral short-range order [160]. Nevertheless, these alloys are thermally highly

unstable upon reheating from the amorphous state due to a low interfacial energy barrier

between the icosahedrally ordered amorphous structure and the quasi-crystalline icosahe-
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dral phase, which is often the primary crystalline phase in the Ti-based system [161, 162].

Based on the ∆Tx criterion, this would indicate an apparently poor GFA, even though

these alloys are good glass-forming alloys in reality. This is one example why the thermal

stability is not an ideal value for describing the GFA, as it represents the stability of a

deeply SCL against crystallization and not the resistance of the high-temperature liquid

against nucleation. In other words, the thermal stability characterizes the lower part of

the crystallization ’nose’ in the TTT diagram, but GFA upon casting is rather determined

by the shape and position of the crystallization ’nose’ in the high temperature region.

This asymmetry can be derived from the classical nucleation theory, since nucleation and

growth rate possess their maxima at different temperatures (see Fig. 2.8). A noteworthy

study demonstrating this asymmetry was done by Schroers et al., showing that the critical

heating rate to suppress crystallization is much higher than the critical cooling rate [163].

This was also shown very nicely in a recent study by Pogatscher et al. using the novel

technique of flash calorimetry [164]. As a consequence, the lower part of the crystallization

’nose’ obtained from DSC measurements typically does not provide conclusive informa-

tion about high-temperature crystallization, which is the critical region for glass formation.

For the reader’s interest, alternative GFA parameters and related literature are summarized

in Refs. [25, 165]. These parameters are not further discussed, as they take the crystal-

lization temperature Tx into account and therefore share similar limitations as the ∆Tx

criterion. Therefore, their trends closely follow that of ∆Tx , making these alternative GFA

parameters redundant to analyze (see Appendix Fig. A.3). For this reason, the focus lied

only on the classical Tr g parameter to draw conclusions about the GFA of the system,

while ∆Tx is only used to determine the resistance of the SCL against crystallization with

respect to compositional changes.

2.5 Alloy Development of Ni-based BMGs

2.5.1 Interest in Ni-based BMGs

Ni-based BMGs are of considerable interest in materials science due to their unique com-

bination of physical, chemical, and mechanical properties that distinguish them from

other metallic glasses [167]. In comparison to the most widespread metallic glass-forming

systems (e.g. Cu-, Zr- or Ti-based systems), Ni-based BMGs are known for their superior

strength in the order of 3 GPa. Furthermore they possess hardness in the range of 800-

1000 HV, underlining their excellent wear resistance. This makes them suitable for use
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Fig. 2.19 Durability test of a Ni-based BMG gear tested for 2500h (a) vs. a carbon steel
gear tested for 8h (b). The amorphous alloy is still intact after many hours of operation,
whereas the steel gear already lost its gear tooth after a short period of time. Figure taken
from Ref. [166].

in applications, where parts are subject to friction and wear, such as gears and bearings.

For example, Fig. 2.19 shows the performance of a BMG micro gear in comparison to a

carbon steel gear, clearly demonstrating the superior wear resistance to conventional crys-

talline alloys [166]. Moreover, Ni-based BMGs often contain refractory elements such as

Nb, Ta, or W, which contribute to a high glass transition temperature of about 900-1000 K,

thereby extending their application field [168–170].

In general, Ni-based glass forming systems can be classified in two groups: metal-metal

and metal-metalloid compositions. The most prominent representatives of each class

are either based on the Ni-Nb or Ni-P eutectic [171, 172]. The former is the ’base system’

of this work and is discussed in detail in the next Section 2.5.2. The Ni-P system has

been known since the early days of metallic glasses. In combination with other elements,

it forms some of the best metallic glass formers, such as the Pd-Ni-P glasses [150, 173].

Typically, the deep eutectic at about 20 at% of P is exploited to stabilize the liquid phase to

low temperatures. In combination with the formation of complex phosphide phases, glass

formation is favored, enabling critical casting thicknesses of up to 21 mm (e.g. for the

alloy Ni50Pd30P20) [174]. However, apart from this exceptionally good GFA, these systems

have significant disadvantages. On the one hand, they require a high amount of P, which

makes the production of large quantities difficult. Furthermore, the exceptionally good

mechanical properties are lost due to the high quantities of P with compressive strengths

in the range of 1.8 GPa [174]. Hence, these alloys differ only slightly from Zr-based al-

loys (∼1.9 GPa), which are much cheaper and easier to produce and process. Therefore,
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metal-metal type Ni-based BMGs are much more promising due to their high fracture

strength in the order of 2.8-3.3 GPa [169, 175]. They belong to the glassy alloys with the

highest compressive strength of all BMGs, although similar mechanical properties can

be achieved with Fe- or Co-based alloys [176, 177]. However, unlike Ni-Nb BMGs, these

systems require a high metalloid content for glass formation. As a consequence, they tend

to be very brittle with fracture toughness values below 20 MPa m1/2, which is insufficient

for engineering applications [178].

Next to their mechanical properties, these materials exhibit excellent corrosion resistance,

as seen in compositions such as Ni-Cr-P-B [179], Ni-Cr-Ta-Mo-P-B [180], Ni-Nb-(Ta)-

P [168], Ni–(Co)-Nb–Ti–Zr [181, 182] and Ni-Nb-Ti-Zr-Co-Cu [183]. They can withstand

highly concentrated corrosion media (e.g. H2SO4 or HCl solutions) without significant

weight losses, indicating a corrosion rate of less than 0.1 µm· year-1 [167]. Moreover, alloys

such as Ni-Zr-Ti-Si-Sn [184] or Ni-Nb-Ti-Zr-Co-Cu [185] were found to be good candidates

as coatings in highly aggressive environments or for anti-corrosion applications. This

exceptional resistance can not only be attributed to the lack of grain boundaries in the

amorphous structure, making them less susceptible to localized corrosion processes, but

also to the spontaneous formation of a stable passive film on their surface [25].

In summary, Ni-based metal-metal type glasses are emerging as serious competitor to

high performance steel alloys, as they combine the high elastic limit of metallic glasses,

with high strength, good fracture toughness, high glass transition temperature (important

for high-temperature applications) and excellent corrosion resistance.

2.5.2 Binary Ni-Nb: One of the Best Binary Glass Former

Amorphous Ni-Nb alloys represent a class of binary systems where a late transition metal

(Ni) is combined with an early transition metal (Nb). The binary system exhibits significant

potential in alloy development, characterized by two prominent eutectics on the Ni-rich

side of the phase diagram, as shown in Fig. 2.20 [171]. Notably, the eutectic composition

of Ni58.5Nb41.5 possesses a stable liquid state down to relatively low temperatures with re-

spect to the pure elements, thereby offering the highest potential for glass formation [186].

Thus, the Ni-Nb system was identified very early in the history of metallic glasses as a

good glass forming system, demonstrating glass formation over a wide compositional

range (NixNb100-x, where x ranges from 25 to 75 at%) [187]. Such a large glass forming

range is atypical for metallic glass-forming systems, which solidify amorphously in a

more limited range, usually close to the eutectic composition [146, 188]. Interestingly, the
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Fig. 2.20 Binary Ni-Nb phase diagram. Figure taken from Ref. [171].

class of amorphous metals was so unknown in the early days that even 7 years after the

discovery of the first amorphous metal in 1960 (Au-Si [3]), Ni-Nb glasses were still con-

sidered to have an ultra-fine nanocrystalline structure (back then called microcrystalline

structure) rather than an amorphous one [189]. Surprisingly, it took 39 years to discover

that the Ni-Nb system is actually a bulk glass forming system that solidifies not only as

thin ribbons in the range of a few micrometers, but as a BMG with a critical thickness

of 2 mm [154]. The ability of Ni62Nb38 to solidify at such a thickness in the binary state

was surprising at the time, since bulk glass formation was thought to be feasible only in

multicomponent systems [146]. Hence, this result challenged the common understanding

that metallic glasses with less than three components are typically poor glass formers. This

assumption is in general connected to their metallic bonding character, which contributes

to a lower viscosity and higher mobility of atoms. Hence, metallic glasses cannot form

rigid three-dimensional network structures like oxide-glasses, diminishing their ability to

form a glass [25]. Nowadays, besides the Ni-Nb system, Zr-Cu [155] and Ni-Ta [190] are

also known to form BMGs in the binary state.

Subsequent investigations on the thermophysical and structural properties as well as

computational simulations, were conducted to study the remarkable GFA of binary Ni-Nb.
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Chathoth et al. observed that the eutectic alloy exhibit slowed down liquid dynamics due to

an unusually high packing fraction [191]. Xia et al. applied a thermodynamic assessment

and determined the formation enthalpies across a broad compositional range [154]. They

identified Ni61.5Nb38.5 as the composition with optimal GFA, which closely matches the

experimentally found Ni62Nb38 alloy. Partial structure factors of liquid Ni62Nb38 were

obtained by neutron diffraction using isotope substitution [192]. These factors closely

resemble those determined for glassy Ni-Nb alloys of similar composition [193]. In general,

the melt structure is characterized by a large nearest neighbor coordination number and

a pronounced chemical short-range order, favoring the formation of a heterogeneous

mixture of interpenetrating clusters, forming a chain-like network structure [192–194].

Furthermore, the total structure factor in the SCL and glassy state was studied by Mauro

et al. by high-energy synchrotron X-ray diffraction experiments [195]. The structural

evolution in the high temperature liquid phase down to deep undercooling is minimal,

with no pronounced structural ordering. However, once approaching the glass transition

temperature, the structural ordering is accelerating towards a more icosahedral ordered

liquid. Such an accelerated change in properties is similar to changes in other properties

such as viscosity, specific heat, or volume, indicating a fragile liquid behavior [28, 42, 195].

This significant increase in icosahedral clusters is in line with the molecular dynamics

Voronoi cluster analysis of Vijay et al. [196] and Xu et al. [197]. They linked the enhanced

GFA of Ni62Nb38 to a notable increase in icosahedral-like clusters upon the transition from

the liquid to the glassy state, in accordance to the findings of Refs. [194, 195]. In metallic

glass systems, a distinct icosahedral short-range order typically correlates with slower

melt dynamics and improved GFA. This suggests that factors such as high local packing

density, chemical order, and structural frustration are crucial for glass formation in this

system. Nevertheless, the fragile liquid behavior reported in different Refs. [191, 195, 198]

is generally an indication for poor glass-formers. Therefore, the question on the underlying

mechanisms conferring its superior performance relative to the majority of existing binary

metallic glass formers remains not fully understood.

2.5.3 Multicomponent Ni-Nb-X Glass-Forming Alloys

To further enhance the GFA in the Ni-Nb system to be able to reliably cast components of

reasonable size, many different alloy development strategies have been employed in the

2000s. The most important strategies are briefly discussed in the following.

As will be presented later, micro-alloying of P to the Ni-Nb system is one of the central

parts of this work. However, P has already been introduced into this system by Kawashima
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et al. in 2001, but with 5 at% P as a main constituent rather than a minor alloying element

(details on minor alloying in the next Section 2.6). The fundamental idea was to start

from the eutectic composition by substituting P for Ni, which is one alloying strategy also

followed in this work (details in Chapter 4). The GFA was improved with respect to the

eutectic alloy (dc = 1 mm [199]), yet the critical casting thickness ultimately remained un-

changed compared to the best binary glass-forming alloy, Ni62Nb38. Notably, at the time,

it had not yet been discovered that this composition was able to form a bulk glass [154].

Although an increase in the GFA was not the main focus of Kawashima’s work, but rather

the study of the corrosion behavior, it was shown that the addition of P can be beneficial

in this system. This promising route, however, has not been followed in subsequent years,

until now.

Further studies revealed that the introduction of Zr and Sn is beneficial for the GFA.

Zr was added based on the knowledge of the crystalline structures that form in the bi-

nary Ni-Nb and Ni-Zr systems, all forming complex compounds with Ni10Zr7, Ni3Nb

and Ni6Nb7 [199, 200]. Hence, glass formation in this ternary field was predicted and

experimentally validated with Ni62Nb33Zr5 exhibiting a critical casting size of 3 mm [199].

Similar ternary phase field was explored in the Ni-Nb-Sn system, with Ni60Nb29Sn11 found

to be close to the eutectic composition. However, the best GFA was found off-eutectic

around 6 to 7 at% Sn, as the intermetallic phase Ni2NbSn, which can be significantly

less supercooled compared to the competing Ni6Nb7 and Ni3Nb compounds, primarily

crystallizes at higher Sn concentrations [201]. Furthermore, Sn additions in this range pro-

mote a more efficient packing of the atoms, as experimentally indicated by an increase in

liquid density compared to the binary Ni-Nb system [202]. This is additionally supported

by the fragility, which results in a stronger liquid behavior with increasing number of

components (Ni-Nb: D∗ = 6.2, Ni-Nb-Sn: D∗ = 11 [198]), revealing more sluggish kinetics

due to stronger attractive interactions between atoms.

Just recently sulfur was found to be beneficial in several glass-forming systems, such as the

Pd-Ni-S [203], Ti-Ni-S [204], but also the Ni-Nb-S [152, 205] system. All of these systems

cover a wide range of S contents, with S acting as the main alloying element for Pd-Ni

and Ti-Ni alloys, or as a micro-alloy element for Ni-Nb. The use of metalloid elements is

common in the field of metallic glasses due to their large negative enthalpy of mixing with

most constituent elements, thus fulfilling the empirical rules for glass formation [206]. The

approach is very similar to the addition of metallic elements (’confusion principle’), but

the amount is usually significantly reduced as metalloids tend to form stable intermetallic
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compounds at higher concentrations. In the case of Ni-Nb-S, 5 at% leads to primary

formation of a highly S-enriched Nb50S50 phase, followed by formation of the eutectic

phases. The latter phases are in turn completely depleted in S, indicating that S diffusion

and redistribution is necessary to form the intermetallic phases [205]. Therefore, amounts

about 3 at% is ideal to delay the formation of Ni3Nb and Ni6Nb7 without forming the S-rich

phase yet, culminating in a maximum casting thickness of 3 mm [205]. In addition to this

brief overview of the most prominent representatives of Ni-Nb-based alloys, many other

alloying elements have been investigated without any significant success in improving the

critical casting size, as summarized in Table 2.1.

Table 2.1 Summary of Ni-Nb-X alloys with the most important parameters, as the glass
transition temperature Tg , the onset for crystallization Tx , the width of the SCLR ∆Tx , the
critical casting thickness dc and the development year. The heating rate is additionally
provided for each alloy, as Tg and Tx are rate dependent, which has an significant influence
on ∆Tx . The alloys are separated in two groups, ternary and quaternary compositions.

Alloy
heating rate Tg Tx ∆Tx dc year Ref.

(Ks-1) (K) (K) (K) (mm)

Ni55Nb40P5 0.67 912 954 42 2 2001 [168]
Ni60Nb25Ti15 0.67 859 906 47 1.5 2002 [207]
Ni59.2Nb33.6Sn6.9 0.33 881 931 50 3 2003 [201]
Ni60Nb30Ta10 0.67 934 961 27 2 2003 [208]
(Ni60Nb40)97Al3 0.67 - 912 - 1 2004 [209]
Ni62Nb33Zr5 0.33 877 917 40 3 2007 [199]
(Ni62Nb38)97S3 1.00 913 967 54 3* 2017 [152]

(Ni60Nb35Ta5)95P5 0.67 - 1000 - 2 2001 [168]
Ni60Nb36Sn3B1 0.33 882 940 58 ∼3 2003 [201]
Ni57Nb35Sn5Fe3 - - - - ∼2 2003 [201]
Ni60Nb20Ti12.5Hf7.5 0.67 848 902 61 1.5 2003 [210]
Ni55Nb25Ti15Pt5 0.67 875 925 50 2 2005 [211]
Ni52.5Nb34Co7.5Sn6 0.33 872 920 48 3 2007 [212]
Ni62.25Nb30.75Zr5Mo2 0.33 875 909 34 <2 2008 [213]
Ni62.25Nb30.75Zr5V2 0.33 879 904 25 <2 2008 [213]
(Ni62.25Nb30.75Zr5)99Si1 0.33 871 901 30 <2 2008 [213]
Ni60.25Nb32.75Zr5Fe2 0.33 883 904 21 3 2008 [213]
Ni60.25Nb32.75Zr5Cu2 0.33 878 905 27 3 2008 [213]
Ni58.25Nb32.75Zr5Co4 0.33 873 911 38 3 2008 [213]
Ni57Nb33Zr5Co5 0.33 866 911 45 3.5 2008 [213]

* Not published, measured at LMW.
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2.6 The Effect of Minor Additions in Metallic Glasses

In the field of metallurgy, the concept of introducing minor amounts of elements is well

established. For centuries, elements such as carbon, silicon, manganese, nickel, and

chromium have been alloyed with iron to modify its properties, resulting in one of the

most widely used materials in the world, «steel» [214]. Each element contributes uniquely

to the properties of iron, for example, carbon increases hardness and strength, while nickel

and chromium can improve corrosion resistance. Similarly, the refinement of aluminum

alloys incorporates copper, magnesium, silicon, or manganese to trigger precipitation

hardening [215]. This process not only increases the aluminum’s strength and hardness

but also enhances its corrosion resistance [216, 217]. This precise control over the compo-

sition allows the design of alloys tailored for specific applications such as in construction,

automotive, aerospace, and other industries.

Therefore, this well-known alloying strategy has been employed since the early days

of metallic glasses, making them more versatile for a range of applications. The main

properties that can be tailored by micro-alloying include:

• Glass-Forming Ability: Minor additions can enhance or deteriorate the GFA of

metallic glasses. Ideally, the GFA is improved in order to enable the production

of larger amorphous samples. This improvement is often attributed to the ability

of the introduced elements to optimize the atomic packing efficiency in order to

manipulate properties such as kinetics and nucleation [201, 218–221].

• Thermal Stability: Alloying elements tend to extend the temperature range of the

SCLR, since the formation of crystalline compounds from a deeply SCL requires

diffusion. This is typically decelerated due to an efficient atomic packing, increasing

the resistance of the liquid against crystallization. A stabilized SCLR is beneficial for

processing techniques, such as annealing, selective laser melting or thermoplastic

forming [152, 219, 221–224].

• Mechanical Properties: Minor alloying can significantly improve or deteriorate

the mechanical performance of BMGs, including their strength, hardness, fracture

toughness and plasticity [225–228]. These changes are associated to scale with the

elastic moduli of the alloying element and the glass. Consequently, incorporating

an element with an appropriate elastic modulus is believed to be beneficial for the

mechanical properties, vice versa [229].
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• Magnetic Properties: The magnetic properties of BMGs can be tailored in terms

of saturation magnetization, coercivity, and Curie temperature for potential use

in magnetic storage or electromagnetic applications. The improvements are inter-

preted to be caused by changes in the electron configuration and an increase in

the magnetic exchange length, although a comprehensive understanding is still

lacking [217, 230, 231].

• Corrosion Resistance: The addition of small amounts of alloying elements can

fine-tune the alloy’s surface chemistry, leading to an accelerated formation of a

highly protective passive film and improved corrosion resistance. The alloying

elements can be either noble metals, increasing the alloys passivation behavior or

elements that modify the local atomic structure of the alloy, increasing its resistance

to localized corrosion mechanisms [217, 232–236].

The exact mechanisms responsible for the improved properties by micro-alloying are still

not fully understood, although some recent studies suggest some ideas. Fundamentally,

minor additional elements should exhibit a large negative heat of mixing with the con-

stituent elements [206, 217]. In combination with a large atomic size mismatch, this can

favor the formation of a locally more ordered structure, thus altering the kinetic fragility

towards a stronger liquid behavior causing a slowdown of the atomic mobility and the

crystallization process [216, 217, 237]. This effect is particularly pronounced for metalloid

elements such as Si, C, B, S or P due to their small atomic size [152, 168, 201, 218, 222]. On

the downside, their strong chemical affinity to typical constituents such as Ni, Cu, Nb, Ta,

etc. potentially leads to the formation of high-melting crystalline compounds, which may

cause a negative impact on GFA due to induced crystallization [217]. Consequently, minor

alloying of metalloids is an interplay between retarding crystallization without forming

the high melting compounds yet [237]. Therefore, the optimized content falls within a

narrow compositional range, typically around 0-3 at% [217].

This is different when using metallic elements, such as transition metals with intermediate

atomic sizes (e.g. Fe, Ni, Co, Cu, Zn), as the GFA is only improved by exceeding certain

thresholds, generally above 3 at% [216, 217]. For example, at least 5 at% Zn is necessary to

improve the GFA of a Mg-based BMG [238]. In such cases, it is debatable whether such

an amount is still considered a minor alloying element or already a main constituent.

For this reason, larger metallic atoms such as Zr and Sn are rather alloyed, as they are

more effective in optimizing the alloy’s properties when added in minor quantities. In

particular, Sn has been noted for its effectiveness in promoting glass formation, especially
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in alloys based on refractory elements, but also in the Cu-Ti-Zr-Ni-Si system, where the

substitution of only 2 at% Ni by Sn resulted in an increase of the critical casting size

from 4 to 6 mm [201, 213, 216, 219]. However, it is important to note that certain large

elements including La, Ca, Sb, etc. can adversely affect the GFA of some Zr- and Ti-based

BMGs [216, 239], indicating that the effects of large atoms are complex and can vary

depending on the specific elements and alloy compositions involved. Rare earth metals

(e.g. Y or Sc) are alloyed, as they exhibit a significantly higher affinity to oxygen compared

to the other constituents [240–243]. Hence, they are typically not used to modify the alloys

structure, but rather to scavenge oxygen. Oxygen impurities are detrimental for metallic

glasses due to the formation of oxide phases, which can act as heterogeneous nucleation

sites. However, the oxide compounds of rare earth metals are usually incompatible for

heterogeneous nucleation, improving the GFA as the remaining matrix composition is

significantly reduced in oxygen [241, 244].

In summary, the predominant mechanism that ultimately leads to the improved properties

depends on the system as well as on the micro-alloying element that is used (whether

metalloids or metals). While a single mechanism typically predominates, the overall

enhancement arises from a complex interplay of changes in thermophysical and structural

properties. These include changes in thermodynamics, diffusion behavior, and local

structural arrangements, making it challenging to precisely predict the effect of a certain

element.





Chapter 3

Materials and Methods

The typical production of master alloys in the field of amorphous metals are carried out

in an electric arc furnace. However, metalloid elements such as P are not arc stable and

cannot be processed without additional steps. Another difficulty with P is the absence

of a liquid phase under normal conditions, leading to the formation of hazardous white

phosphorus upon sublimation. Hence, P must be incorporated directly into a pre-alloy

that is stable the arc furnace, in order to use it as alloying element. The following sec-

tion covers the synthesis of Ni-P, followed by the preparation of master alloys as well as

amorphous parts. Furthermore, characterization techniques, such as calorimetry, the

determination of high- and low-temperature viscosity, X-ray diffraction and mechanical

testing are briefly elaborated along with their physical background.

3.1 Sample Preparation Techniques

Synthesis of Ni-P Pre-Alloy

The stoichiometric intermetallic phase Ni3P (Ni - 75 at%, P - 25 at%) was selected for

the production of the Ni-P pre-alloy in order to avoid segregation into several phases

during solidification. Furthermore, to ensure reproducible Ni-P pre-alloys with the same

quality, they were always synthesized following the steps shown in Fig. 3.1. In step 1, the

elements P and Ni are stacked in a fused quartz tube of 1 m in length and purged with

inert argon gas (purity of 99.9999 %) after evacuation to a vacuum of at least 6×10−3 mbar.

In step 2, the Ni piece is heated inductively to its melting temperature. At a certain

point (when the Ni piece is red hot glowing), P begins to evaporate but is immediately

absorbed by the liquefying Ni without significant mass losses. During the reaction, the

coil is moved continuously downwards to dissolve the entire P in Ni. After the reaction
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Fig. 3.1 Production process of a Ni-P pre-alloy. The entire process involves four steps:
I. Stacking of Ni on top of red P in a quartz tube. II. Inductive heating of Ni up to its
melting point. The coil is moved downwards during the reaction of liquefying Ni with P to
obtain a homogeneous mixture without excessive evaporation of P. III. The Ni-P liquid is
homogenized for about 5 minutes. IV. Subsequently, Ni-P is cooled freely until the start of
crystallization, followed by quenching of the quartz tube in water.

is complete, the entire mixture is homogenized for approximately 5 minutes (step 3).

Then, the melt is cooled freely until crystallization, followed by quenching in water to

obtain a homogeneous Ni-P alloy (step 4). Since P as volatile element is lost in small

amounts during the process, the produced pre-alloy is weighed to determine any mass

loss compared to the initial weight of the elements. The conservation of mass allows an

accurate calculation of the composition, assuming that only P and no Ni is lost during the

production process. Typical losses are in the order of 0.1-0.2 at% P.

Synthesis of Ni-Nb-based Alloys

The master alloys were prepared from high purity elements (Ni - 99.95 wt%, Nb - 99.9 wt%,

Ta - 99.95 wt%, Cu - 99.99 wt%) in combination with the previously synthesized Ni-P

pre-alloy. An industrial grade pre-alloy produced and sold by the company KBM Affilips

with the composition Ni66.6P33.4 (in at%) was additionally used for some alloys. It should

be noted that the high purity variant has always been used unless otherwise indicated.

According to the desired composition, the raw elements were alloyed together with the

proper amount of the pre-alloy in an electric arc furnace under Ti-gettered high-purity

argon atmosphere (purity of 99.999 %). A homogeneous distribution of the elements is

ensured by flipping and melting of the ingots for at least five times.

In addition to Ni-Nb alloys, Chapter 6 additionally investigates alloys based on the Ti-S and

Zr system. The additional elements required for production next to the one mentioned
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above are of the following purities: Zr - 99.99 wt%, Al - 99.99 wt%, Ti - 99.995 wt% and

S - 99.9995 wt%. For the Ti-S alloys, a self-produced Cu-S pre-alloy was additionally

required, which was produced in a similar manner to the Ni-P pre-alloy described before.

However, the overall production process of the master alloys in the electric arc furnace did

not change.

Suction Casting

A custom build suction casting machine was used for the synthesis of amorphous spec-

imens, as schematically shown in Fig. 3.2. The previously prepared master alloys were

molten with an electric arc in a high purity Ar atmosphere (purity: 99.999 %) and subse-

quently cast into a copper mold by applying a vacuum force. The surrounding copper

plate is water cooled to achieve high cooling rates to inhibit crystallization and enable

glass formation. To determine the critical casting thickness dc for the novel alloys, molds

with various shapes and sizes were used. For poor glass formers, plate-shaped geometries

with thicknesses below 1 mm were used, while bulk glass forming alloys (dc ≥1 mm) were

cast in rod-shaped molds up to a maximum diameter of 7 mm. For each geometry, the

mass flow was optimized to ensure laminar flow and avoid casting porosity.
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Fig. 3.2 Schematic of the suction casting machine used to produce amorphous samples
from the previously prepared master alloys.
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Die Casting

While the suction casting machine was used to scan the GFA of the newly developed alloys,

the samples for the mechanical tests were produced in the die casting machine of the

company Amorphous Metal Solutions GmbH [7]. The machine uses an electric arc for

melting followed by casting in water-cooled molds, similar to the suction casting process.

The main difference is the use of steel instead of copper molds in combination with a more

sophisticated mold-filling technique, which works in principle as follows. After melting of

the master alloy, the liquid is sealed with a cylindrical sleeve with subsequent injection

into the mold with a casting piston. The advantage of this method is a significantly higher

reproducibility of the individual castings. This enables improved quality, especially with

regard to porosity, which must be avoided to obtain proper results in mechanical testing.

Further details on the casting machine are available in Ref. [245].
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Fig. 3.3 Schematic of the injection casting machine used to produce amorphous samples
from the previously prepared master alloys.
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3.2 Calorimetric Measurements

Differential Scanning Calorimetry (DSC)

DSC is a method used to measure the thermophysical properties of materials. This in-

volves measuring the heat flow between a sample and reference while heated, cooled or

isothermally held under a defined temperature program. Physical and chemical prop-

erties, such as melting, crystallization, thermodynamic stability and reaction kinetics,

can be determined by monitoring the changes in heat flow during a temperature profile.

Differential scanning calorimeters can be generally categorized in heat-flux or power

compensated DSC’s, both of which methods are used in this work.

3.2.1 Heat-Flux DSC

The sample environment consists of a single furnace heater, thermocouples and a DSC

sensor with sample and reference side connected by a bridge with high thermal conduc-

tivity (flux plate) allowing fast heat transfer, as shown in Fig. 3.4. Applying a well-defined

temperature protocol results in steady-state conditions unless a reaction occurs in the

sample, resulting in a heat flow difference of zero. In the case of exothermic (e.g. crys-

tallization) or endothermic (e.g. melting) reactions, a temperature difference between

sample (S) and reference (R), ∆TSR = TS −TR , leads to a non-constant heat flow. The

measured heat flow Q̇m results from the two contributions of the heat flow to the sample

Q̇S and the reference Q̇R , which is proportional to the measured temperature difference

∆TSR as [246]:

Q̇m = (Q̇S −Q̇R ) = K∆TSR . (3.1)

The proportionality constant K corresponds to the thermal resistance of the heat-flux

plate, defined by the manufacturer. From a thermodynamic perspective, the heat flow can

also be expressed based on the thermal properties of the sample, as [246]:

Q̇ = mc
dT

d t
, (3.2)

with m being the sample mass, c being the specific heat capacity and dT /d t being the

heating rate .

By combining Eq. 3.1 with 3.2 and considering two identical crucibles, one containing the

sample while the reference side is empty (mR = 0, see Fig. 3.4), the following equation is



60 Materials and Methods

TS TR

reference
(empty)specimen

flux plate

crucible
+lid

thermocouples furnace
with heating
elements

ΔTSR=TS - TR

Fig. 3.4 Schematic representation of a heat-flux DSC. Two identical crucibles are placed in
a single temperature-controlled furnace. Sample and reference side (empty crucible) are
connected via a highly conductive heat-flux plate, while the heat flow rate is measured
based on the temperature difference ∆TSR .

obtained [246]:

Q̇m = (mScp,S −mR cp,R )
dT

d t
mR=0= mScp,S

dT

d t

= K∆TSR .

(3.3)

This shows that the measured temperature difference ∆TSR is related to the sample mass

mS and its specific heat capacity cS as well as the applied heating rate dT /d t . Since the

measurement signal is primarily an electrical voltage resulting from the temperature differ-

ences between the thermocouples, the magnitude of ∆TSR determines the intensity of the

heat exchange and thus the heat flow rate. To obtain the true heat flow rate, the measured

signal must be calibrated to well-known standard materials as well as the experimental

setup (crucible material, atmosphere and heating rate).

In this work, self coated Y2O3 graphite crucibles were used to avoid reactions with the

sample material, especially in the highly reactive liquid state. To avoid oxidation, a

constant flow of high purity Ar-gas (≥ 99.9999 %) of 50 ml min-1 was used. The heat-flux

DSC was calibrated at a heating rate of 0.333 K s-1 with the elements Sn, Bi, Zn, Al, Ag, Au

and Ni covering a temperature range of about 450-1725 K.
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3.2.2 Power-Compensated DSC

Fig. 3.5 illustrates the setup of a power-compensated DSC, which belongs to the class

of heat-compensating calorimeters and consists of two insulated microfurnaces. Each

furnace contains an identical crucible and lid, with one crucible containing the sample,

while the other is empty and used as a reference. The temperature of sample and reference

side is measured independently of each other using thermocouples. The aim is to heat

both microfurnaces individually to keep the temperature difference at zero (∆TSR
!= 0).

Maintaining this condition minimizes the temperature difference and reduces undesirable

heat transfer effects such as thermal radiation and convection, allowing highly accurate

heat flow measurements. For example, during thermal events such as exothermic crystal-

lization or endothermic melting, the resulting temperature difference is compensated by

adjusting the heating power (∆P ∝∆TSR ) [246]. In such cases, the additional or reduced

power supplied to the sample furnace corresponds directly to the measured heat flow

rate Q̇m , which is determined from the difference in the heating power ∆P supplied as

follows [246]:

∆P ∝ Q̇m = (mScS −mR cR )
dT

d t
mR=0= mScS

dT

d t
,

(3.4)

with mS being the mass and cS being the specific heat capacity of the sample. The refer-

ence mass mR and heat capacity cR is zero due to the empty reference crucible and dT /d t

corresponds to the thermal rate applied during the measurement. This relation highlights

that the change in heating power provides information about the specific heat capacity of

the sample material and how it changes with temperature, particularly during relaxation,

glass transition and crystallization.

All experiments are performed at a constant heating rate of 0.333 K s-1 or 1 K s-1, either in Al

crucibles when heated from 323 K to 853 K or in Cu crucibles when heated to a maximum

temperature of 973 K. The instrument was calibrated with respect to the applied heating

rate under a constant gas flow of 20 ml min-1 of high purity Ar gas (≥ 99.9999 %), using the

elements In, Sn, Zn and the compound K2SO4
1.

1K2SO4 was only used as an additional calibration point for experiments exceeding 853 K (i.e. the use of
Cu crucibles was required), as it undergoes a phase transition at 860 K [247].
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Fig. 3.5 Schematic of a power compensated DSC consisting of two thermally insulated
micro furnaces. Each can be individually heated by a heating element to maintain a
temperature difference of zero between sample and reference side.

3.2.3 Standard Scans

The standard DSC scans of Ni-Nb-based alloys were measured in a Netzsch STA 449 F3

Jupiter. The sample carrier installed was a TG-DSC sensor, which works according to

the heat-flux principle (see Section 3.2.1). All samples in this work are measured twice,

starting from the amorphous state, which devitrifies at the glass transition temperature

Tg and transitions to the deeply SCL state, followed by several crystallization steps at Tx .

The crystallized sample starts to melt at the solidus temperature Tm and is fully molten at

the liquidus temperature Tl . After subsequent cooling of the sample to room temperature,

which is accompanied by crystallization, the same heating protocol is run again and serves

as a baseline curve. The actual measurement shown in Fig. 3.6 already corresponds to the

baseline subtracted DSC curve, where the dashed "0" line represents the baseline.2 The

indicated crystallization enthalpy ∆Hx as well as enthalpy of fusion ∆Hm are determined

with respect to this baseline. Some standard scans of Zr- and Ti-based BMGs in Chapter 6

are measured according to the power compensated principle in a Perkin Elmer DSC8000

(see Section 3.2.2). The same characteristic values can be obtained, except information

about the melting event, as the power-compensated instrument is unlike the heat-flux

DSC limited to a maximum temperature of about 1000 K.

2Since the crystalline sample also melts during the second heating cycle, an interpolation of the baseline
between Tm and Tl is necessary for a proper baseline subtraction.
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Fig. 3.6 Typical heat flow curve of a Ni-Nb-based metallic glass measured by the heat-
flux method, showing the glass transition temperature Tg , several crystallization events
starting at the onset temperature Tx up to the melting temperature Tm , and ending at the
liquidus temperatureTl . The characteristic temperatures were determined by the tangent
method, while the enthalpies of crystallization ∆Hx and melting ∆Hm are determined
with respect to the baseline (dashed line).

3.2.4 Specific Heat Capacity

In order to calculate the thermodynamic functions of a system, high accuracy determi-

nations of the specific heat capacity of the glassy, crystalline and SCL state are required,

which can be measured by calorimetric methods. As given in Eq. 3.2, the heat capacity c

should be easily accessible, as it is directly proportional to the heating rate dT /d t = Ṫ and

sample mass mSample . However, it is not that trivial as the heat flow signal of a sample

Q̇Sample is superimposed by an additional heat flow signal Q̇0 stemming from the two

crucible pans, as:

Q̇Sample = mSample cSample Ṫ +Q̇0. (3.5)

Furthermore, a reference measurement of a standard material with a well-known temper-

ature dependence of the specific heat capacity is necessary to determine proper cSample

values. Using a sapphire standard (in this work a sapphire disk of mSapphi r e =37.5 mg)
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leads to the heat flow:

Q̇Sapphi r e = mSapphi r e cSapphi r e Ṫ +Q̇0. (3.6)

Combining the Eq. 3.5 with 3.6 eliminates the heating rate dependence of the heat flow

signal, yielding to the heat capacity of the sample:

cSample =
Q̇Sample −Q̇0

Q̇Sapphi r e −Q̇0

mSapphi r e

mSample
cSapphi r e . (3.7)

Considering the molar mass of sapphire MSapphi r e and the sample MSample , Eq. 3.7

leads to the isobaric molar heat capacity cp,Sample (T ) as a function of temperature given

by [248]:

cp,Sample (T ) = Q̇Sample −Q̇0

Q̇Sapphi r e −Q̇0

mSapphi r e

mSample

MSample

MSapphi r e
cp,Sapphi r e (T ). (3.8)

This equation includes three unknown quantities, Q̇0, Q̇Sapphi r e and Q̇Sample , which are

determined in three individual measurements by applying the so-called ’step method’.

The procedure consists of two steps as shown in Fig. 3.7. The first step involves heating at

a constant heating rate of 0.333 Ks-1 in temperature increments of ∆T =10 K, followed by

isothermal holding for a time∆t. The sudden increase in the heat flow signal upon heating

results from the heat flow necessary to heat the specimen to the desired temperature. The

following drop in the signal during the isothermal step results from the reduced heat flow

required to maintain the temperature. The isothermal time was set to ∆t=120 s, which

turned out sufficient to equilibrate the heat flow signal. The actual heat flow Q̇ of the

empty pan, the sapphire standard and the sample of one temperature step can then be

determined with:

Q̇ = Q̇ Ṫ ̸=0
heati ng −Q̇ Ṫ=0

i so , (3.9)

with the heat flow at the end of the heating cycle Q̇ Ṫ ̸=0
heati ng and the equilibrium heat flow

Q̇ Ṫ=0
i so of the isothermal step [248]. As the onset of crystallization of Ni-Nb alloys is just

below the maximum temperature of the power-compensated DSC, this machine was

chosen to determine the specific heat capacity in the solid and deeply SCL state due to its

higher accuracy compared to the heat flux principle.
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Fig. 3.7 Heat flow (and temperature) profile as a function of time obtained from DSC
measurements of an empty pan, a sapphire reference material and a sample. Each heating
step (grey areas) of ∆T=10 K is followed by an isothermal step of ∆t=120 s to equilibrate
the heat flow signal.

3.2.5 Time-Temperature-Transformation Diagram

Isothermal time-temperature transformation (TTT) diagrams play a crucial role in under-

standing the crystallization behaviour of materials, particularly in the context of multi-

component glass-forming alloys. Calorimetric methods are commonly employed to

construct these diagrams, starting in the high-temperature equilibrium liquid with sub-

sequent cooling to a specific temperature until crystallization has occurred. However,

crucible reactions and oxidation issues affect the crystallization due to a high reactivity

of most multi-component glass-forming alloys. Furthermore, in conventional DSC, the

achievable cooling rates are constrained to a range of about 3-5 Ks-1, limiting the determi-

nation to the upper part of the TTT ’nose’. The rapid crystallization that occurs around

the ’nose’ time is therefore not measurable. Additionally, a large number of experiments

is required to reliably determine the upper part of the TTT diagram, as crystallization is

predominantly a stochastic process according to the nucleation theory (see Chapter 2.1.4).

To overcome these limitations, the use of Flash or Fast Differential Scanning Calorimetry

(FDSC) has emerged as a promising alternative. As the name suggests, FDSC facilitates

rapid heating and cooling with rates of several thousand Ks-1, using only a single sample
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to measure an entire TTT diagram. Despite this advance, the current state of the art in

FDSC is limited by a maximum temperature of 1273 K, which is insufficient to study the

high temperature Ni-Nb alloys focused on in this work.

As a result of these difficulties, this work focuses only on the lower part of the TTT dia-

gram, which was measured using a power compensated DSC. Amorphous as-cast samples

(∼100-300 mg: necessary for a sufficient heat flow signal) undergo controlled heating

at a rate of 2 Ks-1 to a designated temperature Ti so within the low-temperature range

around the glass transition, as shown in Fig. 3.8. The samples are maintained isothermally

until crystallization is complete. Heat flow is continuously recorded during this process,

and integration of the crystallization peak allows the determination of the overall crystal-

lization enthalpy. Transformation times, representing 5%, 50%, and 95% completion of

the crystallization process, are plotted against temperature to construct the isothermal

TTT diagram. This construction provides information on the influence of the alloying

elements on the crystallization times, allowing conclusions to be drawn about whether a

particular element accelerates or slows down the crystallization process. This knowledge

of low-temperature crystallization times is also relevant for any post-processing method

that involves heating of an amorphous component into the SCLR, such as relaxation,

rejuvenation or thermoplastic forming experiments.
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3.3 Determination of Viscosity

3.3.1 Low-Temperature Viscosity

The low temperature viscosity close to the glass transition was measured in a 3-point

beam bending setup using a Netzsch TMA 402 F3 Hyperion thermo-mechanical analyzer

(TMA). Rectangular beam shaped specimens with thicknesses beetween 0.3 to 0.6 mm

were centrally loaded with a constant force of 0.1 N. Thin beams are essential to obtain

sufficient bending and consequently a good signal-to-noise ratio. The entire setup is made

of fused silica, a material with very low thermal expansion across the desired temperature

range. The remaining expansion is corrected with an underlying calibration, enabling to

measure the real midpoint deflection of the specimen during the experiment. The change

in deflection, i.e. the deflection rate relates inversely proportional to the viscosity of the

material and can be calculated according to Hagy with [249]:

η=− g L3

144Icν

[
M + ρAL

1.6

]
, (3.10)

where g is the gravitational constant, L the support span, Ic
3 the cross-section moment of

inertia of a rectangular beam, ν the midpoint deflection rate, M the loading mass, ρ the

density of the composition and A the cross-sectional area.

To determine the viscosity in the SCL, two different techniques were applied. First, contin-

uous heating experiments with a rate of 0.333 Ks-1 from the glassy state up to crystallization

(∼970 K) were carried out. The deflection curve of such a scan measurement can be seen

in the lower part of Fig. 3.9a, showing almost no deflection until the beam devitrifies into

the SCL. This transition causes a substantial drop in viscosity, causing severe changes in

the deflection as the beam starts to flow viscously. These changes can be visualized by

using Eq. 3.10 to calculate viscosity as a function of temperature, revealing an Arrhenius-

like temperature dependence in the glassy state, which transitions to a quasi-Arrhenius

or VFT-like behavior in the liquid state. In order to determine the equilibrium viscosity

on long time scales, i.e. below the kinetic glass transition temperature T ∗
g , isothermal

measurements were performed, as shown in Fig. 3.9b. The samples were heated to the

desired temperature with a heating rate of 0.333 Ks-1 and then held isothermally until a

constant deflection rate was reached. The calculated viscosity can then be fitted using the

Kohlrausch-Williams-Watts (KWW) stretched exponential equation, which describes the

3The moment of inertia describes the resistance of a material to torsion or bending. In case of a rectangu-
lar beam, the moment of inertia can be calculated according to Ic = bh3/12; b = width, h = thickness
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Fig. 3.9 a) Deflection curve of a continuous viscosity measurement from the glassy state
through the glass transition to the SCLR until crystallization. The viscosity curve is calcu-
lated from the deflection curve according to Eq. 3.10. The red curve represents the VFT-fit
of the SCL, with T ∗

g indicated as the kinetic glass transition temperature. b) The deflection
curve of an isothermal TMA measurement shows heating to the desired temperature
followed by isothermal holding until equilibration. The respective viscosity evolution
towards equilibrium can be modeled with the KWW equation. The inset visualizes the
bending setup used for the measurements before and after the experiment.

evolution of viscosity from the glassy state to the metastable SCL as a function of time, t ,

at a given isothermal temperature [250, 251]:

η(t ) = ηg +ηeq−g

(
1−exp

[
−

( t

τ

)β])
, (3.11)

where ηg corresponds to the initial viscosity of the glass before relaxation, ηeq−g to the

viscosity increase during relaxation into the equilibrium liquid, τ to the relaxation time

and β to the stretching exponent. The viscosity of the equilibrium liquid is defined by

ηeq =ηg +ηeq−g .

3.3.2 High-Temperature Viscosity

Container-less electromagnetic levitation of a metallic droplet in microgravity (TEM-

PUS: «Tiegelfreies Elektromagnetisches Prozessieren unter Schwerelosigkeit») is an ideal

method to determine the high temperature viscosity of reactive metallic melts using a

high-frequency alternating magnetic field. The advantage of this method is that the melt

does not come into contact with a crucible, thus avoiding contamination of the material.

The electromagnetic field is generated by two separate circuits as shown in Fig. 3.10,
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one to levitate the sample by inducing an external Lorentz force to position the droplet

(positioning circuit) and the other to induce eddy currents to heat the material to the

desired temperature, which is controlled by a calibrated pyrometer (heating circuit). These

electromagnetic levitation experiments can also be conducted on earth, however, the

microgravity condition has several advantages. Stable sample positioning can be achieved

with significantly lower field strengths, since the gravitational forces are much smaller

(∼zero gravity) compared to terrestrial conditions. This allows the electromagnetic Lorentz

forces to be used only for sample positioning rather than for levitation. In addition, the

reduced field strength minimizes the turbulent flow caused by induced convection as well

as the absence of Earth’s gravitational field allows the droplet to be nearly spherical, which

has a significant effect on the accuracy of the obtained viscosity [252].

positioning circuit heating circuit

rf
power
amplifier

rf
power
amplifier

Fig. 3.10 Schematic diagram of the TEMPUS electromagnetic levitation setup. This in-
cludes the positioning circuit to keep the droplet in place as well as the heating circuit,
which is used to control the temperature and force an oscillation of the molten droplet.
Figure inspired from Ref. [253].

The experiments were carried out in an inert Ar-atmosphere under microgravity condi-

tions during a parabolic flight campaign. Such a phase of reduced gravity is achieved

when an aircraft follows a controlled parabolic trajectory, creating weightlessness for

around 22 s per parabola when the aircraft enters the free-fall phase [254]. Prior to each

parabola, the spherical sample (6.5 mm in diameter), which was previously produced by

suction casting (Section 3.1), was preheated to 1200 K and then heated with a voltage of

10 V to a maximum temperature of ∼1800 K upon entering the microgravity phase. The

heating coil was switched off and the droplet was compressed during He-quenching by

two excitation pulses to trigger an oscillation decay behavior. A typical process cycle of

one parabola with the most important parameters of temperature, heating coil voltage

and gravitational forces in z-direction as a function of time is shown in Fig. 3.11. A total of

ten parabolas were performed, differing only in the maximum temperature. In this way, a

larger temperature range is covered, as the onset of the excitation pulses is time-controlled

so that they always occur at different temperatures. The whole process was recorded with

a 400 Hz camera and the movie was further processed using a digital image software
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Fig. 3.11 Temperature, coil voltage and gravitational force as a function of time for a single
parabola. The spikes in the coil voltage correspond to the excitation pulses, labeled as a)
and b). The resulting damped oscillations for each pulse are shown in panels a) and b)
along the damped cosine fit.

to obtain the radius change of the droplet in X- and Y-direction as a function of time,

as shown in Fig. 3.11a and b. The inset in Fig. 3.11b depicts the initial excitation of the

droplet, which decays over time as a result of internal friction of the sample. This internal

friction can be expressed by the damping constant, which is obtained by fitting the droplet

radius with a cosine-damped function:

r (t ) = r0 + A cos(ωt ) exp(−Γt ), (3.12)

with the radius change as a function of time r (t), the quiescent radius of the droplet r0,

the oscillation amplitude A, the angular frequency ω, and the damping constant Γ.

In the context of microgravity conditions, where turbulence, surface layers and external

forces are largely excluded, viscous damping becomes the primary dissipation mechanism.

Then the damping constant is directly proportional to the viscosity η, given by [255]:

η= 3mΓ

20r0π
, (3.13)

where m is the sample mass, Γ the damping constant and r0 the quiescent radius. However,

the formula is only applicable for low damping, specifically when the viscosity remains
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below the critical value ηcr i t . This threshold determines the upper limit that can be

determined by this method and can be calculated by [256]:

ηcr i t = 0.76
p
γr0ρ, (3.14)

with γ being the surface tension and ρ being the density of the sample. The surface tension

for the tested Ni-Nb-P composition is determined to be γ= 1.36±0.06 Nm-1, resulting in a

upper viscosity limit of ηcr i t ≈ 4.7 Pa·s (details in the Appendix, see Fig. A.1). All TEMPUS

viscosity data presented in this thesis fall below this limit, confirming their validity.

Since the TEMPUS experiments are performed during continuous cooling, the viscosity

values obtained represent an average over a specific temperature range. For instance, the

onset of the oscillation shown in Fig. 3.12 was identified at 1550 K, while it largely decayed

at 1499 K. This results in an average temperature of 1525 K with an error of ±26 K, which is

regarded as the temperature uncertainty of this particular oscillation. It should be noted

that the temperature error decreases with progressive cooling as oscillations decay faster

due to the increase in viscosity. Moreover, the cooling rate has a shallower profile at lower

temperatures, also reducing the temperature error.

For readers interested in further details, a comprehensive description of the physical

background of the oscillating drop technique can be found in Refs. [255, 257, 258].
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Fig. 3.12 The black curve represents the droplet oscillation in Y-direction, while the red
curve indicates the temperature drop due to the nature of the continuous cooling experi-
ment. The average temperature is obtained from the start and end of the oscillation.
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3.4 X-ray Diffraction

The following section covers one of the most important method in the field of materials

science, X-ray diffraction (XRD). This technique is commonly used for crystalline materials

to determine their phases or analyze internal stresses. However, it can also serve as a

powerful tool for analyzing amorphous materials. Each section will give adequate details

to understand the principle of XRD, whereas an in-depth theoretical background can be

found in the textbook ’Underneath the Bragg Peaks’ by T. Egami and S. Billinge, which can

be viewed as standard literature for X-ray scattering in non-crystalline materials [259].

3.4.1 Theoretical Background on X-ray Diffraction

To understand how structural information is obtained from X-ray scattering, it is impor-

tant to start with the basic principles of Bragg’s Law, which describes the condition for

constructive interference of X-rays scattered by the periodic arrangement of atoms in a

crystal lattice. This interference occurs when the path difference between X-rays reflected

from adjacent lattice planes equals an integer multiple n of the wavelength λ of the X-ray:

nλ= 2d sinθ, (3.15)

with d being the distance between lattice planes, and θ being the angle between the X-ray

beam and the lattice plane, the so-called Bragg angle4. This relationship is the fundamen-

tal basis to identify the atomic structure of crystals from diffraction patterns. However,

Bragg’s law only predicts the angles at which constructive interference occurs and does not

account for the intensity of the scattered waves, which contains important information on

the arrangement of atoms. More importantly in the context of this work, X-ray scattering

is not limited to crystals, since any structural unit with dimensions comparable to the

X-ray wavelength can produce diffraction patterns.

The interaction of X-rays with matter can be fundamentally understood through their scat-

tering by the electrons of atoms. While the total scattering exhibits multiple contributions,

the subsequent analysis focuses solely on elastic scattering, which contains the structural

information of the material. In the first step, the interaction of X-rays with a single atom

4Conventional diffraction data are typically plotted against 2θ rather than θ, with 2θ representing the
angle between the incident and diffracted beam. In contrast, high energy X-ray diffraction patterns are
often presented as a function of the absolute scattering vector |Q|, which is related to the Bragg angle θ via
Eq. 3.16. The main advantage of using Q is its independence from the beam energy, allowing consistent
comparison of diffraction data across experiments using different wavelengths.
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is considered. The incoming wave with the wave vector Q interacts with the electron

shells of the atom, resulting in elastic scattering of a wave with the vector k ′′′. This scat-

tering depends on the spatial distribution of electrons, which is described by the atomic

form factor and results from the integral of the electron number density ρ(r ) over the

atomic volume, representing the contribution of all electrons to the scattered wave [260].

In elastic scattering, the magnitudes of the incident and scattered wave vectors remain

equal with |k | = |k ′′′| = 2π/λ, where λ is the wavelength. This process is characterized by

the momentum transfer vector Q , defined as the difference between the wave vectors,

Q = k −k ′′′. The magnitude of Q is directly related to the Bragg angle θ as:

Q = |Q| = 2k sin(θ) = 4π

λ
sin(θ). (3.16)

When X-rays interact with an ensemble of atoms, additional factors come into play. The

scattered intensity is no longer determined solely by the electron distribution of a single

atom but also by the relative spatial arrangement of the atoms in the material. Each

atom contributes to the total scattering by their individual atomic form factor, fm(Q),

while the phase differences between waves scattered from atoms in different positions

lead to constructive and destructive interference. This relation is described by the total

scattering amplitude, ψ(Q), which sums the scattering contributions from all atoms m in

the material:

ψ(Q) =∑
m

fm(Q)exp
(
iQrm

)
, (3.17)

where exp
(
iQrm

)
is the phase factor, accounting for the relative phase shifts of waves

scattered by atoms at different positions. Q represents the momentum transfer vector and

rm the spatial coordinates of the m-th atom.

In practice, only the intensity of the scattered signal is accessible, which corresponds to

the absolute square of the scattering amplitude, as follows:

I (Q) = |ψ(Q)|2 =∑
m

∑
n

fm(Q) fn(Q)exp
(
iQ(rm −−− rn)

)
. (3.18)

For isotropic materials, such as liquids or glasses, the scattering intensity depends solely

on the magnitude of |Q| and not its direction. This results from averaging over all possible

orientations, since the distances rmn between the m- and n-th scatterers are equally

probable in all directions. Hence, Eq. 3.18 simplifies to the Debye scattering equation [260–

262]:

I (Q) =∑
m

∑
n

fm(Q) fn(Q)
sin(Qrmn)

Qrmn
. (3.19)
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Furthermore, the sum can be separated into two distinct contributions:

I (Q) = ∑
m

f 2
m(Q)︸ ︷︷ ︸

Self-scattering

+ ∑
m ̸=n

fm(Q) fn(Q)
sin(Qrmn)

Qrmn︸ ︷︷ ︸
Interference

. (3.20)

The first term corresponds to the self-scattering term, which accounts for the incoherent

scattering intensity from individual atoms (m = n), representing elastic but uncorrelated

scattering. The second term represents the interference, arising from pairwise interac-

tions between distinct atoms (m ̸= n). This coherent scattering term reflects structural

correlations, providing key information about the spatial arrangement of atoms and thus

the overall structure of the system [263].

The structure factor S(Q) is obtained by normalization of the intensity to the self-scattering

intensity to remove the contribution of incoherent scattering:

S(Q) = I (Q)∑
m f 2

m(Q)
= 1+ 1∑

m f 2
m(Q)

∑
m ̸=n

fm(Q) fn(Q)
sin(Qrmn)

Qrmn
. (3.21)

For this reason, the structure factor S(Q) oscillates around unity. A pronounced oscillation

at low Q values for disordered systems, such as liquids and glasses, results from strong

interference effects that reflect significant short- and medium-range ordering. At high Q

values, the probed length scales are below the nearest-neighbor distance, where particle

arrangements become random and uncorrelated, causing the second term to approach

zero and S(Q) → 1 (see Fig. 3.16 of Section 3.4.4).

An alternative approach to describe S(Q) for multicomponent systems is based on the

Faber-Ziman formalism, which expresses the total structure factor as a weighted sum

of partial structure factors Si j (Q)5, with each term scaled by a weighting factor wi j (Q)

reflecting the individual scattering contributions of each atomic pair i j [264]:

S(Q) =∑
i , j

wi j (Q)Si j (Q). (3.22)

The Faber-Ziman weighting factor wi j is given by:

wi j (Q) = (2−δi j )
ci c j fi (Q) f j (Q)

(
∑

i ci fi )2
, (3.23)

5The number of Si j (Q) scales directly with the number of elements k in the system via k(k+1)
2 .
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Fig. 3.13 a) Calculated atomic form factors for the elements Ni, Nb, Ta and P, which are
most relevant for the studied Ni-Nb-(Ta)-P bulk metallic glasses. b) Weighting factors
wi j , calculated exemplarily for the alloy composition Ni59.2Nb33.8Ta5P2, highlighting the
relative contributions of each atomic pair to the scattering signal.

where δi j is the Kronecker delta δi j , which equals 1 when i = j and 0 when i ̸= j . ci

and c j represent the atomic concentrations, and fi (Q) and f j (Q) are atomic form factors

of elements i and j , respectively. It should be noted that the atomic form factor in this

context represents the scattering contribution of an entire atomic species, whereas fm,n

in Eq. 3.21 referred to the form factor of individual atoms.

Fig. 3.13a shows the atomic form factors fi , j (Q)6 for the relevant atomic species (Ni, Nb,

Ta, and P) of this work. Elements with higher atomic numbers (Z) have larger form factors,

leading to a stronger contribution to the overall scattering signal [259, 260]. Fig. 3.13b

presents the weighting factors wi j , calculated as an example for the Ni59.2Nb33.8Ta5P2

composition, demonstrating the relative scattering contributions of each atomic pair. It is

notable that all metal-metal pairs exhibit a significant contribution to the total scattering,

while the pairs involving phosphorus contribute less than 1 % to the scattering. For this

reason, these partials are neglected in the analysis presented in Chapter 7 due to their

insignificance to the total scattering.

6Calculated via f (Q) = ∑4
i=1 ai exp

(−bi

(
Q
4π

)2)+ c, where the coefficients ai , bi and c are reported in

Ref. [265].
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The reduced pair distribution function G(r ) provides a connection between the total-

scattering structure factor S(Q) and the real-space arrangement of atoms. Mathematically,

it is derived from S(Q) through a Fourier transform:

G(r ) = 2

π

∫ ∞

0
Q[S(Q)−1]sin(Qr )dQ. (3.24)

The integral spans Q from 0 to infinity, which is experimentally not achievable due to the

finite Q-range accessible in scattering experiments. Consequently, the G(r ) data presented

in this work were calculated by Fourier transformation over the range Qmi n to Qmax , as

specified in Section 3.4.4.

Alternatively, G(r ) can also be described as a function of the atomic-pair density ρ(r ),

the average atomic number density ρ0 and the radial pair distribution function g (r ) as

follows:

G(r ) = 4πr [ρ(r )−ρ0]

= 4πrρ0[g (r )−1].
(3.25)

From a physical perspective, G(r ) can be understood to represent the deviation of the

local atomic pair density from the average atomic number density, indicating the specific

distances r at which the probability of finding an atom relative to a reference atom is

increased due to atomic correlations. It is also obvious that G(r ), ρ(r ) and g (r ) are directly

interrelated with each other and thus contain the same structural information. Since, G(r )

offers the practical advantage that it can be directly derived from scattering data without

requiring knowledge of ρ0 makes it convenient to analyze and was thus used in this work.

3.4.2 Laboratory vs. Synchrotron X-ray Sources

X-rays are commonly produced by two primary methods or sources. The first method

employs a device called an X-ray tube, which produces electromagnetic waves from the

impact of high-energy electrons on a metal target, usually a copper target. The characteris-

tic radiation being emitted is the ’bremsstrahlung’ as well as the characteristic K-lines for

Cu, whereas the Cu-Kα radiation with a wavelength of 1.5406 Å is used for the experiments.

X-ray tubes are the most commonly used X-ray sources in laboratories, but these conven-

tional sources typically have low efficiency and their brilliance7 is inherently limited by

7The brilliance of light sources is a measure of their quality. It combines several factors, such as the
intensity of the X-ray beam in terms of number of photons emitted per second, the beam’s spatial coherence,
its collimation (i.e. how parallel the beam is), and the bandwidth of the wavelength, i.e. the number of
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the characteristics of the target material, particularly the ability of the tube to dissipate

heat. As a result, low efficiency in the 1 % range are typically achieved, as most of the

energy is converted to heat rather than photons [266]. For this reason, measurements with

conventional tubes take a very long time, on the order of hours for a single measurement.

The second method involves a more advanced X-ray source known as a synchrotron. In

these facilities, X-rays are generated by accelerated electrons traveling in circular orbits

guided by the magnetic field of bending magnets located throughout the storage ring.

Changes in the acceleration of these particles result in the emission of electromagnetic

radiation. This is specifically exploited by the use of undulators, which consist of a series

of magnets that force the electrons to travel along a defined undulating path. A highly bril-

liant and focused radiation beam with a defined wavelength is produced by constructive

interference and directed to a so-called beamline, which is attached tangentially to the

storage ring [267]. One of the main advantages of synchrotrons is their unparalleled bril-

liance, which is up to twelve orders of magnitude higher in third-generation synchrotrons

compared to conventional X-ray sources [266]. This exceptional brilliance is achieved by

minimizing beam size and divergence while maximizing photon flux. These superior qual-

ities make synchrotron radiation invaluable for various scientific applications, allowing

to study in-situ changes within a sample, although access to these advanced facilities is

limited [266, 267].

3.4.3 Conventional X-ray Diffraction

X-ray diffraction is a powerful analytical technique that is widely used to study the atomic

structure of materials. The method is based on the fundamental principles established by

Bragg and Laue, which describe how an incident beam of X-ray photons interacts with a

material. Typically, crystalline materials with periodic atomic arrangements are analyzed

since diffraction at the lattice planes leads to the formation of sharp Bragg peaks at specific

angles when the conditions of constructive interference described by Bragg’s law (Eq. 3.15)

are fulfilled. In contrast, the atomic arrangements of amorphous materials such as glasses

and liquids do not produce distinct Bragg peaks due to their lack of long-range order.

Instead, they show a broad and diffuse scattering pattern due to their pronounced short-

and medium-range order. This diffuse intensity distribution is commonly referred to as

photons within a 0.1 % bandwidth of the central wavelength. As a result, brilliance is measured in units of
photons·s-1·mm-2·mrad-2. Hence, a high brilliance is achieved by minimizing the beam size and divergence,
and maximizing the photon flux, as achieved in synchrotrons.
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the amorphous halo, providing insight into the local atomic arrangement. However, the

signal-to-noise ratio of conventional XRD is insufficient to derive in-depth structural infor-

mation. Therefore, conventional XRD is primarily used to verify the amorphous structure

and identify the crystallizing phases, while high-energy synchrotron experiments can be

used to study the atomic structure of alloys, as described in the next section.

Experimental details:

XRD patterns of the as-cast samples were recorded at room temperature on a D8-A25-

Advance and a PANalytical X’Pert Pro diffractometer. Both instruments operated in Bragg-

Brentano θ-θ geometry with a goniometer radius of 280 mm using a copper target to

produce characteristic Cu radiation. A 12 µm Ni foil was used to filter Cu-Kβ radiation,

resulting in an X-ray beam of mainly Cu-Kα radiation (λ=1.5406 Å). The diffractograms

were collected in a 2θ range from 20◦ to 80◦ with a step size of 0.013◦ and a total scan

time of 1 hour 20 minutes. The cross-sections of the rod-shaped samples to study the

critical casting size were analyzed to obtain structural information from the core region,

which is most prone to crystal formation as it experiences the lowest cooling rate during

copper-mold casting. Poorer glass former, with critical casting sizes below 2 mm, were

produced as thin plates with insufficient cross-section for a proper measurement (bad

signal-to-noise ratio). Therefore, they were ground to half their original thickness with a

precision of ±50 µm, targeting the region with the slowest cooling rates.

3.4.4 In-situ Synchrotron High Energy X-ray Diffraction

Two types of high energy X-ray diffraction (HE-XRD) experiments with different setups

have been performed, once starting with an amorphous solid sample using a resistively

heated furnace, and the other using an electrostatic levitation setup to study the solidi-

fication behavior upon cooling from the high-temperature liquid state. Both setups are

briefly described in the following.

Furnace Heating Experiments

The HE-XRD experiments were conducted in transmission at the beamline facility P21.1 of

PETRA III of the ’Deutsches Elektronensynchrotron’ (DESY) in Hamburg using a Linkam

TS1500 furnace. The initial temperature protocol was performed from room temperature

to 773 K with a heating rate of 1 Ks-1 and from there continued to 1250 K using a rate

of 0.333 Ks-1. The initial faster heating rate was chosen to save time, as the structural
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changes in the glassy state are insignificant. The reduced heating rate at temperatures

close to the glass transition was chosen to obtain better temperature resolution of the

glass transition and SCLR, as well as the multiple crystallization events. The beam size

was set to 0.5×0.5 mm2 with a beam energy of 100 keV, which corresponds to a wavelength

of λ=0.12398 Å. The patterns were recorded with a Perkin Elmer XRD1621 CsI bonded

detector (2048×2048 px) with the size of a single pixel of 200 µm and an exposure time

of 5 s. The two-dimensional HE-XRD patterns were integrated azimuthally to obtain the

integrated intensity curves.

An overview of the TS1500 setup mounted to the sample stage is shown in Fig. 3.14a. The

furnace is oriented so that the X-ray beam passes the furnace without interacting with

any matter, despite the glass windows at the entrance and exit. These windows cause

a certain amount of background scattering, which is later subtracted from the actual

measurement by a proper background correction of an empty measurement. More details

on the corrections are given in Section 3.4.4. A detailed view of the setup without the front

lid is shown in Fig. 3.14b. The furnace mainly consists of an insulated resistively heated

ceramic furnace, allowing to reach a maximum temperature of 1773 K. The sample is

located in the center and is held in place by a custom-made tungsten holder, which does

not react with any measured material in the applied temperature range. Such a holder

is necessary as the TS1500 must be operated vertically instead of the usual horizontal

position. To avoid severe oxidation of the samples throughout the experiment, the furnace

is constantly purged with high purity Ar gas (purity of 99.999 vol%).

Similar furnace experiments were conducted in the beamline facility P21.2 of PETRA III at

DESY. Instead of the high temperature Linkam furnace (TS1500), the Linkam THMS600

furnace consisting of a heated silver block with a maximum temperature 873 K was used,

which is sufficient for studying alloys with low glass transition temperatures, such as

those discussed in Chapter 6. The diffraction experiments were performed during heating

at a rate of 0.333 Ks-1 from room temperature until crystallization under a high purity

argon atmosphere. A beam size of 0.5 x 0.5 mm2 and a wavelength of λ=0.18233 Å (beam

energy of 68 keV) were used. The diffraction patterns were recorded with an exposure

time of 5 s on a VAREX XRD4343CT detector (2880×2880 px) with a pixel size of 150 µm.

The setup for the THMS600 furnace is not shown separately, as it is nearly identical to

that of the TS1500. The only difference is the furnace itself, which features a similar design.



80 Materials and Methods

X-r
ay
be
am

sample stage

insulated
ceramic
furnace

sample

sample holder
made of tungsten

purge
gas

water
cooling

inout

Overview of the
experimental setup Linkam TS1500 furncae

Linkam
TS1500

a) b)

Fig. 3.14 a) Overview of the Linkam TS1500 setup used for the synchrotron furnace heating
experiments. b) Magnified view of the furnace itself without the cover, showing the main
parts such as the insulated ceramic furnace and the custom-made tungsten sample holder.
The latter contains a slit into which the actual amorphous sample was inserted.

Electrostatic Levitation Experiments

In-situ HE-XRD experiments to study the crystallization sequence upon cooling from

the equilibrium liquid, as well as the liquid structure were performed at DESY in two

separate beamtimes. The specific technical data for each beamtime are summarized

in Table 3.1. The measurements were carried out in collaboration with the ’Institute of

Materials Physics in Space’ of the German Aerospace Center (Deutsches Zentrum für Luft-

und Raumfahrt, DLR). Special thanks goes to Dr. Fan Yang from the DLR, who provided

the electrostatic levitation (ESL) device for the experiments.

This work focuses on the basic principle of the ESL method and not on the technical

details of the instrument. The latter are described in depth in Refs. [268–270]. The experi-
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Table 3.1 Details of the experimental setup used for the electrostatic levitation experiments
at PETRA III of the ’Deutsches Elektronensynchrotron’ (DESY).

Beamline
Energy Wavelength Beam size Resolution Pixel size

Detector
(keV) (Å) (mm2) (pixels) (µm)

P21.1 101.6 0.12203 1×1 2048×2048 200
Perkin Elmer
XRD1621 CsI

P21.2 97 0.12782 1×1 2880×2880 150
VAREX

XRD4343CT

mental procedure begins with a positively charged spherical sample, which is levitated

by the application of an electrostatic field. This is achieved by exploiting Coulomb forces

acting on the charged sphere, which counteract the gravitational forces. Such a positive

charge is naturally achieved at high temperatures due to the release of free electrons,

while at low temperatures an ultraviolet lamp assists to maintain the positive sample

charge. The measured droplets, weighing about 100 mg, were levitated in an ultra-high

vacuum (<10-6 mbar) and heated by two infrared lasers with a power of 75 W (λ=808 nm).

The temperature was recorded with a pyrometer, which was calibrated to the melting

point of the respective composition during post-experiment analysis. It should be noted

that a stable electrostatic levitation for Ni-Nb alloys was very challenging and prone to

errors, potentially resulting in sample loss during the heating process. Therefore, extensive

overheating above 100 K, which is known to significantly improve supercooling of metallic

glasses, was not possible, limiting the determination of the liquid structure to a narrow

temperature range. Nevertheless, the droplets were freely cooled (initial cooling rate of

about 20 Ks-1) after heating in the high-temperature equilibrium liquid by switching off

the infrared laser. The diffraction patterns were recorded continuously with an acquisition

time of 1 s for each diffraction pattern until the end of crystallization.

An overview of the experimental setup is shown in Fig. 3.15a. The incident X-ray beam

enters and exits the chamber through an aluminum window. This results in a background

signal containing low intensity Bragg peaks of aluminum as this material also interacts

with the beam. This signal needs to be carefully subtracted from the actual measurement

using the methods described in the next section. Fig. 3.15b shows the inside of the vacuum

chamber with the electrodes and the spherical sample floating in between.
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Fig. 3.15 a) Overview of the electrostatic levitation setup used for the synchrotron levitation
experiments to study in-situ the structure of the equilibrium liquid as well as the primary
precipitating phases upon cooling. b) Inside view of the vacuum chamber showing a
levitating droplet between the electrodes.

Data Evaluation and Analysis

The data analysis of HE-XRD data encompassed several steps. The starting point of each

analysis are the 2D images obtained from the flat panel detectors, as exemplarily shown

in the inset of Fig. 3.16. These images contain a certain number of pixels depending on

the detector (e.g. 2880×2880 px for the VAREX detector), containing intensity information

for each pixel. To obtain the intensity distribution as a function of Q, the 2D images were

integrated azimuthally with the PyFAI (Python Fast Azimuthal Integration) program using

information on the exact beam energy (i.e. wavelength of the X-rays) and the sample-

detector distance [271]. The latter was obtained by a geometric calibration of the point of

normal incidence (PONI), which correlates each pixel of the detector to a specific Q-range

of known calibrants such as Ni or LaB6.

Subsequent data refinement involved processing of the integrated raw intensity with the

PDFgetX2 software package [272]. To obtain a proper intensity function I (Q) without
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Fig. 3.16 From top to bottom: The inset shows a 2D image of the diffraction pattern ob-
tained from high-energy X-ray scattering experiments, which is azimuthally integrated
and baseline corrected to obtain the intensity as a function of the wave vector Q. This
intensity function is used to calculate the structure factor S(Q) by applying various correc-
tion. The pair distribution function G(r ) is obtained by a Fourier transformation of S(Q).

information of background scattering, the raw intensity was corrected by the intensity

profile of the empty setup recorded at room temperature. Further corrections include

multiple scattering, fluorescence, and Compton scattering, resulting in I (Q) shown in

Fig. 3.16. The cut off at low Q-values results from the beam stop, which was necessary

to avoid detector damage caused by the high-intensity primary beam. This limits the

minimum Q-range that can be experimentally measured, with the furnace and levita-

tion experiment at P21.1 achieving Qmi n = 0.7 Å−1, and the levitation experiment at P21.2

achieving Qmi n = 1.5 Å−1. The calculation of the structure factor S(Q) according to Eq. 3.21

and the subsequent Fourier transformation (Eq. 3.24) to derive the reduced PDF, G(r ),

is likewise performed using PDFgetX2 [272]. For a proper resolution of features in G(r ),

especially at length scales of the nearest neighbors and second nearest neighbors (first

and second peak), a high Q-range of at least 14 Å−1 is required (refer to Ref. [45] for details).

For all beamtimes, Qmax was sufficiently high with 17 Å−1 for the furnace and levitation

experiments at P21.1 and 15.5 Å−1 for the levitation setup at P21.2. As the pair distribution
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function describes the probability distribution of atoms and clusters at certain length

scales, the probability of finding an atom when approaching r → 0 must go to zero. This

is achieved by an optimization algorithm of PDFgetX2, that optimizes the correction

parameters to minimize the oscillation for distances below the first peak of G(r ).

3.5 Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) is a widely used technique in materials science to

analyze surface morphology, microstructure and composition. It uses a precisely focused

electron beam to scan the surface of a sample, producing high-resolution images that

provide information about the material. The images are primarily based on the detection

of either secondary electrons (SE) or backscattered electrons (BSE), which result from the

interaction of the electron beam with the sample surface. SE are low-energy electrons

generated within the interaction volume as a consequence of the ionisation of the sample

atoms. However, they can only escape a few nanometres from the surface, making SE

imaging an optimal technique to study the surface topography. In contrast, BSE are high

energy electrons resulting from elastic sample interactions with minimal loss of kinetic

energy. Regions containing higher atomic number elements scatter more electrons and

therefore appear brighter in the image, while regions containing lower atomic number

elements appear darker. The BSE contrast is therefore also referred to as material contrast

as it provides information on the distribution of elements within the sample. However,

unlike the topography contrast, a metallurgically mirror-polished surface is required for

proper analysis. In addition, SEM also provides information on the elemental composition

through energy dispersive X-ray spectroscopy (EDX). When the primary electron beam

excites an atom by ejecting an electron from its inner shell, the resulting vacancy is filled

by an electron from a higher energy shell, releasing the excess energy as characteristic

X-rays. Since these X-rays are unique to each element, EDX enables precise elemental

identification. In this work, a Zeiss Sigma VP SEM was used in SE mode to examine the

morphology of the fracture surface post-mechanical testing, while BSE imaging combined

with EDX analysis was used to identify the crystallization products in levitated samples,

allowing to verify the phase identification based on the diffraction pattern.
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3.6 Mechanical Testing

The conventional way to test metallic materials is to perform tensile tests. However,

metallic glasses, which typically exhibit a ductile fracture pattern on the microscopic

scale, behave macroscopically brittle in tensile mode. This brittleness is attributed to the

development of a single shear band oriented at approximately 45◦ to the tensile axis. The

propagation of this singular shear band ultimately leads to catastrophic failure, despite

the fundamental ductile fracture mechanism [125]. To address this limitation, mechanical

parameters such as Young’s modulus, yield strength, fracture strength, and total strain

were assessed using 3-point beam bending (3PBB) as well as uniaxial compression tests

with low-aspect ratios. Both configuration enable the formation of multiple shear bands,

facilitating the observation of intrinsic ductility.

3-Point Beam Bending

In order to prevent highly localized deformation due to the formation of a single shear

band, 3PBB experiments were performed. This type of mechanical test prevents shear

bands from propagating across the entire test specimen, thus avoiding catastrophic failure.

This originates from the neutral axis, which divides the beam into a tensile and a compres-

sive region. Once a shear band reaches the neutral axis, the absence of any shear stresses

will stop further propagation. To further relieve the applied external forces, the formation

of new shear bands is required. As a consequence, more shear bands are formed, allowing

the deformation to continue. In this way, alterations in the intrinsic ductility of the newly

developed alloys can be evaluated.

F

width
w

height h

length L
L/2L/2

length L

Fig. 3.17 Schematic visualization of the 3-point beam bending test setup used to to char-
acterize the mechanical properties of the developed alloys.
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Beam-shaped specimens with a rectangular cross-section were cast with dimensions of

1×2×20 mm3 and 2×3×25 mm3 (h ×w ×L) using the injection and copper mold suction

casting technique, respectively. The specimens were then ground with 1200 grit SiC paper.

After positioning as shown in Fig. 3.17, the specimens were preloaded with ∼10 N to avoid

any movement of the beam and ensure proper contact. The support span (L) for the

specimens was set to 15 mm and 20 mm for the larger beams. Throughout the test, both

the applied force (F ) and the deflection (D) at the center of the beam were continuously

recorded. Simple beam mechanics theory was used to calculate the engineering stress (σ)

at the specimen surface and the strain (ϵ) at the center of the beam as follows:

σ= 3F L

2wh2
, (3.26)

and

ϵ= 6Dh

L2
, (3.27)

where h is the height and w the width of the beam. The deflection rate, Ḋ, represents

the velocity of the crosshead, which was kept constant at 0.3 mm·min−1. For the smaller

beam size, Eq. 3.27 provides a corresponding strain rate of 1.3×10-4 s-1 at the outer fiber of

the beam, while the larger beam size results in a strain rate of 1.5×10-4 s-1.

Uniaxial Compression

Macroscopic failure along the very first shear band in unconstrained loading modes is

commonly observed in metallic glasses. However, for constrained loading, such as low

aspect ratio compression, shear band propagation ends once the applied strain is fully

accommodated within the shear band. Consequently, the material can only be further

deformed by successive shear banding [125]. This plastic deformation mechanism with

serrated flow behavior appears in the stress-strain curve as characteristic stress bursts, as

can be seen in Fig. 3.18.

Uniaxial compression tests were performed on rectangular samples with nominal dimen-

sions of 1×1×2 mm3 (aspect ratio of 2:1), which were cut from as-cast 15×1×2 mm3 (length

L x width w x height h) beams. To prevent deformation in the loading platen, tungsten

carbide was selected due to its high hardness and strength. In addition, the platen was

lubricated with a molybdenum disulfide based lubricant to further minimize friction.

Compression tests were conducted on ground flat and parallel samples, employing a

displacement rate of 0.16 µm·s−1. Next to a load cell used to measure the applied force,

a deflection gauge was utilized to directly measure the displacement on the compres-
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Fig. 3.18 Typical engineering stress-strain curve showing all important parameters ana-
lyzed in this work.

sion platen to calculate the strain. Five to six rectangular beams were tested for each

composition to ensure reliable statistics. Fig. 3.18 shows an example of an engineering

stress-strain curve for an amorphous Ni-Nb alloy, indicating the key parameters and their

determination, including yield strengthσ0.2%
y at 0.2 % strain, ultimate strengthσu , Young’s

modulus E , and fracture strain ϵ f . These parameters were likewise determined for 3PBB

measurements.

Hardness

Hardness testing is a cost-effective, quick and reliable method to determine and compare

the mechanical properties of different materials. Hardness measurements assess the

resistance of a material to plastic deformation under a constant compressive load applied

by a sharp indenter. Vickers hardness tests (HV58) were performed on fully amorphous

samples after being polished with 1200 grit paper, using a Wolpert Wilson 930N universal

hardness tester. An appropriate mean value of Vickers hardness was calculated by measur-

ing the indentation diameter (5 to 10 indents were evaluated per composition) after taking

microscopic images with an OLYMPUS BH2 light microscope and a BRESSER MikroCam

Sp 5.0 camera.

8Vickers hardness is calculated via HV=0.1891*F /d 2, with the force F in N and the diameter d in mm.
The number (e.g. in HV5) represents the applied indentation load with the unit kilogram-force per square
millimeter (kgf/mm2). In case of HV5, the applied load corresponds to 5 kgf/mm2 or in SI units 49.03 N.





Chapter 4

Alloy Development of Ni-Nb-based Bulk

Metallic Glasses

This chapter focuses on the alloy development of Ni-Nb-based metallic BMGs with the

primary objective to increase the critical casting thickness to dimension of 5 to 6 mm in

diameter, as the limited GFA of the binary base system restricts their applications to solely

small-scale components. The incorporation of additional elements not only facilitates

glass formation to enable larger dimensions, but also makes the casting process more

robust and reliable. Parts of the alloy development presented here are already published

in Ruschel et al. (2023), titled ’Ni-Nb-P-based bulk glass-forming alloys: Superior ma-

terial properties combined in one alloy family’, which appeared in Acta Materialia, 253,

118968 (Ref. [273]). This work builds on that research, presenting additional data that con-

tribute to a deeper understanding of the alloy development process and the improvements

that have been achieved.

4.1 Phosphorous in the Ni-Nb system

The basic idea for the development of Ni-Nb-P alloys was inspired by the S-containing

metallic glasses recently developed at the Saarland University, where it has been shown

that small amounts of S have a very favorable effect on glass formation and thermal

stability [152, 205]. Since P is located directly next to S in the periodic table and also

belongs to the class of metalloids, it is reasonable to consider using P instead of S in

the Ni-Nb system. Furthermore, as described in Chapter 2.5.1, P is commonly used in

Ni-based metallic glasses, although in large quantities utilizing the Ni81P19 eutectic. The

underlying strategy can be attributed to the empirical rule for glass formation, where
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an element with significant size mismatch to the other constituents can increase the

packing density in the melt, thereby slowing down the kinetics and improving the GFA. In

particular, metalloids are known to alter the primary precipitating phases even in small

quantities, while reducing atomic mobility due to their strong negative enthalpy of mixing

associated with a more densely packed liquid. However, it is not possible to predict which

element is the most effective to replace in order to forecast the best glass forming region

without extensive production and casting studies of these compositions. As a consequence,

alloy development is a time-consuming process, often involving extensive trial-and-error

experiments, as well as being costly due to the need for high-purity elements. To reduce

both time and expense, various models can be used to narrow down the compositional

range of interest with the highest potential for glass formation. Therefore, an overview

of the binary intermetallic phases and eutectics of the Ni-P and Ni-Nb systems was

prepared, as shown in Fig. 4.1a. As this work focuses on the technique of micro alloying,

the region of interest is narrowed down to the vicinity of the Ni-Nb eutectic, shown as a

dashed circle. This region is enlarged in Fig. 4.1b along the main strategies used, such

as Ni, Nb or equiatomic substitution by P (orange lines) as well as the ’eutectic line’

strategy (blue line). The former three are the most conventional strategies, using the

best known binary Ni62Nb38 alloy, while replacing systematically each element by P. The

latter is a more advanced approach, as the best glass-forming alloys tend to be found

close to an eutectic, facilitating glass formation by stabilizing the liquid state down to

low temperatures (T0-concept, Chapter 2.4.1). Since the true eutectic line is not known

for most complex systems, it is to be mentioned that the ’eutectic line’ shown in Fig. 4.1

does not correspond to the actual eutectic line, but just describes the linear connection

between the binary Ni58.5Nb41.5 and Ni69P31 eutectic’s. It is worth noting that only these 4

strategies are presented here, as they delivered the most promising results. In total, well

over 100 alloys were produced and analyzed at different sizes in order to thoroughly scan

the novel glass formation region. The entire area under investigation is shown as a grey

area and is covered in more detail in Chapter 4.1.3.

4.1.1 Effect of P on the Glass-Forming Ability

P addition to the binary Ni62Nb38 BMG

The first step in alloy development is to identify the best glass-forming alloy of the base

system. This was already done by Xia et al., who extensively studied the binary Ni-Nb

system and identified the composition Ni62Nb38, located in the vicinity of the binary eu-

tectic, as the best binary glass-forming composition [154]. Starting from this composition,
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Fig. 4.1 a) The ternary Ni-Nb-P diagram illustrates the binary Ni-Nb and Ni-P intermetallic
phases (red symbols), as well as their eutectics (blue symbols) [171, 172]. The investigated
compositional space (dashed circle) is located close to the binary Ni58.5Nb41.5 eutectic
as well as the best binary glass former Ni62Nb38. This region is enlarged in b), showing
four selected alloying strategies used in this work. The blue line represents the connection
between the eutectics Ni58.5Nb41.5 and Ni69P31, along which small additions of P were
studied. The orange lines represent different substitution strategies on the binary Ni62Nb38

alloy using P. The grey area represents the entire region that was studied in terms of GFA.

there are many possibilities to alloy P into the system. Typically, the individual constituent

elements (i.e., Ni or Nb) are successively substituted with P. Alternatively, both elements

can be replaced equiatomically, which is expected to be advantageous as the ratio between

Ni and Nb atoms will not change. This is particularly important when considering the

’Miracle’ model (details in Chapter 2.2), as the optimum packing density is often found

at certain ratios. Since Ni62Nb38 has the highest GFA in the binary system, it can be as-

sumed that an ideal packing is achieved at this particular ratio. This is supported by the

findings of Vijay et al., who reported the highest population of icosahedral-like clusters

exactly at this composition [196]. However, this is only an initial consideration and the

addition of elements will affect the structural configuration, i.e. the ideal ratio may change.

The following alloy series (Ni62Nb38)100-xPx, Ni62Nb38-yPy and Ni62-zNb38Pz (x, y and z=0.5,

1, 1.5, 2, 2.5 and 3 at%) were cast in various dimensions and analyzed using conventional

XRD, as shown in Fig. 4.2. Panels a, c and e indicate the critical casting thickness dc ,

representing the maximum size that can still be produced in an amorphous state. This is
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evidenced by the diffuse diffraction maxima, which is characteristic of monolithic metal-

lic glasses. In contrast, panels b, d and f show the same alloys cast in ’one-size’ larger

dimensions, revealing distinct Bragg peaks. These represent the diffraction patterns of the

eutectic phases Ni6Nb7 and Ni3Nb, as well as a new P-rich phase precipitating at higher

P contents. The precise assignment of the individual precipitating phases is provided in

Chapter 5.3.2 based on in-situ crystallization studies.

In general, it can be seen that small amounts of P have a tremendous positive effect on

glass formation. Regardless of the strategy, the optimum appears to be located in the range

of 1.5 to 2 at% P, while P contents beyond the optimal value (>2 at% P) results in a con-

tinuous decline in GFA. This phenomenon is commonly observed for minor additions of

elements [216, 217]. Interestingly, the best composition, which shows a largely amorphous

pattern when cast as 5 mm cylindrical rods (x=2, (Ni62Nb38)98P2), is found precisely for the

alloying strategy where the Ni:Nb ratio has not been changed. This may be related to the

previously mentioned ideal packing of the binary Ni62Nb38 alloy at this ratio. Furthermore,

it is remarkable that these small amounts of P directly surpass the current state of the

art of Ni-Nb glass-forming alloys (see Table 2.1), even though the Ni-Nb-P compositions

have not yet been optimized. This already indicates the extraordinary beneficial effect

of P on the GFA of this system. It is also noteworthy that the critical casting thickness of

Ni62Nb38 was originally reported to be 2 mm [154], whereas in the present work, a 2 mm

rod was found to be partially crystalline when analyzed by XRD. In contrast, beams with

a cross-section of 2×1 mm2 (as tested in the mechanical tests described in Chapter 5.4)

were XRD amorphous, indicating a dc of only ∼1.5 mm in the casting configuration of this

study. This means that the effect of P on the GFA is even more significant.

Unlike Pt-, Pd-, Zr-, Cu- or Ti-based glass forming alloys, Ni-Nb based alloys possess rela-

tively high glass transition temperatures with an onset of Tg in the region of 910 K (or even

higher) and an onset for crystallization (Tx) around 960 K, indicating that the entire crys-

tallization event cannot be measured in a conventional low-temperature DSC. Therefore,

a series of high-temperature DSC scans were performed from room-temperature up to the

equilibrium liquid (around 1600 K) on the previously mentioned Ni-Nb-P compositions to

explore the different characteristic temperatures and to understand the various physical

transformations and phase transitions that occur within the ternary system. Apart from

simply recording the different transition temperatures and enthalpy release in the solid

state, emphasis was put on the observation of the melting event that took place when the

samples are heated to their liquid state. However, high-temperature DSC is constrained
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Fig. 4.2 a), c), e) show the critical casting thickness dc and b), d), f) the partially crys-
tallized samples of various sizes of the alloy series (Ni62Nb38)100-xPx, Ni62Nb38-yPy and
Ni62-zNb38Pz (x, y and z=0.5, 1, 1.5, ...3), respectively. Rod-shaped samples were tested for
compositions with a dc of at least 2 mm, while plate-shaped samples were tested for alloys
with a dc below 2 mm. The most significant improvement in the glass forming ability is
observed in the range of 2 at% P.
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by its large furnace environment, limiting the possible heating rate that can be reliably

applied to a maximum of 0.333 Ks-1. Therefore, the rate dependence of Tg , which provides

information on the fragility of a system [274], could not be investigated for these alloys.

Fig. 4.3 a, c and e is segmented in two parts and shows the DSC scans upon heating from

the glassy state through the glass transition region into the SCL, followed by multiple

crystallization events of (Ni62Nb38)100-xPx, Ni62Nb38-yPy and Ni62-zNb38Pz, respectively,

while the right panel depicts the evolution of the width of the SCLR, ∆Tx , as a function of

P-content. In general, P addition leads to a stabilization of the SCL with contents in the

range of 2.5–3 at% being most effective. In particular, the strategy of Ni substitution by P

was found to be most beneficial in destabilizing the first crystallizing phase with a maxi-

mum SCLR of 60 K, which is 25 K larger than that of Ni62Nb38. This allows conclusion to be

drawn that P inhibits crystallization, but asymmetrically, as crystallization upon heating

from the amorphous state is most effectively suppressed at high P contents (>2.5-3 at%),

whereas crystallization from the equilibrium melt can be best retarded at 1.5–2 at% (see

Fig. 4.2).

Furthermore, the onset of melting at Tm remains constant at approximately 1445 K, as

the compositions are still close to the Ni-Nb eutectic, while the increase in the liquidus

temperature Tl with rising P-content is evident in the melting curves of the corresponding

alloying strategies, as shown in Fig. 4.3b, d and f. Interestingly, Tl increases most signif-

icantly when Nb is substituted by P from 1529 K for Ni62Nb37.5P0.5 (y=0.5) to 1572 K for

Ni62Nb35P3 (y=3). This appears to be counter-intuitive, given that Nb is a high-melting

refractory element. Consequently, a reduction in Tl could be expected, however, when

studying the binary Ni-Nb phase diagram (see Fig. 2.20), it is evident that the melting

temperature of the Nb-rich phase, Ni6Nb7, is actually lower than that of the Ni3Nb phase,

which explains the pronounced increase in the liquidus temperature. Apart from the shift

of Ni6Nb7 and Ni3Nb phase formation due to compositional changes in the Ni:Nb ratio, a

P-rich intermetallic phase is additionally found in all alloying strategies above P-contents

of 1.5-2 at%, which represents an additional contribution to the evolving melting peak

shoulder (more details later in Chapter 5.3.2). In summary, all important parameters,

including the characteristic temperatures Tg , Tx , Tm and Tl to the GFA parameters, such

as ∆Tx and Tr g (discussed in Section 4.3) and the critical casting size dc of the novel

compositions are given in Table 4.1.
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Fig. 4.3 DSC scans measured with a heating rate of qH =0.333 Ks-1 of a) (Ni62Nb38)100-xPx,
c) Ni62Nb38-yPy and e) Ni62-zNb38Pz (x, y and z=0.5, 1, 1.5, ...3) of fully amorphous samples.
The arrows indicate the onset of the glass transition Tg as well as crystallization Tx . The
resulting evolution of the SCLR (∆Tx=Tx-Tg ) with increasing P-content is shown in the
right panel. b), d) and f) show the melting curves of the respective alloying strategies, with
the start of melting at the melting temperature Tm and the end of melting at the liquidus
temperature Tl .
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’Eutectic line’ alloying strategy

The GFA and thermal stability of the ’eutectic line’ Ni-Nb-based alloys were investigated by

XRD and thermal analysis upon heating from the glassy state at a rate of 0.333 Ks-1. Both

properties are essential for the manufacturing and processing of BMGs. Fig. 4.4a and b

summarize the XRD results of the ’eutectic line’ series for various thicknesses, allowing to

determine the critical casting thickness. For dimensions below 1 mm, plate-shaped sam-

ples were tested instead of rod-shaped samples, while the critical casting thickness was

determined by casting dimensions ’one size’ larger (dc +0.5 mm for plate-shaped samples,

dc +1 mm for rod-shaped samples). The critical casting thickness of the compositions con-

taining 0-4 at% P reveal no sharp Bragg peaks from any crystalline phase, but the typical

diffusive diffraction maxima of monolithic metallic glasses. The GFA is increased from

just 0.25 mm for the eutectic Ni58.5Nb41.5 alloy up to 5 mm for Ni59.2Nb38.8P2, pointing

out the effectiveness of minor alloying of metalloids in metallic glass-forming systems,

in particular P in the Ni-Nb system. P-contents exceeding 2 at% lead to a continuous

decline in the GFA to 0.25 mm, which is comparable to the initial critical thickness of the

binary eutectic. To bring this tremendous increase in GFA into perspective, minor alloying

improves the GFA (dc =5 mm for Ni59.2Nb38.8P2) by a factor of 20 compared to the eutectic

composition (dc =0.25 mm). This translates into a reduction in the critical cooling rate

from about 16000 Ks-1 to just 40 Ks-1, which is a difference by a factor of 400 according to

the correlation of the critical cooling rate Rc and dc given in Ref. [275]. In relation to the

best binary alloy Ni62Nb38 with a GFA of 2 mm, the newly developed alloy still outperforms

its predecessor by a factor of 1.67. Even at a thickness of 6 mm, Ni59.2Nb38.8P2 reveals

a mostly amorphous pattern, which is superimposed by the first occurrence of Bragg

peaks, as indicated by black arrows in Fig. 4.4b. This shows that appropriate additions of P

significantly increase the GFA of Ni-Nb alloys, until contents above 2 at% lead to a steady

decrease back to 0.25 mm for Ni59.9Nb36.1P4 comparable to the composition without P.

Next to the GFA, describing the ease to produce BMGs on a larger scale, the thermal and

physical properties, in particular the thermal stability against crystallization and melting

behavior are crucial to understand the processing and application potential of Ni-Nb-P

BMGs. DSC scans from room temperature up to the liquidus temperature of the amor-

phous as-cast ’eutectic line’ Ni-Nb-P compositions were performed with a heating rate qH

of 0.333 Ks-1 as shown in Fig. 4.4c and d. All characteristic temperatures are summarized

in Table 4.1, highlighting the influence of P addition. With increasing P content, both the

glass transition temperature Tg and crystallization temperature Tx rise, resulting in an

enhanced thermal stability. This is represented by the increasing width of the SCLR (right
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Fig. 4.4 a) shows the critical casting thickness dc and b) the partially crystallized samples
of various sizes of the ’eutectic line’ Ni-Nb-P series. Rod-shaped specimens were tested for
bulk glass-forming compositions with a dc of at least 2 mm, while plate-shaped specimens
(geometry shown in Ref. [276]) were tested for poor glass formers with a dc below 2 mm.
The most significant enhancement in GFA is observed for Ni59.2Nb38.8P2, with a critical
casting thickness of 5 mm. c) Fully amorphous samples of the respective alloying series
were measured with a heating rate of 0.333 Ks-1 in a DSC. Tg and Tx are indicated with an
arrow, while the evolution of the width of the SCLR with increasing P-content is shown
on the right panel. d) The evolution of the melting behavior is given for the alloy series,
measured from an initial amorphous (solid lines) and crystalline state (dashed lines).
Figure adapted from Ref. [273].
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panel of Fig. 4.4c), reaching a maximum of 61 K for compositions with 2.5 % and 3 % P,

which demonstrates a high resistance against crystallization upon heating. Thereafter, the

thermal stability decreases continuously. Once crystallization sets in, it occurs in several

exothermic reactions. The precipitating phases are assigned in the next section and in

more detail in Chapter 5.3.2 by in-situ HE-XRD measurements.

All samples were subjected to two melting cycles. The melting behavior during the first

heating cycle is determined by the crystalline phases that form during devitrification of an

initial amorphous material. In contrast, the crystalline phases that precipitate during the

subsequent cooling process are the determining factors in the second melting cycle. While

the solidus temperature Tm remains largely unaffected by P, the liquidus temperature Tl is

significantly increased from 1492 K for Ni58.8Nb40.2P1, which remains close-eutectic due to

proximity to binary eutectic Ni58.5Nb41.5, up to 1558 K for the Ni59.9Nb36.1P4 composition.

This strong increase in Tl can be correlated to the significant drop of the critical casting

thickness dc , which aligns very well with the course of the GFA parameter Tr g . However,

this will be discussed in more detail in Section 4.3.
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Table 4.1 Characteristic parameters determined from calorimetric scans measured with a
heating rate qH of 0.333 Ks-1 of (Ni62Nb38)100-xPx, Ni62Nb38-yPy, Ni62-zNb38Pz (x, y, z=0.5, 1,
1.5, 2, 2.5 and 3 at%) as well as the ’eutectic line’ compositions. Tg , Tx , Tm , Tl ,∆Tx (=Tx -Tg )
and Tr g (=Tg /Tl ) corresponds to the onset of the glass transition, onset of crystallization,
melting and liquidus temperature, the width of the SCLR and the reduced glass transition
temperature, respectively. The critical casting thickness dc was determined by XRD
measurements.

Composition Tg Tx Tm Tl ∆Tx Tr g
dc

(at%) (K) (K) (K) (K) (K) (mm)

(Ni62Nb38)99.5P0.5 909 944 1444 1532 35 0.593 3
(Ni62Nb38)99P1 911 952 1445 1531 41 0.595 4
(Ni62Nb38)98.5P1.5 913 959 1443 1532 46 0.596 4
(Ni62Nb38)98P2 914 964 1444 1533 50 0.596 4
(Ni62Nb38)97.5P2.5 913 969 1443 1538 56 0.594 3
(Ni62Nb38)97P3 914 970 1443 1540 56 0.594 2

Ni62Nb37.5P0.5 909 948 1445 1529 39 0.595 0.5
Ni62Nb37P1 918 959 1444 1545 41 0.594 2
Ni62Nb36.5P1.5 923 964 1448 1557 41 0.593 4
Ni62Nb36P2 924 965 1444 1563 41 0.591 4
Ni62Nb35.5P2.5 918 959 1443 1565 41 0.587 3
Ni62Nb35P3 918 958 1444 1572 40 0.584 2

Ni61.5Nb38P0.5 909 949 1444 1525 40 0.596 3
Ni61Nb38P1 917 959 1448 1534 42 0.598 4
Ni60.5Nb38P1.5 917 963 1444 1522 46 0.602 4
Ni60Nb38P2 918 971 1444 1523 53 0.603 4
Ni59.5Nb38P2.5 918 978 1443 1528 60 0.601 4
Ni59Nb38P3 921 981 1443 1542 60 0.597 3

Ni58.5Nb41.5 872 911 1453 1492 39 0.584 0.25
Ni58.8Nb40.2P1 892 933 1444 1486 41 0.600 3
Ni59Nb39.5P1.5 907 946 1444 1510 39 0.601 3
Ni59.2Nb38.8P2 914 963 1447 1517 49 0.603 5
Ni59.3Nb38.2P2.5 913 974 1446 1527 61 0.598 4
Ni59.5Nb37.5P3 914 975 1446 1540 61 0.594 2
Ni59.7Nb36.8P3.5 905 950 1444 1547 45 0.585 2
Ni59.9Nb36.1P4 905 951 1442 1558 46 0.581 0.25
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Crystalline phases

The crystalline phases were assigned based on the X-ray patterns of 4 mm as-cast samples

of the ’eutectic line’ alloys, as shown in Fig. 4.5. However, these only reveal the phases

present in the crystalline mixture if the thickness of the cast sample exceeds the critical

casting thickness. The precise assignment of the primary precipitating phase upon cooling

is provided in Chapter 5.3.2 based on in-situ HE-XRD synchrotron experiments. For the

eutectic composition Ni58.5Nb41.5 and Ni-Nb-based alloys with low concentrations of P

(e.g. Ni58.8Nb40.2P1), orthorhombic Ni3Nb and trigonal Ni6Nb7 were indicated by means

of the Bragg diffraction peaks, which is in good agreement with the binary Ni-Nb phase

diagram. In contrast, an additional crystalline phase can be observed at higher amounts of

P (≳2 at%) with the formation of a P-rich Nb3Ni2P compound having a tetragonal crystal

structure. Interestingly, the GFA maximum is located exactly in between the transition

point, at Ni59.2Nb38.8P2, showing a fully amorphous XRD pattern. Identifying the GFA

maximum within the compositional range where a phase change is observed is typical for

metallic glasses and is often reported in literature [205, 216, 237, 276, 277].
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Fig. 4.5 XRD patterns of 4 mm rods of the ’eutectic line’ Ni-Nb-P series were analyzed with
respect to their primary precipitating phases. In addition to Ni3Nb and Ni6Nb7 (=eutectic
phases, see Fig. 2.20), which predominates at low P-concentrations (<2 at%), a P-rich
Nb3Ni2P compound emerges as crystallizing phase at contents above this concentration.
The crystallographic data of the ’ideal’ phases were taken from Refs. [278–280]. Figure
reproduced from Ref. [273].



4.1 Phosphorous in the Ni-Nb system 101

4.1.2 Influence of an Industrial Grade Pre-alloy on the GFA

All the Ni-Nb-P specimens of the previous section were produced using a self-made high-

purity Ni-P pre-alloy. However, some selected alloys were also produced with an industrial

grade and commercially available Ni-P pre-alloy. This was done, as the production capacity

of self produced Ni-P is limited to batch sizes of 50 g maximum due to the setup restrictions

outlined in Chapter 3.1. Furthermore, expensive quartz tubes are required to withstand the

high temperatures arising during the alloying process. As a result, the production process

is time-consuming and expensive, so that it is desirable to avoid the pre-alloy production if

possible. The objective of this section is to examine the impact of an industrial-grade Ni-P

alloy on the GFA of Ni-Nb alloys, in order to gain insight into the potential replacement

of high-purity Ni-P by a commercially available alternative. The pre-alloy was obtained

from the company ’KBM Affilips’, which provided a chemical analysis as summarized in

Table 4.2.

Table 4.2 Chemical analysis of an industrial grade Ni-P pre-alloy (in wt%) provided by the
company KBM Affilips.

Element Composition (wt%)

Cu 0.005
Fe 0.015

Mn 0.001
Co 0.001
Al 0.002
Si 0.005
Ti 0.005
Zr 0.002
P 20.93
Ni balance

Besides the change of the pre-alloy, compositional variations of the Ni:Nb ratio were

carried out around the 5 mm amorphous Ni-Nb-P alloy. At this thickness, the adjacent

compositions reveal an almost amorphous XRD pattern, indicating a certain robustness

against compositional fluctuations as shown in Fig. 4.6. However, the first appearance

of Bragg peaks proves that Ni59.2Nb38.8P2 is indeed the best glass-forming composition

found within the ternary system. Furthermore, 5 mm rod specimens were produced to

compare the effects of high-purity Ni-P, produced in-house, with those of commercially

available industrial-grade Ni-P. The use of less pure Ni-P leads to a GFA loss of about 1 mm,

yet an excellent GFA of 4 mm can still be achieved, as indicated by the circular-shaped
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Fig. 4.6 XRDs of Ni-Nb-P alloys, showing the effect of minor compositional adjustments of
the Ni:Nb ratio on the GFA, as well as a comparison between the influence of an industrial-
grade and an in-house produced Ni-P pre-alloy. Both changes in composition and in the
purity of the pre-alloy result in a slight reduction of the GFA. However, a sufficiently high
critical casting size of 4 mm can still be achieved with less-pure Ni-P, indicating a certain
robustness against impurities. Figure reproduced from Ref. [273].

curve in Fig. 4.6. This demonstrates that the GFA of Ni-Nb-P alloys is slightly reduced,

however, the GFA remains sufficiently high, facilitating industrial upscaling due to the

availability of a suitable pre-alloy. Importantly, it also eliminates the need to handle pure P,

which is advantageous due to its volatile nature, i.e. the commercially available pre-alloy

is a promising alternative to simplify the production process.

4.1.3 Glass Formation in the Ternary Ni-Nb-P System

The total investigated compositional space in the ternary Ni-Nb-P system and the ob-

tained GFA is summarized in the color-coded glass-forming map in Fig. 4.7. The given

datapoints correspond to the compositions, that were alloyed and casted in different

dimensions from 3 to 5 mm in diameter. The colors indicate whether these alloys were

crystalline or amorphous at the respective thickness. Red represents the alloys that were

not able to solidify amorphously at a diameter of 3 mm, which is essentially the case

for very low P-contents in the range of 0.5 at% or at higher contents over about 3 at%.

The critical casting size of Ni55Nb40P5 was reported by Kawashima et al. to be 2 mm,
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Fig. 4.7 Color coded GFA map of the studied compositional space in the ternary Ni-Nb-P
system. The red area indicates the alloys that do not solidify amorphously at a thickness
of 3 mm. The GFA regions of 3 and 4 mm are shown as orange and yellow regions,
respectively. The green star indicates the best glass forming alloy Ni59.2Nb38.8P2 found by
minor P-alloying. Figure reproduced from Ref. [273].

i.e. crystalline when cast at larger dimensions [168]. The substantial decline in the GFA

with increasing P-content is particularly evident at 6 at%, the highest P content tested

within the ternary Ni-Nb-P compositional space. Alloys with such high P-concentrations

were observed to solidify in a crystalline state, even when cast as plates as thin as 0.5 mm.

Orange, yellow and green represent the critical casting thickness dc , at which amorphous

XRD patterns of 3 mm, 4 mm and 5 mm could be observed, respectively. It is apparent that

dc narrows down to an optimal range of about 2 at%, where the best ternary glass former

Ni59.2Nb38.8P2 was found. This alloy exhibits the largest critical casting size of 5 mm within

the investigated compositional region.

Fig. 4.8 shows the DSC scan of a 5 mm amorphous cylindrical sample of the best glass

forming alloy found by minor P-alloying, Ni59.2Nb38.8P2. It reveals the characteristic step

in heat capacity from the glassy to the SCL state, followed by multiple crystallization

events. Notably, a melting shoulder appears, resulting in a slight increase in the liquidus

temperature to 1517 K, in contrast to the eutectic composition Ni58.5Nb41.5 [171]. The
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Fig. 4.8 DSC scan of a 5 mm Ni59.2Nb38.8P2 sample, which is the best glass-forming alloy of
the Ni-Nb-P ternary system. The amorphous structure of the 5 mm sample taken from the
same rod is verified by a HE-XRD synchrotron measurement (inset). Figure reproduced
from Ref. [273].

inset of Fig. 4.8 provides a typical room temperature synchrotron pattern, including both

the raw diffraction image as well as the integrated curve. Next to the conventional XRD,

which is an insufficient method to detect minor crystalline fractions within the sample

volume, the absence of crystalline Bragg peaks in the synchrotron pattern proves its fully

amorphous structure. This is further supported by DSC measurements, which show that

small variations within the sample volume lead to a decrease in the total crystallization

enthalpy ∆Hx . Since the release of ∆Hx of the 5 mm sample matches that of the fully

amorphous sample tested in Fig. 4.4 (∆H 5 mm
x =∆H 3 mm

x =-5.4 kJ g-atom-1), the amorphous

structure of Ni59.2Nb38.8P2 is confirmed.

In conclusion, the introduction of minor P additions significantly promotes glass forma-

tion in the Ni-Nb system, which was shown by an increasing critical casting size from

0.25 mm for binary Ni58.5Nb41.5 to 5 mm for ternary Ni-Nb-P alloys. Given the critical cast-

ing size of 2 mm for the best binary glass former Ni62Nb38 [154], the GFA of Ni59.2Nb38.8P2

is improved by 150 %, which is a remarkable enhancement that has not been reported in

literature for Ni-Nb-based alloys so far.
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4.2 Optimization of Ni-Nb-P Alloys

In order to further refine the Ni-Nb-P alloys, additional optimization strategies were em-

ployed with the objective of enhancing the GFA. In addition, these improvements can

compensate for the reduction in critical casting thickness caused by the use of industrial

grade Ni-P, as discussed in Chapter 4.1.2, thereby increasing the robustness of the man-

ufacturing process. From a topological point of view, the atomic size of Ni and Cu are

identical and therefore interchangeable. This substitution is commonly applied to Zr-, Ti-,

and Cu-based BMGs and represents a promising optimization method [161, 281, 282]. The

replacement of Nb by Ta, on the other hand, was chosen due to their chemical similarities.

Historically, Nb and Ta were even considered to be the same element, until improved

analytical techniques identified them to be actually two separate elements [283]. This

similarity is further mirrored in their binary phase diagram, where Nb and Ta form a solid

solution across the entire compositional range, indicating excellent compatibility [284].

Both optimization methods are discussed in the following, with a focus on which alloying

strategy delivers the most promising results.

4.2.1 Substitution of Topological Equivalent Atoms: Ni-Cu

As the alloy development of the Cu series was started prior to the identification of the

optimal ternary Ni59.2Nb38.8P2 BMG, the (Ni62Nb38)98P2 (=Ni60.8Nb37.2P2) composition,

which was initially considered to be the best glass-forming composition, was selected as

the base alloy to progressively substitute Cu for Ni in 1 at% increments. Fig. 4.9a and b

present an overview of the XRD results for the compositional series Ni60.8-xCuxNb37.2P2

(x=1, 2, 3, ..., 9) across a range of sizes, highlighting the critical casting thickness for each

composition. The most notable improvement is observed for Cu contents of 4 to 5 at%.

While Ni56.8Cu4Nb37.2P2 solidifies fully amorphous with a dc of 5 mm, Ni55.8Cu5Nb37.2P2

reveals first crystallization with the appearance of Bragg reflexes alongside an overall

amorphous pattern. In conclusion, the addition of low concentrations of Cu does not alter

the GFA, resulting in a critical casting size of 4 mm, which is consistent with that observed

in the ternary base alloy. Beyond the GFA maximum at 4 at%, higher Cu contents result

in a significant decline to 2 mm for Ni51.8Cu9Nb37.2P2, which is comparable to the initial

state of alloy development of the binary Ni62Nb38 (dc =2 mm [154]) composition. Similar

crystalline phases are to expect, given that Cu and Ni are equivalent from a topological per-

spective. Hence, it is probable that, at least at low concentrations, Cu is incorporated into

the Ni3Nb, Ni6Nb7, and Nb3Ni2P crystalline phases, which precipitate within the studied

region of the ternary Ni-Nb-P system (compare to Fig. 4.5). The overall crystalline XRD
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Fig. 4.9 a) shows the critical casting thickness dc and (b) the partially crystallized samples
of various sizes of the alloy series Ni60.8-xCuxNb37.2P2 (x=1, 2, 3, ...9). The most significant
improvement in the glass forming ability is observed at 4 at% Cu with a critical casting
size of 5 mm when cast as cylindrical rod.

patterns look similar, despite the one at high Cu contents (x=8), revealing the appearance

of a distinct Bragg peak at approximately 43◦. Interestingly, the fcc phase of pure copper

exhibits its main peak at the same angle, suggesting the formation of pure Cu. The most

reasonable explanation may be a phase separation due to the positive enthalpy of mixing

between Cu and Nb, as well as between Cu and Ni [206]. A comparable phenomenon has

been reported in other metallic glasses when Cu is alloyed into systems containing com-

ponents with a positive enthalpy of mixing [285, 286]. While further research is needed to

fully understand this phenomenon, alloys with high Cu concentrations are less desirable

as engineering materials due to their significantly reduced GFA. Consequently, an in-depth

analysis of this phenomenon was not the focus of this work.

The DSC scans for fully amorphous samples with increasing Cu content are displayed

in Fig. 4.10a. Crystallization proceeds through multiple exothermic reactions without

significant changes across the compositions up to a Cu concentration of 6 at%. Beyond

this threshold, the glass transition becomes less distinct, with the first crystallization event

broadening and an additional exothermic event appearing below the expected glass tran-

sition temperature. Although an accurate determination of Tg is not possible above x=6,

a subtle increase in heat capacity, indicative of the glass transition, can still be observed

for x=8 and x=9. The exact origin of this appearance is unclear, but as mentioned in the

XRD analysis, it is presumably related to a phase separation resulting from the positive
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enthalpy of mixing. Apparently, this phenomenon occurs already in the glassy state close

to Tg , when the atomic mobility of the Cu atoms becomes sufficiently high to allow the

separation to take place (if the event is associated with a phase separation as assumed

before). Furthermore, the low melting point of Cu contributes to a slight decrease in Tg

and Tx with increasing Cu content. This results in a relatively constant width of the SCLR

as shown in the right panel of Fig. 4.10a, with a maximum ∆Tx at 4 at%, aligning to the

optimal glass-forming composition Ni56.8Cu4Nb37.2P2 with a critical diameter of 5 mm.

It should be noted that this alignment may be coincidental, as the ∆Tx values between

the Cu concentrations of 1 at% and 5 at% vary by just a few Kelvin and fall within the

experimental uncertainty. However, above 6 at% Cu, Tg becomes indistinct, making it

impossible to determine proper Tg values, i.e. ∆Tx cannot be determined for these alloys.

The corresponding melting curves are shown in Fig. 4.10b, revealing an overall shift of the

melting event to lower temperatures due to the low melting temperature of Cu in compar-

ison to the constituent elements, such as Ni and Nb. Notably, a small melting shoulder

appears at concentrations of 6 at% (marked with an arrow), indicating the formation of

a small quantity of a higher melting phase, which in turn contributes to the observed

decrease in GFA at higher Cu contents. A comprehensive overview of the melting tempera-

tures, as well as other characteristic temperatures for the entire Ni60.8-xCuxNb37.2P2 series

is summarized in Table 4.3.

Table 4.3 Characteristic parameters of the Ni60.8-xCuxNb37.2P2 (x=1, 2, 3, ...9) series mea-
sured with a heating rate qH of 0.333 Ks-1, where Ni is continuously substituted by Cu. Tg ,
Tx , Tm , Tl , ∆Tx (=Tx -Tg ) and Tr g (=Tg /Tl ) corresponds to the onset of the glass transition,
onset of crystallization, melting and liquidus temperature, the width of the SCLR and the
reduced glass transition temperature, respectively. The critical casting thickness dc was
determined by XRD measurements.

Composition Tg Tx Tm Tl ∆Tx Tr g
dc

(at%) (K) (K) (K) (K) (K) (mm)

Ni59.8Cu1Nb37.2P2 915 963 1447 1534 48 0.596 4
Ni58.8Cu2Nb37.2P2 912 960 1444 1527 48 0.597 4
Ni57.8Cu3Nb37.2P2 908 957 1441 1523 49 0.596 4
Ni56.8Cu4Nb37.2P2 903 954 1437 1516 51 0.596 5
Ni55.8Cu5Nb37.2P2 901 950 1433 1511 49 0.596 4
Ni54.8Cu6Nb37.2P2 898 944 1428 1522 46 0.590 4
Ni53.8Cu7Nb37.2P2 - 935 1423 1530 - - 4
Ni52.8Cu8Nb37.2P2 - 939 1416 1537 - - 3
Ni51.8Cu9Nb37.2P2 - 938 1411 1541 - - 2
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Fig. 4.10 a) DSC scans measured with a heating rate of 0.333 Ks-1 of the Ni60.8-xCuxNb37.2P2

series (x=1, 2, 3, ...9) of fully amorphous samples. The evolution of Tg and Tx are indicated
with an arrow, while the progression of thermal stability ∆Tx (=Tx -Tg ) as a function of the
Cu content is shown in the right panel. No Tg could be observed for Cu contents above
6 at%. b) shows the melting curves of the Cu series with the melting temperature Tm and
the liquidus temperature Tl .

4.2.2 Substitution of Chemically Equivalent Atoms: Nb-Ta

The critical casting thickness of Ni59.2Nb38.8-yTayP2 (y=0, 1, 3, 5, . . . , 38.8) was investigated,

as shown in Fig. 4.11a, revealing a rise in dc from 5 mm of the best ternary glass former

Ni59.2Nb38.8P2 to 6 mm over a wide compositional range from 1 to 13 at% Ta, followed by

a continuous decline to 4 mm, 3 mm, and finally 2 mm. This is contrary to the narrow

GFA window identified in the Ni-Nb-P system, indicating that the Ni-Nb-Ta-P alloy series

is robust to compositional substitution of Nb and Ta, most likely due to their chemical

similarities. The same 6 mm XRD amorphous samples were subjected to further analy-

sis using high-energy synchrotron radiation. Due to its higher sensitivity compared to

conventional XRD, this technique revealed the presence of a small crystalline fraction in

the majority of the samples, as shown in Fig. 4.11b. Among these, Ni59.2Nb33.8Ta5P2 is

the only composition that shows an HE-XRD pattern without any Bragg peaks, indicating

a fully amorphous structure. This means that the GFA of the quaternary Ni-Nb-Ta-P

system exceeds that of the ternary Ni-Nb-P system by up to 1 mm for a wide range of Ta

contents (y=1-13 at%). Furthermore, the analysis of 7 mm cylindrical rods around the GFA

maximum provides further evidence that the Ni59.2Nb33.8Ta5P2 composition is indeed the

best glass-forming alloy within the quaternary system, with a predominantly amorphous
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Fig. 4.11 a) XRD analysis of Ni59.2Nb38.8-yTayP2 (y=1, 3, 5, ..., 38.8), representing the critical
casting thickness dc as a function of the Ta-content. b) Although Ni59.2Nb37.8Ta1P2 to
Ni59.2Nb25.8Ta13P2 are 6 mm amorphous when probed by conventional XRD, synchrotron-
based HE-XRD experiments reveal a minor crystalline fraction except for Ni59.2Nb33.8Ta5P2

(y=5) which is the only composition that is fully amorphous. c) Analyzing 7 mm rod around
the amorphous composition proves that this is indeed the best quaternary alloy with a
dc of almost 7 mm. The inset shows the cross-section of the 7 mm specimen tested. d)
The presence of a minor crystalline fraction is represented by less released crystallization
enthalpy in the DSC. Figure reproduced from Ref. [273].

XRD pattern superimposed by initial evidence of crystallization. A detailed analysis of the

precipitating phases show similar compounds as in the ternary system, namely Nb3Ni2P,

Ni3(Nb,Ta) and Ni6(Nb,Ta)7. Considering the similarity of the eutectic phases of the binary

Ni-Nb and Ni-Ta systems [171, 287], with both having an identical crystal structure with

Ni3Nb, Ni6Nb7 and Ni3Ta, Ni6Ta7 (often referred to as NiTa), it is not surprising to observe
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Fig. 4.12 a) DSC scans measured with a heating rate of 0.333 Ks-1 of the Ni59.2Nb38.8-yTayP2

series (y=0, 1, 3, 5, ..., 38.8) of fully amorphous samples. The evolution of Tg and Tx are
indicated with an arrow, while the progression of thermal stability ∆Tx (=Tx-Tg ) as a
function of the Ta content is shown in the right panel. b) For clarity, two melting cycles of
representative Ta contents (y=1, 5, 9, 15, 20, 25, 38.8) are shown, which were measured in
the first cycle from an initially amorphous state (solid lines) and in the second cycle from
the subsequently crystallized state (dashed lines). The comprehensive data set is shown
in Fig. A.2 of the appendix. Figure reproduced from Ref. [273].

a mixture of Nb and Ta atoms within the sub-lattices of these phases, as indicated in

Fig. 4.11c. Furthermore, the crystallization enthalpy, ∆Hx , can be determined based on

DSC scans shown in Fig. 4.11d, allowing to estimate the amorphous fraction of the speci-

mens. The 6 mm HE-XRD amorphous alloy Ni59.2Nb33.8Ta5P2 exhibits a crystallization

enthalpy of approximately -6 kJ g-atom-1, which is within the measurement accuracy

equal to that of a 4 mm rod of the same composition (-6.1 kJ g-atom-1), supporting its fully

amorphous structure. In contrast, the slightly crystallized 7 mm rod exhibits a reduced

∆Hx of -5.5 kJ g-atom-1. Assuming that ∆Hx is proportional to the volumetric proportion

of the amorphous phase, the 7 mm rod can be considered to be about 91 % amorphous.

Fig. 4.12a shows the DSC scans for Ni59.2Nb38.8-yTayP2 (y = 0, 1, 3, 5, . . . , 38.8) amorphous

alloys (all test samples were cast below dc ), showing a distinct transition from the glassy

state into a pronounced SCLR until crystallization sets in at Tx . With increasing Ta content,

the glass transition temperature Tg , melting temperature Tm , and liquidus temperature Tl

all increase, primarily due to the high melting temperature of 3293 K of pure Ta [287]. For
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instance, Tg of the base alloy Ni59.2Nb38.8P2 (y=0) is measured to be 914 K, whereas com-

plete substitution with Ta (y=38.8) raises Tg by 75 K, reaching 989 K. Alloys containing both

Nb and Ta exhibit Tg values that fall right in between these two extremes. Furthermore, the

width of the SCLR (right panel of Fig. 4.12a) expands with Ta addition, starting from 49 K

for Ni59.2Nb38.8P2 and peaking at 69 K between Ni59.2Nb23.8Ta15P2 and Ni59.2Nb18.8Ta20P2,

before slightly decreasing to 62 K in the fully Ta-substituted alloy Ni59.2Ta38.8P2. Overall,

Ta substantially enhances the thermal stability within the system. Interestingly, alloys

with a larger SCLR exhibit an anomalous exothermic peak within this region, suggesting

a possible double glass transition. This phenomenon is similar to that observed by Na

et al. in Ni-Zr-Ta alloys and may be related to the formation of a distinct medium-range

order, although further research is required to clarify this effect [288]. Additionally, the

melting temperatures Tm and Tl show similar increase, rising from 1447 K to 1627 K and

from 1520 K to 1684 K, respectively. When Nb is fully substituted by Ta, the composition

of Ni59.2Ta38.8P2 closely approaches the binary eutectic Ni63.8Ta36.2, leading to a narrow

melting behavior due to the proximity to the eutectic [287]. A detailed summary of the

characteristic temperatures for the entire Ta series is provided in Table 4.4.

Table 4.4 Characteristic parameters of the Ni62Nb38.8-yTayP2 (y=1, 3, ..., 38.8) series mea-
sured with a heating rate qH of 0.333 Ks-1, where Nb is continuously substituted by Ta
until complete replacement. Tg , Tx , Tm , Tl , ∆Tx (=Tx-Tg ) and Tr g (=Tg /Tl ) corresponds
to the onset of the glass transition, onset of crystallization, melting and liquidus temper-
ature, the width of the SCLR and the reduced glass transition temperature, respectively.
Some critical casting thicknesses dc are ∼6 mm, as HE-XRD experiments reveal a small
crystalline fraction not detectable by conventional XRD.

Composition Tg Tx Tm Tl ∆Tx Tr g
dc

(at%) (K) (K) (K) (K) (K) (mm)

Ni59.2Nb37.8Ta1P2 913 964 1447 1516 51 0.602 ∼6
Ni59.2Nb35.8Ta3P2 914 971 1453 1521 57 0.601 ∼6
Ni59.2Nb33.8Ta5P2 917 977 1459 1527 60 0.601 6
Ni59.2Nb31.8Ta7P2 927 988 1468 1539 61 0.602 ∼6
Ni59.2Nb29.8Ta9P2 933 994 1473 1545 61 0.604 ∼6
Ni59.2Nb27.8Ta11P2 934 999 1478 1553 65 0.601 ∼6
Ni59.2Nb25.8Ta13P2 939 1003 1485 1558 64 0.603 ∼6
Ni59.2Nb23.8Ta15P2 941 1010 1493 1565 69 0.601 4
Ni59.2Nb18.8Ta20P2 948 1017 1506 1581 69 0.6 4
Ni59.2Nb13.8Ta25P2 959 1028 1534 1609 68 0.596 3
Ni59.2Nb8.8Ta30P2 972 1039 1565 1641 67 0.592 3
Ni59.2Ta38.8P2 989 1051 1627 1684 62 0.587 2
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4.3 Summary and Discussion

Alloy development of Ni-Nb-P glass-forming alloys

The Ni-Nb system, in particular the alloy Ni62Nb38, is one of the best well-known binary

metallic glass formers with an exceptionally high critical thickness of 2 mm [154]. How-

ever, this thickness is insufficient to ensure a stable and robust casting process using

water-cooled metallic molds. Therefore, it is essential to elevate the GFA well above this

threshold. Metalloids are typically regarded as favorable candidates to impede crystal-

lization, given that they exhibit a strong negative enthalpy of mixing (∆Hmi x) with most

metallic elements. For instance, the enthalpy of mixing of P to the constituent elements of

the Ni-Nb system correspond to∆H Ni−P
mi x =-34.5 kJ mol-1 and∆H N b−P

mi x =-89.5 kJ mol-1 [206].

Furthermore, the atomic radius of P is notably smaller than that of Ni and Nb, with radii

of 106 pm, 126 pm and 150 pm, respectively [109]. This combination of a strong neg-

ative ∆Hmi x and a mismatch of small, medium and large atoms increase the packing

efficiency in the liquid state, which ultimately favors glass formation due to a reduced

atomic mobility (details in Chapter 5.2). A comparable phenomenon is observed in the

case of other metalloid elements, including Si, S, C and B [218, 289–291]. These elements

likewise facilitate an efficient packing of atoms, yet they also form compounds with high

melting temperatures, which can have a detrimental impact on the GFA. For example,

Bochtler et al. observed that the crystallization process in a sulfur-containing Zr-based

bulk metallic glass (Vit105S2) is initiated at an earlier stage by the formation of an S-rich

intermetallic phase compared to the alloy without sulfur [277]. A similar effect can be

observed in the Ni-Nb-S system, with the precipitation of a sulfur-rich NbS phase [205].

In the Ni-Nb-P system, micro-alloying with P also induces a change in the primary phase,

leading to the formation of an additional P-rich intermetallic compound, Nb3Ni2P, once a

certain P-content is exceeded (compare Fig. 4.5). This indicates that approximately 2 at%

P is the optimal concentration for inhibiting the precipitation of Ni3Nb, while not yet

inducing the formation of the high-melting intermetallic P-rich phase yet. Therefore, the

enhanced GFA in the 2 at% range may be caused by a slow-down of the glassy and liquid

dynamics, as evidenced by the continuous stabilization of Tg , independent of the alloying

strategy presented. A more comprehensive discussion on the phase change and how it

affects the liquid dynamics are provided later in Chapter 5.

As summarized in Table 4.1, the thermal stability ∆Tx demonstrates an increase with

rising P content, independent of the alloying strategy. This may be attributed to the highly

negative enthalpy of mixing between P and the other constituents, slowing down the nu-



4.3 Summary and Discussion 113

0.5 1 1.5 2 2.5 3

900

1500

1550

0.593

0.594

0.595

0.596

2

3

4

 Tl-Tg

 

0.5 1 1.5 2 2.5 3
850

900

1500

1550

1600

0.585

0.588

0.591

0.594

0

1

2

3

4

5

 Tl-Tg

0.5 1 1.5 2 2.5 3

900

1500

1550

0.596

0.598

0.6

0.602

0.604

3

3.5

4

 Tl-Tg

0 0.5 1 1.5 2 2.5 3 3.5 4
850

900

1500

1550

0.58
0.585
0.59
0.595
0.6
0.605

0
1
2
3
4
5

 Tl-Tg

 

te
m

p
e
ra

tu
re

 (
K

)

P content (at%)

Tl Tg  

 Trg

 
T

rg

(Ni62Nb38)100-xPx compositions 

 

d
c
 (

m
m

)

618

620

622

624

626

628

T
l-
T

g
 (

K
)

c)   d)

 

te
m

p
e
ra

tu
re

 (
K

)

P content (at%)

Tl Tg  

 Trg

 
T

rg

Ni62Nb38-yPy compositions 

 

d
c
 (

m
m

)

620

630

640

650

T
l-
T

g
 (

K
)

 

te
m

p
e
ra

tu
re

 (
K

)

P content (at%)

Tl Tg  

 Trg

 
T

rg

Ni62Nb38-zPz compositions 
 

d
c
 (

m
m

)

605

610

615

620

T
l-
T

g
 (

K
)

 

te
m

p
e
ra

tu
re

 (
K

)

P content (at%)

Tl Tg  

a)  b)

 Trg

 
T

rg

'eutectic line' Ni-Nb-P compositions 

 

d
c
 (

m
m

)

580

600

620

640

660

T
l-
T

g
 (

K
)

Fig. 4.13 Correlation between critical casting thickness (dc ), reduced glass transition
temperature (Tr g ), glass transition temperature (Tg ), and liquidus temperature (Tl ) for
a) the (Ni62Nb38)100-xPx, b) the Ni62Nb38-yPy, c) the Ni62-zNb38Pz (x, y, z correspond to the
P-content) and d) the ’eutectic line’ compositions. The temperature distance between Tl

and Tg (=Tl -Tg ), which must be bypassed for vitrification, is notably narrow at a P-content
of 2 at% for most alloying strategies, aligning well with the observed maximum in Tr g and
dc . Only Tr g of the Ni62Nb38-yPy series declines across the whole compositional range,
due to the significant increase of Tl compared to Tg . Figure d) is adapted from Ref. [273].

cleation process. Similar findings are widely reported in literature across various systems,

specifically in the context of Ni-Nb alloys by adding Sn [213] and S [152]. Nevertheless,

despite these observations, the correlation between GFA and thermal stability is generally

weak. ∆Tx primarily describes the stability of a deeply SCLR against crystallization, rather

than its resistance to nucleation upon cooling from the equilibrium liquid. A similar

poor correlation has been observed in Ti-based bulk glass-forming alloys, which exhibit a

narrow SCLR despite their high GFA due to rapid nucleation of a quasi-crystalline icosa-

hedral phase [161, 162, 276]. In contrast, the reduced glass transition temperature (Tr g )

closely reflects the course of dc with the exception of the Ni62Nb38-yPy series, as shown
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in Fig. 4.13 alongside the evolution of Tg and Tl . Despite the growth of a distinct melting

shoulder upon P addition irrespective of the strategy (see Fig. 4.3 and 4.4), the continuous

increase of Tl does not impede glass formation in the range of 0–2 at% P. This is because

Tg rises even more significantly, leading to vitrification at higher temperatures. This ul-

timately reduces the temperature range (Tl -Tg ) that must be bypassed for vitrification,

resulting in a high Tr g value, which is particularly evident for the ’eutectic line’ series

with the highest Tr g value of 0.603 for Ni59.2Nb38.8P2. This demonstrates very well why

the best glass formers are often located near, but not exactly at the eutectic composition.

The subsequent decline of Tr g along with the GFA is dominated by an increase in the

liquidus temperature, while Tg remains relatively constant. Since the Ni62Nb38-yPy series

show a dominant increase in Tl compared to Tg , Tr g reveals a continuous decline with

increasing P-content. Nevertheless, the GFA could be improved, but from all strategies,

the Ni62Nb38-yPy compositions provided the least promising results, not only in terms of

GFA, but also in terms of thermal stability. To conclude, the interplay between Tg and

Tl is most clearly reflected by the classical GFA parameter Tr g . Below Tl , crystallization

is energetically favored, while Tg marks the point of vitrification of a liquid into a glassy

solid. In addition, the temperature range that has to be bypassed for glass formation

is the smallest for Ni59.2Nb38.8P2 of the ’eutecic line’ series, indicating its superior GFA

within the ternary Ni-Nb-P compositional space (see Fig. 4.7). Overall, micro-alloying has

been demonstrated to be an effective technique for promoting glass formation. However,

further detailed studies are required to gain a more comprehensive understanding of the

phenomena associated with minor alloying in this system, including an investigation of

the thermodynamic, kinetic and chemical aspects, which will be the focus of Chapter 5.

Alloy optimization of Ni-(Cu)-Nb-(Ta)-P glass-forming alloys

The general consensus in the field of metallic glasses is that elements with a negative heat

of mixing exhibit a greater tendency to mix, thereby promoting the formation of a stable

and homogeneous liquid phase and thus glass formation. Therefore, the addition of an el-

ement with a positive heat of mixing is generally expected to be disadvantageous for glass

formation according to the empirical rules for glass formation, as outlined in Chapter 2.4.2.

This is because mixing elements with a positive heat of mixing requires additional energy,

promoting the separation of these components into less complex liquids that can crystal-

lize more easily. However, it is to mention that the mixing enthalpies cited in this study,

such as ∆HCu−N b
mi x =3 kJ mol-1 and ∆HCu−Ni

mi x =4 kJ mol-1, are derived from Ref. [206] and

are based on Miedema’s model, which considers only binary systems. Since the studied

alloys are more complex involving up to four elements, predictions based solely on binary
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values are insufficient. Therefore, the addition of Cu, particularly at low concentrations,

does not necessarily result in a positive enthalpy of mixing within the alloy and hence a

deterioration of the GFA. Despite this, some studies have indicated that the incorporation

of a small quantity of an element with a positive heat of mixing can increase the complexity

of the melt, potentially facilitating medium-range ordering within the amorphous matrix

as a consequence of unfavorable miscibility between the original ternary BMG and the

additional alloying element [285, 292, 293]. Furthermore, Cu and Ni are identical from a

topological perspective (rNi =rCu=126 pm), i.e. perfectly interchangeable as successfully

demonstrated in many other systems [109]. This might result in the observed beneficial

influence of Cu on GFA, with small amounts increasing the critical casting size from 4 mm

of the base alloy Ni60.8Nb37.2P2 to 5 mm in Ni56.8Cu4Nb37.2P2, as shown in Section 4.2.1.

The subsequent sharp decline in GFA to 2 mm for Ni51.8Cu9Nb37.2P2 is presumably associ-

ated with the formation of a simple, high-symmetry phase (presumably fcc Cu), which

has the potential to precipitate from Cu-enriched regions in case the system undergoes a

phase separation during cooling. If such a separation does not occur during cooling, since

the material was cast fast enough to achieve vitrification, the partitioning appears to take

place within the amorphous matrix during reheating. This is indicated by the appearance

of an exothermic peak below the glass transition temperature in Fig. 4.10.

To conclude, Fig. 4.14 depicts the evolution of dc as a function of Cu concentration, from

1 to 9 at%. The critical casting size exhibits a rather constant GFA of 4 mm across a wide

range, slightly peaking up to 5 mm at 4 at% Cu. This plateau-like behavior is mirrored by

the GFA parameter Tr g , which remains largely unchanged until the Cu content exceeds

5 at%, where an increase in the liquidus temperature is observed due to the appearance of

a melting shoulder (see Fig. 4.10). The correlation between GFA and Tr g appears relatively

weak, as the GFA remains at dc ≈4 mm up to 7 at% Cu, while Tr g starts to decline beyond

5 at% Cu. Consequently, the alloys Ni54.8Cu6Nb37.2P2 and Ni53.8Cu7Nb37.2P2 appear to be

resilient to this increase in Tl , indicating that the GFA drop cannot be attributed solely to

the rise of Tl . It can thus be concluded that the positive heat of mixing and the associated

tendency for liquid phase separation have a more detrimental effect on the GFA than the

subtle increase of Tl . This becomes particularly apparent from 8 at% Cu onward, as the

GFA drops to a dc as low as 2 mm, which is comparable to the GFA of the binary parent

alloy prior to alloy development. To conclude, the addition of Cu is effective when alloyed

in small dosages to increase the GFA of Ni-Nb-based BMGs, while the positive∆Hmi x with

other constituents and the associated tendency of demixing above a certain threshold

(here about 8 at% Cu) ultimately results in a catastrophic GFA loss.
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Fig. 4.14 Correlation between critical casting thickness (dc ), reduced glass transition
temperature (Tr g ), glass transition temperature (Tg ), and liquidus temperature (Tl ) for
Ni60.8-xCuxNb37.2P2 (x=Cu content). Tr g is constant across a broad compositional range,
correlating well with the observed plateau of dc ∼4 mm. Tr g cannot be calculated across
the whole range, as the alloys containing 7-9 at% Cu do not exhibit a pronounced Tg .

Last but not least, the alloy optimization strategy that yielded the most promising results

involved the gradual replacement of Nb with Ta. From a structural perspective, the atomic

radii of the two elements are not identical such as Ni and Cu. Yet, they display consid-

erable similarities, with a size difference of just ∼3 % (rN b=150 pm and rTa=154 pm),

indicating that they are nearly equivalent from a topological perspective [109]. From a

chemical perspective both elements behave similarly, exhibiting a neutral enthalpy of

mixing∆H N b−Ta
mi x mixture of 0 kJ mol-1 [206]. Indeed, Nb and Ta were originally considered

to be a single element, known as ’columbium’, until it was confirmed in the 19th century

that they were, in fact, two distinct elements. This similarity is further represented in the

binary phase diagram, as Nb-Ta forms a solid solution over the entire compositional range,

indicating good compatibility between the two elements [283]. When combined with

Ni, a deep eutectic forms at Ni63.8Ta36.2, which is close in composition to the Ni58.5Nb41.5

eutectic [171, 287]. As a result, it is unsurprising that binary Ni-Ta also ranks among the

best-known binary BMGs, also with a diameter of 2 mm, similar to binary Ni-Nb [154, 190].

Moreover, the addition of Ta does not seem to change the crystalline phases that com-

pete with glass formation. This may be attributed to the formation of identical complex
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intermetallic phases in both systems, as observed in the phase diagrams of Ni-Nb and

Ni-Ta [171, 287]. These include orthorhombic Ni3Nb and Ni3Ta, as well as trigonal Ni6Nb7

and NiTa. Consequently, the formation of higher-ordered compounds, which would be

detrimental for the GFA, does not occur. The phases Nb3Ni2P, Ni6Nb7, and Ni3(Nb,Ta)

were identified (see Fig. 4.11), with the latter possibly representing either two distinct

phases, Ni3Nb and Ni3Ta, or a mixture of both intermetallic phases, as they share the same

orthorhombic unit cell structure. Furthermore, it is probable that some Nb positions

are occupied by Ta, which can be simulated according to Vegard’s law [294], showing no

significant differences between the orthorhombic mixture Ni3(Nb,Ta) compared to ideal

Ni3Nb and Ni3Ta diffractograms, aside from a slight shift in peak positions (details in

Fig. A.4 of the appendix). However, the high cooling rates in copper mold casting lead

to non-equilibrium conditions during crystallization, i.e. the precipitating phases are

typically supersaturated, which likewise could be responsible for the shift of the Bragg

peaks. It is therefore uncertain whether the individual phases or a mixed phase is present,

thus making precise assignment challenging. Nevertheless, an analysis of the ternary

Ni-Nb-Ta phase diagram reveals that Ni3Ta must be present in some form with increasing

Ta content [295]. In conclusion, the addition of Ta in the range of 1 to 13 at% does not

have a pronounced capability to frustrate crystallization and the observed improvement

of the GFA from 5 mm to 6 mm by Ta addition (see Fig. 4.15) is likely connected to a

higher number of elements. This leads to an ascending complexity of the liquid, which is

consistent with the reported effects of the empirical rules for glass formation [145]. It is

therefore unexpected that the critical diameter decreases back to 2 mm for Ni59.2Ta38.8P2

once the Ta content exceeds 13 at%, which is a substantial decline in comparison to the

counterpart Ni59.2Nb38.8P2 (dc of 5 mm). This may suggest that micro-alloying with P is

less effective in the Ni-Ta-P system, as the GFA of the ternary composition is similar to

that of binary Ni-Ta alloys [190]. However, the ternary Ni-Ta-P system was not optimized

with regard to its P content, nor with respect to the Ni:Ta ratio. Consequently, a promising

approach for future research could be a targeted alloy optimization within the ternary

Ni-Ta-P system with the goal of producing BMGs with even more extreme properties, such

as high strength, hardness and glass transition temperature.

The introduction of 15-20 at% Ta further increases the thermal stability by 20 K from

49 K up to maximum 69 K compared to the Ni59.2Nb38.8P2 ternary base alloy. This in-

crease in stability is critical for processes such as thermoplastic forming and selective

laser melting, which rely on a stable SCLR. For thermoplastic forming, an enlarged SCLR

coincides with an increase in the formability, as lower viscosities can be achieved (as-
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Fig. 4.15 Correlation between critical casting thickness (dc ), reduced glass transition
temperature (Tr g ), glass transition temperature (Tg ), and liquidus temperature (Tl ) for
Ni59.2Nb38.8-yTayP2 (y=Ta content). T n

i −T n−1
i (i=g or l) represents the change of glass

transition temperature Tg or liquidus temperature Tl to the value of the previous compo-
sition. Tr g is rather constant across a broad compositional range, correlating well with the
observed plateau of dc =6 mm. The subsequent drop of the GFA coincides with a steeper
increase of Tl in comparison to Tg . Figure reproduced from Ref. [273].

suming similar fragility) [221]. In addition, the processing window can be extended as

the time for crystallization is delayed, resulting in a larger processing window (see TTT

diagram in Chapter 5.3.1). In the case of selective laser melting, the increased SCLR is

beneficial to prevent crystallization in the heat-affected zone [296, 297]. When studying

the reduced glass transition temperature, as shown in Fig. 4.15, Tr g remains fairly con-

stant, ranging from 0.601 to 0.604, across Ta concentrations from 1 to 13 at%. This trend

mirrors the broad glass-forming region where 6 mm XRD amorphous samples were found.

This demonstrates once again that the thermal stability (∆Tx , see Table 4.4) is a rather

poor parameter for describing the systems GFA, in contrast to Tr g . Fig. 4.15 provides fur-

ther insights into the development of Tr g , including the evolution of the glass transition

temperature (Tg ) and liquidus temperature (Tl ). Both Tg and Tl exhibit a comparable

increase up to 15 at% Ta, while beyond this concentration, the rate at which Tl increases

is observed to be more pronounced than that of Tg . This is clearly visible when analyzing

the temperature increase (T n
i −T n−1

i , i=g or l) from one alloy (n-1) to the next (n), as the

increase in Tg and Tl is almost identical by about 5-12 K within the range of 1 to 13 at% Ta.
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As a result, Tr g remains nearly constant, such as the critical casting thickness. However,

beyond 15 at% Ta, the increasing divergence between Tl and Tg leads to a decline in both

dc and GFA parameter Tr g . This suggests that the GFA of Ta-rich alloys (above 15 at%

Ta) may be further optimized by lowering the liquidus temperature, as Tg is relatively

unaffected by small compositional variations.

In summary, the alloys Ni62Nb38, Ni59.2Nb38.8P2, and Ni59.2Nb33.8Ta5P2 represent the most

optimized compositions within their respective binary, ternary, and quaternary systems.

Each of these alloys exhibits outstanding GFA and an extended SCLR, making them highly

suitable for advanced processing applications. Although the addition of Cu was explored

as a potential strategy to further enhance GFA, only marginal improvements were ob-

served, with no significant breakthroughs achieved. As a result, the subsequent chapter

will focus on the detailed characterization of these three key compositions. This analysis

aims to deliver a thorough understanding of the underlying factors driving their excep-

tional GFA and to uncover potential pathways for further refinement and optimization.





Chapter 5

Characterization of Ni-Nb-based Bulk

Metallic Glasses

In this chapter, the thermophysical properties, crystallization sequence and mechani-

cal performance of Ni-Nb-based BMGs are systematically characterized, with particular

focus on the best glass-forming composition of the binary, ternary and quaternary sys-

tem: Ni62Nb38, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. The thermodynamic functions are

analyzed to understand the stability of the SCL against crystallization, while low- and

high-temperature viscosity measurements and fragility determination provide insight into

the kinetic aspects of glass formation. The crystallization behavior is studied by in-situ

synchrotron experiments, providing a detailed view on the crystallization products upon

heating and cooling. In addition, mechanical properties such as hardness, strength and

ductility will be characterized to provide a comprehensive understanding of how P and Ta

additions alter the material properties in order to assess the performance and applicability

of the newly developed compositions.

5.1 Thermodynamic Functions: The Driving Force for Crys-

tallization

As thoroughly described in Chapter 2.1, the driving force for crystallization ∆Gl−x is a cru-

cial parameter to understand the GFA of a system. To obtain the driving force, the Gibbs

free energy curves are required, which can be fundamentally obtained from the specific

heat capacity measurement of the liquid and crystalline state c l
p (T ) and cx

p (T ). While the

cx
p (T ) can be determined relatively easily in a low-temperature power-compensated DSC

with high accuracy via the step-method described in Chapter 3.2.2, the available DSC
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sensor for the high-temperature DSC was not sufficiently accurate for c l
p (T ) measure-

ments with a high precision. This is connected to various problems, that are encountered

at temperatures exceeding approximately 1273 K. First, the sample starts to emit signifi-

cant amounts of thermal radiation, which is not completely absorbed by the DSC sensor,

leading to an incorrect heat flow. Secondly, the high melting temperature of Ni-Nb alloys

(about 1445 K) require special handling and preparation of the crucibles to avoid reactions

and thus contamination. Therefore, all crucible were coated with an Y2O3 layer to avoid

any reaction of the sample with the crucible material. However, as the coating was applied

manually, there is potential variation in the mass of the individual crucibles of maximum

±10 mg, thereby affecting the accuracy of the measurements. This is unproblematic for

standard scans, since the changes in the enthalpy (e.g. ∆Hx and ∆Hl ) are substantial,

however in the case of high-precision c l
p (T ) measurements, this becomes relevant as the

changes with temperature are relatively small. Moreover, the melt is highly reactive at

elevated temperatures, resulting in sample degradation due to oxidation, irrespective of

the constant argon flow throughout the measurement. This is particularly pronounced

when the melt is maintained for an extended period in the high-temperature equilibrium

liquid, which is necessary for conducting c l
p (T ) measurements.

To overcome this issue, an alternative approach based on the simplification of the Kuba-

schewski equations was employed. It is known that the region between the onset of

crystallization Tx and the liquidus temperature Tl corresponds to the difference between

the enthalpy of fusion ∆H f and the enthalpy difference ∆Hl−x . In this context, the latter

corresponds to the measured crystallization enthalpy release ∆Hx upon reheating of an

amorphous sample. This allows Eq. 2.4 to be rewritten as follows:

∆H f −∆Hx =
∫ Tl

Tx

∆c l−x
p (T ′)dT ′. (5.1)

By separating the integral of the specific heat capacity difference into individual terms,

the integral of the specific heat capacity of the liquid
∫

c l
p (T ′)dT ′ can be described by the

enthalpy of fusion ∆H f , the crystallization enthalpy ∆Hx and the integral
∫

cx
p (T ′)dT ′,

which are properties easily accessible by calorimetric experiments. The determination of

cx
p (T ), in particular, is not an issue compared to c l

p (T ), as no severe oxidation or crucible

reactions occur within the applied temperature range (from room temperature up to
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973 K), as the solid state is distinctly less reactive. This results in:

∆H f −∆Hx +
∫ Tl

Tx

cx
p (T ′)dT ′︸ ︷︷ ︸

=A

=
∫ Tl

Tx

c l
p (T ′)dT ′. (5.2)

The left-hand side of the equation is abbreviated in the following with the constant A,

since ∆H f , ∆Hx are constant as well as
∫

cx
p (T ′)dT ′ within the specified temperature

interval Tx to Tl . Now, c l
p (T ), described by the Kubaschewski Eq. 2.6, can be inserted into

Eq. 5.2. Solving the integral and transforming it according to the constant b results in:

A =
∫ Tl

Tx

(3R +aT ′+bT ′−2)dT ′ ⇔ b = A−3R(Tl −Tx)− a
2 (T 2

l −T 2
x )

T −1
x −T −1

l

, (5.3)

with R being the universal gas constant (=8.314 J mol-1 K-1), and a being a fitting parameter.

This reduction of the initial Kubaschewski equation containing two fitting parameter (a

and b, Eq. 2.6) to a single parameter equation (only a, as b can be described as a function

of a according to Eq. 5.3) allows a proper determination of c l
p (T ) when the specific heat

capacity of the SCL in the vicinity of the glass transition is available. However, it should be

mentioned that the accuracy of this method is limited, as the fit is based on a few data

points in the SCL as well as the determined values of ∆Hx and ∆H f . No data for ∆Hx

across the whole temperature range (from Tx to Tl ) are available in literature to compare

with, however the determined ∆H f values match closely the one reported for similar

Ni-Nb alloys [202]. Since ∆Hx and ∆H f are determined from the same DSC measurement,

the reliability of the ∆H f value indicates that the determined ∆Hx values are likewise

accurate. Nevertheless, the specific heat capacity fit of the liquid should be treated with

caution due to the aforementioned constraints, which will be critically discussed later on.

Molar heat capacity measurements were successfully conducted for Ni59.2Nb38.8P2 and

Ni59.2Nb33.8Ta5P2, although the analysis of the binary alloy Ni62Nb38 could not be per-

formed due to the instability of the SCLR and rapid crystallization. Each composition was

measured four times according to the step-method described in the methods Section 3.2.4.

Given the isothermal nature of the measurement technique and the relatively narrow

SCLR of the studied alloys, it is particularly challenging to obtain data points in the SCL.

Accordingly, the starting temperature was shifted by 2.5 K for each measurement to cover a

broader temperature range and improve data collection within the SCL. Fig. 5.1 depicts the

specific heat capacity data points for the glass and glass transition region (blue symbols), a
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Fig. 5.1 Molar heat capacity of the crystalline, glassy, and liquid states, represented by black,
blue, and dark-red symbols, respectively, for the best glass-forming alloys a) Ni59.2Nb38.8P2

and b) Ni59.2Nb33.8Ta5P2 of their respective system. The corresponding fits c l
p (T ) and cx

p (T )
are obtained according to Eq. 2.6 and Eq. 2.7, respectively. As no data in the equilibrium
state were available, Eq. 2.6 was simplified by pinning the fit to the enthalpy of fusion∆H f

and crystallization enthalpy ∆Hx , as indicated by the grey area. Additionally shown are
the characteristic temperatures Tg , Tx , Tm and Tl .

few data points in the SCLR (dark red symbols), and the crystalline state (black symbols) of

a) Ni59.2Nb38.8P2 and b) Ni59.2Nb33.8Ta5P2. The most relevant characteristic temperatures

are indicated as Tg , Tx , Tm , and Tl (for details, please refer to Table 4.1 and 4.4). It should

be noted that Tg and Tx correspond to the values obtained with a heating rate of 0.333 Ks-1,

while Tm and Tl are independent of the rate. The black curve represents the cx
p (T ) fit

according to the Kubaschewski Eq. 2.7, while the dark red curve represents the fit of the

liquid state according to Eq. 2.6 and the ’pinning method’ described above. The resulting

fitting parameters are summarized in Table 5.1.

The Gibbs free energy, enthalpy, and entropy difference between the (supercooled) liquid

and the crystalline state is calculated according to Eq. 2.3, 2.4 and 2.5, respectively, based

on the previously determined fit functions cx
p (T ) and c l

p (T ). The results of both alloys are

presented in Fig. 5.2 on the left for Ni59.2Nb38.8P2 and on the right for Ni59.2Nb33.8Ta5P2.

The crystallization enthalpy ∆Hx as well as enthalpy of fusion ∆H f are indicated at the

crystallization temperature Tx and liquidus temperature Tl , indicating an overall higher

enthalpic state for the Ta-containing alloy. Nevertheless, the two alloys exhibit comparable

behavior, which is to be expected given their similar composition. Below the fictive tem-

perature T f in the vitrified state, the enthalpy difference remains approximately constant
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Table 5.1 Fitting parameters of the Kubaschewski Eq. 2.6 and 2.7 for the best glass-forming
alloy Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 of the ternary and quaternary system, respec-
tively. a and b correspond to the fitting parameters describing c l

p (T ), while c and d are
required for cx

p (T ).

Alloy
a [×10-3] b [×107] c [×10-3] d [×10-6]

(J g-atom-1 K-2) (J g-atom-1 K) (J g-atom-1 K-2) (J g-atom-1 K-3)

Ni59.2Nb38.8P2 6.2100 1.1665 2.6400 1.6268
Ni59.2Nb33.8Ta5P2 6.9700 1.2934 3.1600 1.4895

(neglecting relaxation processes) with a certain residual enthalpy that has been frozen-in.

The fictive temperature was determined for the 5 and 6 mm amorphous rods according

to the Moynihan method (further details in the appendix, Fig. A.6). As can be observed

in Fig. 5.2a and d, the enthalpy curve of the liquid state proceeds continuously below T f ,

which corresponds to the SCL on long time scales. Given that a system is always driven

to reduce its energy, the system will relax towards the more favorable state of the super-

cooled liquid1. This relaxation process is typically observed at elevated temperatures in

the vicinity of Tg due to an increased atomic mobility, such as during a scan measurement

or isothermal annealing.

An analogous course demonstrates the entropy difference∆Sl−x for both alloys in Fig. 5.2b

and e. In general, the entropy difference is decreasing due to the structural ordering

towards a more pronounced SRO and MRO with decreasing temperature (shown in Chap-

ter 7) until a well-defined structure is frozen-in at the fictive temperature. The temperature

at which the entropy difference of the SCL intersects with that of the crystal (∆Sl−x = 0)

represents the Kauzmann temperature, TK . From a thermodynamic perspective, TK rep-

resents the lowest temperature at which glass transition must occur, as the entropy of a

’disordered’ liquid cannot be lower than that of the corresponding ordered crystal [26].

The Gibbs free energy difference ∆Gl−x can be determined from the previously obtained

enthalpy ∆Hl−x and entropy ∆Sl−x difference curves according to Eq. 2.3, providing in-

sight in the thermodynamic driving force for crystallization. For Ni59.2Nb38.8P2, ∆Gl−x at

the fictive temperature results in a value of 3.95 kJ g-atom-1, while it yields 4.45 kJ g-atom-1

for Ni59.2Nb33.8Ta5P2. Alternatively, the Gibbs free energy difference can be approximated

1In fact, the system strives towards the crystalline state at temperatures below Tl , which represents the
equilibrium state from a global point of view. However, at temperatures below Tg , this state is considered
to be inaccessible due to kinetic constraints, i.e. the system lowers its energy by relaxation towards the
metastable equilibrium liquid.
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Fig. 5.2 The thermodynamic functions, including the difference in enthalpy (∆Hl−x), en-
tropy (∆Sl−x ), and Gibbs free energy (∆Gl−x ) of the SCL with respect to the crystalline state,
are presented in a), b), and c) for Ni59.2Nb38.8P2 and in d), e), and f) for Ni59.2Nb33.8Ta5P2.
The indicated parameters represent the Kauzmann temperature, TK , along with Tg , Tx ,
and Tl , which represent the glass transition temperature, the crystallization tempera-
ture, and the liquidus temperature, respectively. ∆Hx corresponds to the crystallization
enthalpy and ∆H f to the enthalpy of fusion. The horizontal blue line represents the re-
spective glassy state of the critical casting size with a fictive temperature of T f =948 K for
Ni59.2Nb38.8P2 and T f =958 K for Ni59.2Nb33.8Ta5P2. T f was determined via the Moynihan
method, as described in the appendix (Fig. A.6).
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Table 5.2 The fictive temperature T f was determined by the Moynihan method. The
crystallization enthalpy ∆Hx , enthalpy of fusion ∆H f , entropy of fusion ∆S f are deter-
mined from DSC measurements. The Gibbs free energy difference ∆Gl−x is calculated
from the molar heat capacity functions of the liquid and the crystal mixture. ∆GTur nbull

l−x
corresponds to the driving force according to the Turnbull approximation.

Alloy

Parameter Unit Ni59.2Nb38.8P2 Ni59.2Nb33.8Ta5P2

T f (K) 949 961
∆Hx (kJ g-atom-1) 8.06 9.19
∆H f (kJ g-atom-1) 13.56 15.27
∆S f (J g-atom-1 K-1) 8.93 10.00
∆Gl−x (kJ g-atom-1) 3.95 4.45
∆GTur nbull

l−x (kJ g-atom-1) 5.09 5.66

according to the Turnbull Eq. 2.18 from the knowledge of the enthalpy of fusion ∆H f and

the liquidus temperature Tl , resulting for Ni59.2Nb38.8P2 in a value of 5.09 kJ g-atom-1

and for Ni59.2Nb33.8Ta5P2 in a value of 5.66 kJ g-atom-1. The Turnbull approximation is

also given as dotted line in Fig. 5.2. Since the measurement of the enthalpy of fusion and

the liquidus temperature are easily and accurately determinable in a calorimeter (values

closely match similar Ni-Nb alloys reported in literature [202]), the approximation pro-

vides valuable insights into the driving force, in particular in the context of the reliability

of the ’pinning method’ described above. It can be seen that the approximation yields

high values in the driving force for crystallization ∆GTur nbull
l−x , resulting from the high

entropy of fusion relative to other glass-forming alloys. In contrast, ∆Gl−x derived from

the specific heat capacity data is lower and rather represents the lower boundary for the

driving force for crystallization. Nevertheless, in each case, the driving force can be con-

sidered to be rather high in comparison to many other glass-former (details in Section 5.5).

In conclusion, the presented method to determine the molar heat capacity in the liq-

uid state proves to work very well for Ni-Nb alloys, yielding results that align well with

those obtained using the Turnbull approximation. Both approaches indicate a relatively

high driving force for crystallization, consistent with the binary Ni59.5Nb40.5 alloy, which

exhibits a comparable ∆GTur nbull
l−x value of 5.15 kJ g-atom−1, derived from the available lit-

erature data for ∆H f and Tl as reported in Refs. [202, 298]. This suggests that the addition

of P or Ta does not significantly alter the thermodynamics of the system. Therefore, the

observed high GFA of Ni-Nb alloys cannot be explained by the thermodynamic driving

force for crystallization.
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5.2 Viscosity and Fragility

This section presents an assessment of viscosity and its temperature dependence in the

deeply SCL at low-temperatures as well as the high-temperature equilibrium liquid. This

enables the determination of kinetic fragility, which in turn allows insights into the effects

of the alloying elements (P and Ta) on liquid dynamics and thus on the glass formation pro-

cess itself. Fig. 5.3 shows the viscosity as a function of temperature calculated from TMA

deflection experiments for alloys a) Ni62Nb38, b) Ni59.2Nb38.8P2 and c) Ni59.2Nb33.8Ta5P2.

The left inset at the top of the graphs presents a selection of isothermal TMA measure-

ments, which demonstrate the relaxation process from the glassy state (for isothermal

temperatures below Tg ) into the SCLR. The data can be fitted with a KWW function

(dashed-dotted lines), providing information about viscosity on long time scales at the

respective isothermal temperatures. The equilibrium viscosities obtained are represented

by the blue symbols in the graphs. The abrupt rise in viscosity at isothermal temperatures

close to Tg is attributable to primary crystallization. A similar rise in viscosity is also

observed in the TMA scan, closely aligning with the onset of crystallization seen in the

DSC scan, as shown in the lower panel to serve as orientation.

The TMA scan can be divided into three distinct regions. In the low-temperature region

(below Tg ), the viscosity remains relatively constant and exhibits considerable scatter,

as the sample does not undergo significant deflection in the glassy state. As the glass

transition region is approached, the system devitrifies and enters the SCLR. Here, the

viscosity declines continuously with increasing temperature (quasi-Arrhenius or VFT-like

behavior) until the liquid crystallizes. When crystallizing, the alloy starts to behave like

a solid, which is reflected in the sudden rise in viscosity. Interestingly, an anomalous

increase in viscosity is observed in Ni59.2Nb33.8Ta5P2 prior to crystallization (red circle

in Fig. 5.3c) and may be related to a phase separation in the SCL, as often reported in

glass-forming liquids [47, 70, 285, 299]. This behavior may also correlate with the double

glass transition observed upon Ta addition, as discussed in Chapter 4.2.2. While a more

comprehensive understanding of this anomaly requires further investigation, which is

beyond the scope of this thesis, the fragility parameter D∗ and thus the kinetic fragility at

low temperatures can still be determined by fitting the SCL region of the scan measure-

ments in combination with the equilibrium viscosity at long timescales determined from

sub-Tg relaxation experiments with the VFT equation.

The obtained fragility parameters for all studied Ni-Nb alloys, along with the correspond-

ing fitting parameters, are summarized in Table 5.3. The binary base alloy shows the
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Fig. 5.3 Low temperature viscosity of a) Ni62Nb38, b) Ni59.2Nb38.8P2 and c)
Ni59.2Nb33.8Ta5P2. The plot is divided into three parts. The top left inset shows the isother-
mal viscosity measurements below the glass transition, fitted by KWW fits to describe
the relaxation process from glassy state to the equilibrium liquid on long timescales. The
equilibrium viscosities are plotted as a function of inverse temperature along a TMA scan
measurement, which are both fitted by the VFT equation (black dashed-dotted line). The
lower panel shows the DSC scan of the respective alloys and serves as orientation.
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most fragile behavior, with a fragility parameter D∗ of 13.9, increasing to 17.2 for the

P-containing Ni-Nb-P alloy and reaching 18.3 for the quaternary Ni-Nb-Ta-P alloy. This

increase with the number of alloying elements is expected, as the reduction of atomic mo-

bility was the primary objective of the alloy development and the application of empirical

rules for glass formation. Interestingly, binary Ni62Nb38 already exhibits a relatively strong

behavior, which is unusual for binary alloys, as the fragility of those is expected to be rather

in the range of monoatomic liquids with a D∗ ≈ 2 or slightly higher [42]. For this reason,

most metallic glasses are typically multi-component alloys with four to five components

of different sizes to achieve stronger liquid fragility. Binary bulk glass-forming alloys, such

as Cu-Zr and Ni-Nb, generally appear to be an exception, as they exhibit reduced atomic

mobility even in their binary state. This is reflected in their relatively low kinetic-fragility

parameter m, with Cu-Zr showing an m-fragility of 62 [229], comparable to that of Ni-Nb

with m = 60 (see Table 5.3). The trend to a progressively stronger liquid is further evident

in the thermal stability ∆Tx of the alloys, which increases from 32 K for Ni62Nb38, to 49 K

for Ni59.2Nb38.8P2, and 60 K for Ni59.2Nb33.8Ta5P2. A more stable SCLR typically indicates

higher viscosities and thus higher resistance to crystallization (i.e. lower atomic mobility

according to the Maxwell relation Eq. 2.9), which is in accordance with the observed

increase in GFA when P and Ta is introduced. This trend is more clearly visible when the

low-temperature viscosity, particularly the VFT-fit, is plotted in the form of an ’Angell’ plot,

shown in Fig. 5.4. This type of presentation reveals that the highest viscosity at any nor-

malized temperature (T ∗
g /T ) is observed for Ni59.2Nb33.8Ta5P2, followed by Ni59.2Nb38.8P2

and then Ni62Nb38.

In order to obtain a comprehensive understanding of viscosity over the entire tempera-

ture range, it is essential to cover not only the SCLR at Tg , but also the range up to the

high-temperature equilibrium liquid. Since the intermediate temperature range is ex-

perimentally inaccessible for most systems, as crystallization occurs very quickly due to

the high driving force for crystallization and fast liquid dynamics, further experimental

investigations focus primarily on high-temperature viscosity. The most accurate method

for this is levitation in a vacuum, as it avoids the main problems encountered when

using rheometers, i.e. sample contamination by oxygen and the crucible container. Fur-

thermore, levitation reduces the risk of heterogeneous nucleation and allows viscosity

measurements not only above the liquidus temperature, but also at certain degrees of

supercooling.
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Fig. 5.5a shows viscosity data for binary Ni62Nb38 measured by Mauro et al. using an

electrostatic levitator [300]. In the case of Ni59.2Nb38.8P2, the high temperature viscos-

ity was measured during a parabolic flight campaign in collaboration with the German

Aerospace Centre (DLR) and Novespace, using electromagnetic levitation instead of elec-

trostatic levitation. The sample was rapidly heated to the equilibrium liquid state by a

heating coil, followed by free cooling. During each cycle, two excitation pulses induced

damped oscillations, and their decay correlates directly with the viscosity, as described

in Chapter 3.3.2. The results are shown in Fig. 5.5b, where the equilibrium viscosities

are plotted as a function of temperature. The uncertainty in viscosity corresponds to the

mean value of the oscillation in the X- and Y-directions, both fitted with a damped cosine

function. The temperature error is a consequence of the continuous cooling nature of the

experiment as exemplary shown in Fig. 3.12. The measured viscosities above the liquidus

temperature (grey dashed line) were in the range of 30 to 40 mPa·s, which is similar to

the values obtained by Mauro et al. for binary Ni-Nb [300]. When supercooled below

the liquidus temperature, the viscosity increases quickly to a range of 60 to 80 mPa·s. In

ground-based experiments without time constraints, it is possible to achieve even deeper

undercooling. Consequently, the binary alloy could be measured to lower temperatures,

i.e. higher viscosities. In contrast, the time window during the TEMPUS campaign was

constrained to approximately 20-25 seconds per cycle, during which the sample was

heated, cooled, and excited, limiting the extent of undercooling.
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Fig. 5.5 High temperature viscosity of a) Ni62Nb38 and b) Ni59.2Nb38.8P2. The data
for Ni62Nb38 were measured by ESL and are taken from Ref. [300], while those for
Ni59.2Nb38.8P2 were obtained from TEMPUS measurements during a parabolic flight
campaign. The dashed vertical line represents the liquidus temperature Tl of each com-
position, while the dashed-dotted curve represents the VFT-fit.

The high-temperature viscosity was also fitted using a VFT equation, with the fit pinned to

the viscosity at the kinetic glass transition temperature T ∗
g of each composition. This fitting

revealed a relatively fragile behavior, with a kinetic fragility parameter D∗ = 6.6 for both the

binary and ternary alloys. Such a discrepancy, where the low-temperature fragility exhibits

a considerably stronger temperature dependence compared to the high-temperature liq-

uid, is commonly observed in metallic glass-forming liquids and is discussed Section 5.5.

When comparing the data sets of both compositions, the viscosity and fragility appear

similar at first glance, which is not surprising as only a small amount of P was added.

Additionally, the atomic size of P is small and thus expected to be highly mobile at ele-

vated temperatures. Nonetheless, when the temperature is normalized to the liquidus

temperature to allow a proper comparison of both compositions, a difference between the

binary and ternary alloy becomes apparent, as can be seen in Fig. 5.6. The P-containing

composition exhibits slightly higher viscosity at each normalized temperature, which is

consistent with the findings at low-temperatures also indicating slower kinetics. However,

these discrepancies should be interpreted with caution, given the small differences be-

tween both alloys as well as the uncertainties of the TEMPUS measurements. No data

could be obtained for the quaternary Ni59.2Nb33.8Ta5P2 composition due to limited access

to TEMPUS experiments. However, based on the similarity of the binary and ternary alloy,

a similar viscosity behavior is expected for Ni59.2Nb33.8Ta5P2 at high temperature.
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Table 5.3 Summary of the high and low-temperature VFT fitting parameters for the stud-
ied Ni-Nb alloys. While D∗ and T0 correspond to fitting parameters, η0 was calculated
based on the molar volume, as described in Chapter 2.1.3. The kinetic glass transition
temperature T ∗

g and the fragility index m (slope at T ∗
g ) are derived from the VFT fit. The

reported errors represent the fitting uncertainties.

Ni62Nb38 Ni59.2Nb38.8P2 Ni59.2Nb33.8Ta5P2

high T low T high T low T low T

η0 (10−5 Pas) 4.86 4.86 4.76 4.76 4.76

D∗ - 6.6±0.1 13.9±0.1 6.6±0.1 17.2±1.1 18.3±0.1

T0 (K) 765±1 656±2 775±3 625±1 611±1

T ∗
g (K) 899 899 911 911 909

m - 110 60 109 52 50
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5.3 Crystallization Behavior

The following section is primarily dedicated to an in-depth examination of the crystal-

lization behavior of the best glass formers in the Ni-Nb family. The TTT diagram section

primarily focuses on the crystallization behavior at low-temperatures, as up to now, crystal-

lization studies from the equilibrium liquid are hardly feasible for such high temperature

alloys. Nevertheless, to gain insights into high-temperature crystallization, in-situ diffrac-

tion studies were conducted not only upon heating from the glassy state, but also upon

cooling from the equilibrium liquid, with the objective to resolve the primary precipitating

phases competing with glass formation.

5.3.1 Time-Temperature-Transformation Diagrams

TTT diagrams represent the relationship between time, temperature, and phase transfor-

mations, such as crystallization in metallic glass-forming melts, which plays a crucial role

in understanding the crystallization kinetics of metallic glasses from an amorphous state

to a crystalline one. Isothermal TTT diagrams for the low-temperature range around the

Tg (refer to Chapter 3.2.5) are presented for three distinct Ni-Nb alloys. These diagrams

are particularly relevant to analyze the influence of alloying elements on thermal stability,

yielding insights how certain elements influence the atomic mobility by retarding or ac-

celerating crystallization.

Fig. 5.7 presents the isothermal TTT diagrams for the best glass-forming composition of

the respective binary, ternary, or quaternary system at various temperatures. The signature

of the isothermal crystallization of a) Ni62Nb38 and b) Ni59.2Nb38.8P2 exhibits a striking

similarity, manifested in the form of a double crystallization peak. It is notable that the

initial event is retarded by minor additions, as evidenced by an increased overlap of both

crystallization peaks for Ni59.2Nb38.8P2. This destabilization of the crystallization process

was already visible from the DSC scan measurements with a constant heating rate, where

the onset for crystallization was pushed to a higher temperature with increasing P-content

(see Table 4.1). Given that the initial crystallizing phase for Ni62Nb38 and Ni59.2Nb38.8P2

corresponds to the metastable M-phase [301], which will be discussed in more detail in the

next section, it appears that P destabilizes this phase. A complete destabilization occurs

when Ta is incorporated, resulting in a single isothermal crystallization event, as shown in

Fig. 5.7c. The corresponding crystallization times, indicating 5 %, 50 % and 95 % crystal-

lization, are given on the right in Fig. 5.7d, e and f. The highest isothermal temperature of

Ni62Nb38, 933 K, was very close to its onset of crystallization, Tx =939 K, measured at a rate
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Fig. 5.7 Heat flow curves measured for different temperatures of a) Ni62Nb38, b)
Ni59.2Nb38.8P2 and c) Ni59.2Nb33.8Ta5P2. The temperature of the respective measurement
is color coded from the lowest temperature in blue to the highest in red. The isothermal
TTT diagrams at low temperatures are obtained by integrating the exothermic crystal-
lization peaks to calculate 5 %, 50 % and 95 % of the area, representing the amount of
crystallization transformation.
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of 0.333 Ks-1. This resulted in crystallization without a significant incubation time once the

isothermal temperature was reached, indicating a low thermal stability of the alloy upon

heating. When the same temperature is probed for Ni59.2Nb38.8P2, the crystallization time

is significantly prolonged, extending from approximately one minute to approximately

ten minutes. The addition of Ta results in a crystallization time of 73 minutes at the same

temperature, demonstrating an even more pronounced increase in thermal stability. This

is particularly attributable to the suppression of the first crystallizing phase as well as the

reduced atomic mobility, as outlined in the previous section.

In order to demonstrate the effect of each alloying element more clearly, the temperature

scale of the TTT diagrams has been normalized to the glass transition temperature. It can

be observed that the thermal stability, or rather resistance against crystallization, increases

from Ni62Nb38 over Ni59.2Nb38.8P2 to Ni59.2Nb33.8Ta5P2. On such a scale, the low thermal

stability of the binary Ni62Nb38 alloy is evident from the faster crystallization times at each

normalized temperature T /T onset
g when compared to the P- and Ta-containing alloys.

Specifically, the latter exhibits the best combination between high GFA, thermal stability

and resistance against crystallization within the Ni-Nb alloy family.
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Fig. 5.8 TTT diagram normalized to T onset
g for the binary Ni62Nb38 base alloy compared to

the best ternary and quaternary glass former, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2.



5.3 Crystallization Behavior 137

5.3.2 In-situ Crystallization of Ni-Nb-(Ta)-(P) Alloys

This section focuses on the results of in-situ synchrotron HE-XRD experiments performed

at the beamline facilities P21.1 and P21.2 at DESY in Hamburg. The first section discusses

the crystallization behavior of Ni-Nb-(Ta)-(P) alloys upon heating from an amorphous

as-cast sample through all crystallization stages up to temperatures close to the liquidus

temperature, revealing a comprehensive picture on the devitrification of these alloys. In

the second part, the crystallization sequence upon cooling from the liquid state during ESL

is studied, providing information of the primary phases that compete with glass formation.

With the knowledge of the primary phases upon heating and cooling, schematic time-

temperature-transformation diagrams and their evolution with P- and Ta-additions can

be constructed and discussed.

Crystallization upon heating from the glassy state

The crystallization behavior of amorphous metals upon heating is an important property

that reflects the resistance of a glass against crystallization. This understanding is essential

for applications at elevated temperatures near the glass transition, as it provides insight

into how to maintain the glassy structure and thus preserve the beneficial properties of

metallic glasses that are lost when crystallization sets in. Another application, in which

a stable undercooled liquid is required, is the technique of thermoplastic forming. As a

result of the significantly improved SCLR by P and Ta alloying as shown in Chapter 4.1.1,

Ni-Nb-(Ta)-P alloys exhibit sufficient stability in comparison to the binary base alloy,

enabling the production of high-strength components by thermoplastic forming for the

first time. Last but not least, selective laser melting is an emerging process for producing

amorphous metals on a larger scale without the limitations of the maximum castable size.

This process uses a laser to melt the powder and build up the final component layer by

layer. However, the continuous heat input from the laser can alter the already amorphous

solidified layer, especially in the heat-affected zone, which is most prone to crystallization.

After the discovery of binary Ni-Nb glasses, considerable efforts have been made to under-

stand the crystallization sequence of these alloys by means of various ex-situ techniques

such as differential scanning calorimetry, electrical resistivity measurements, laboratory

X-ray diffraction and transmission electron microscopy [189, 301, 302]. These experi-

ments clearly revealed an initial metastable phase forming in the amorphous matrix with

a structure similar to the M-phase found in Ni-Nb-Al alloys [301]. However, the nature of

ex-situ thermal treatments in a DSC followed by analysis introduces some uncertainties
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that complicate the exact determination of the phase sequence during crystallization.

With access to in-situ synchrotron X-ray diffraction experiments, the focus here is on the

determination of the crystallization sequence during heating with a temporal resolution

of 5 s, revealing all structural changes within the sample.

The in-situ HE-XRD experiments upon heating from the glassy state were conducted

at the PETRAIII beamline facility P21.1 at DESY; details of the experimental setup are

given in Chapter 3.4.4. The experiments were performed using the same heating rate of

0.333 Ks−1 as in the calorimetric experiments, which allows a direct comparison of the

exothermic events in the DSC with the crystallizing phases. Each plot is divided into three

parts showing on the left the evolution of all collected diffraction patterns as a function of

temperature. The adjacent panel shows the DSC scan of this alloy with the same tempera-

ture scaling. For a better overview and identification of the crystalline phases, a selection

of diffraction patterns has been summarized in the right-hand figure, starting from the

amorphous state up to the formation of the individual compounds. The color-coding

from blue to red indicates the increasing temperature. The position of each diffraction

pattern is additionally marked with a colored dot in the DSC scan.

Fig. 5.9 shows the evolution of the diffraction patterns for Ni62Nb38 and Ni59.2Nb38.8P2.

From their DSC signal, both alloys look similar, although the first exothermic event con-

sists of two peaks for the Ni62Nb38 alloy and only one peak for the P-containing alloy.

The addition of P appears to destabilize the first crystallizing phase, suggesting that this

phase is no longer the primary phase upon heating in Ni59.2Nb38.8P2. However, in-situ

measurements provide a more nuanced picture. Once the atomic mobility is high enough

for crystallization to set in, the amorphous halo begins to sharpen not only for the alloy

Ni62Nb38, but also for Ni59.2Nb38.8P2, indicating that the first phase is not completely

destabilized by P-addition. This is supported by isothermal crystallization shown in Sec-

tion 3.2.5, revealing similar crystallization signature in both alloys. This raises the question

of which crystalline structure can be assigned to this first phase. Several studies have

attributed it to the M-phase, similar to what has been observed in the ternary Ni-Nb-Al sys-

tem [189, 301–303]. The expected M-phase was simulated using the program VESTA [304]

based on crystallographic data from Ref. [305], as shown in Fig. 5.9 (violet curve). However,

the large number of Bragg peaks cannot be resolved in HE-XRD, as low-temperature crys-

tallization typically involves homogeneous nucleation of crystals in the range of only few

nanometers across the sample volume due to the strongly reduced dynamics, resulting

in rather broad and diffuse instead of distinct reflexes. Consequently, identifying the



5.3 Crystallization Behavior 139

Fig. 5.9 In-situ HE-XRD results of a) Ni62Nb38 and b) Ni59.2Nb38.8P2. Each figure is seg-
mented into three parts. Left: Evolution of I (Q) of an as-cast sample as a function of
temperature in form of a contour plot. The various crystallization steps are marked from
Tx,1 to Tx,4 with horizontally dotted lines. Middle: Corresponding DSC curve measured
with the same heating rate as the HE-XRD measurements. Right: Detailed view of selected
I (Q) patterns showing the structural change starting from the amorphous state through
the SCL up to the formation of the individual crystalline phases.
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M-phase by HE-XRD alone is not feasible. Nevertheless, studies by Collins et al. using

transmission electron microscopy have conclusively shown that the M-phase is indeed

the first crystallizing phase in binary Ni-Nb glass-forming alloys upon heating [302]. Given

the similarity of the HE-XRD signature observed in the Ni-Nb system to that observed for

Ni-Nb-P, it is reasonable to conclude that the M-phase also precipitates in the latter system.

Irrespective of whether the alloy is Ni62Nb38 or Ni59.2Nb38.8P2, the phase that subsequently

precipitates at Tx2 corresponds to the formation of Ni3Nb, one of the equilibrium phases.

This phase is indicated by the appearance of a peak at Q-values around 3.1 Å−1, which

coincides with the most intense Bragg peaks in the simulated diffractogram of Ni3Nb

(represented by the red curve). When passing the second distinct exothermic reaction

in the DSC, Ni6Nb7 forms, as evidenced by the appearance of the most prominent Bragg

peaks of that phase at Q-values of 2.5 Å−1, 2.8 Å−1 and 3.3 Å−1. At elevated temperatures

(Tx4, around 1200 K), the remaining metastable M-phase decomposes into Ni3Nb and

Ni6Nb7, resulting in a final structure composed exclusively of these two phases, at least

in the case of the binary Ni62Nb38 alloy shown in Fig. 5.9a. These results match well with

those observed for Ni60Nb40, which exhibits the same devitrification sequence from the

glassy state to the formation of the equilibrium phases at higher temperatures [302]. In

the case of Ni59.2Nb38.8P2, however, the crystallization sequence is similar in its early

stages up to Tx3, with the exception that an additional P-rich phase (Nb3Ni2P) emerges

at high temperatures (Tx4), recognizable by the high-intensity Bragg peak at Q = 2.8 Å−1.

Detailed information on the space group and lattice parameters of each phase is given in

the appendix in Table A.1.

The identification of Bragg peaks in low-temperature HE-XRD presented notable chal-

lenges due to the broad peak profiles, which initially suggested the presence of small

crystallite sizes. However, these broad peaks are primarily attributed to the experimental

setup at beamline P21.1. This becomes evident, when comparing those data to ex-situ

measurements of the same compositions, which were additionally performed at beamline

P21.2, as shown in Fig. 5.10. These samples were first annealed in a DSC at three different

temperatures, representing the crystalline state after each exothermic event (see Fig. 5.9).

The discrepancy in resolution between the two beamlines is striking and can be attributed

to a number of factors, including the sample-detector distance, the beam energy, and the

detector type. In order to achieve a Q-range of at least 15 Å−1, both setups had a similar

sample-detector distance. Therefore, the difference must result from the beam energy

and the detector technology, in particular the pixel size. The Varex detector in use at P21.2
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Fig. 5.10 Comparison of the Bragg peak resolution between the DESY beamlines P21.1
and P21.2. The HE-XRD patterns of P21.1 were taken at the respective temperature from
the in-situ scan measurements shown in Fig. 5.9, while the patterns of P21.2 were first
annealed ex-situ at this temperature and then measured by HE-XRD.

exhibited a pixel size of 150 µm, a reduction of 50 µm in comparison to the 200 µm pixel

size of the PerkinElmer detector used at P21.1 (details in Chapter 3.4.4). This smaller

pixel size at P21.2 contributed primarily to the improved resolution of the diffraction

patterns and thus considerably facilitated the identification of the crystallizing phases

mentioned above. Furthermore, this discrepancy in experimental resolution between the

two beamlines will also be evident in the next section, where the crystallization sequence

from the equilibrium liquid is analyzed.

Finally, the crystallization sequence of Ni59.2Nb33.8Ta5P2 was determined, as shown in

Fig. 5.11, which crystallizes analogously to the ternary alloy with the only difference that

the metastable M-phase no longer forms. This was already indicated in the low tempera-

ture TTT diagrams, where the crystallization signature had changed from a double to a

single crystallization event. This is mainly attributable to the inhibited atomic mobility,

shifting the onset for crystallization to even higher temperatures and thus destabilizes the

M-phase completely. Hence, the first phase that forms is Ni3Nb at ∼985 K (first crystalliza-

tion event), followed by Ni6Nb7 (second crystallization event) and finally a P-rich phase at
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Fig. 5.11 In-situ HE-XRD results of Ni59.2Nb33.8Ta5P2. The figure is segmented into three
parts. Left: Evolution of I (Q) of an as-cast sample as a function of temperature in form
of a contour plot. The various crystallization steps are marked from Tx,1 to Tx,3 with
horizontally dotted lines. Middle: Corresponding DSC curve measured with the same
heating rate as the HE-XRD measurements. Right: Detailed view of selected I (Q) patterns
showing the structural change starting from the amorphous state through the SCL up to
the formation of the individual crystalline phases.

high temperatures. The individual regions are marked in the contour plot and selected

diffractograms of the position marked in the DSC scan are shown in the right panel to

provide a better overview of all phases. No phases containing Ta are indicated, however

some Nb positions are likely occupied by Ta atoms due to their chemical similarity.

In summary, the observed crystallization sequence of Ni62Nb38 is in very good agreement

with that observed for Ni60Nb40 [302]. The sequence begins with a metastable M-phase,

which continuously decomposes into Ni3Nb and Ni6Nb7 (Tx1: M-phase → Tx2: M+Ni3Nb

→ Tx3: M+Ni3Nb+Ni6Nb7). This is identical for the P-containing alloys studied, with the

only differences emerging during high-temperature crystallization at Tx4, where Ni62Nb38

forms only Ni3Nb and Ni6Nb7, while Ni59.2Nb38.8P2 additionally reveals the formation of

Nb3Ni2P as a new stable compound. This is also observable for Ni59.2Nb33.8Ta5P2 with

the exception that the metastable M-phase is completely destabilized. Furthermore, the

same P-rich phase also crystallizes upon cooling from the equilibrium liquid, as will be

discussed in the following.
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Crystallization upon cooling from the equilibrium melt

As the GFA is primarily determined in casting processes, it is crucial to know the crystal-

lization sequence upon cooling from the equilibrium liquid, in particular to gain insights

of the influence of P on the primary crystallizing phase. Calorimetric cooling experiments,

followed by ex-situ XRD and microstructural analysis, are a common methodology for

studying crystallization from the equilibrium liquid. However, this method is unable to

accurately identify the primary phase that limits GFA, as the final microstructure incorpo-

rates all crystalline phases of the composition. To address this limitation, containerless

ESL HE-XRD experiments were conducted to investigate the crystallization sequence dur-

ing free cooling of Ni-Nb alloys with and without P. Three compositions, namely Ni62Nb38,

Ni59.2Nb38.8P2, and (Ni62Nb38)95P5, were studied in order to cover the entire range of inter-

est in P-content. The former two alloys represent the best glass-formers of their respective

binary or ternary system. The latter composition is one representative with excessive

alloying of P, which is accompanied by a tremendous reduction in GFA. This significant

change within this relatively small compositional range must be somehow linked to the

first precipitating phase. In this context, the in-situ HE-XRD experiments provide valuable

insights into how P influences the crystallization sequence, particularly elucidating why

minor additions are beneficial for the GFA, while larger amounts have a detrimental effect.

Each composition was heated above the liquidus temperature and after switching off

the laser, the diffraction patterns were recorded during free cooling of the samples. The

contour plots in Fig. 5.12a, c and e show the temporal evolution of the diffraction patterns

of one ESL processing cycle. The temperature was recorded with a pyrometer throughout

the cycle, resulting in the temperature cooling profile shown in the left panel of Fig. 5.12b,

d and f. Within these curves, different temperatures are indicated to cover all stages from

equilibrium melt to the SCL as well as crystallization. These are marked as colored dots

(color coding: red = high T, blue = low T) with the corresponding diffraction patterns

shown in the right panel. The first appearance of a crystalline phase is marked at the

respective temperature.

In the binary Ni62Nb38 alloy, a liquid amorphous structure exists between 1648 K (above

the liquidus temperature, Tl ) down to 1450 K, which corresponds to an undercooling of

approximately 116 K. Primary crystallization of the orthorhombic Ni3Nb phase initiates

at 1460 K. The subsequent phase, trigonal Ni6Nb7, crystallizes at a slightly higher tem-

perature of 1474 K due to the release of latent heat (recalescence), which is in agreement

with the expected phase sequence based on the binary Ni-Nb phase diagram [171]. With
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Fig. 5.12 a), b) and c) depict the in-situ synchrotron HE-XRD sequence of Ni62Nb38,
Ni59.2Nb38.8P2 and (Ni62Nb38)95P5 , respectively, in particular the temporal evolution of
the diffraction patterns of one cooling cycle. In b), d), and f), the cooling curves and
selected diffractograms reveal the structural changes occurring during the cycle. Figure
partly adapted from Ref. [273].
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the addition of P, the crystallization sequence changes, as can be seen in Fig. 5.12c and

d. In addition to Ni3Nb and Ni6Nb7, another phase emerges during the crystallization

process. The formation of this phase is indicated by the appearance of new Bragg peaks

at 1409 K (blue arrows), which occur simultaneously to Ni3Nb (red arrows). However,

since the levitation experiments were conducted in two separate campaigns, the phase

identification of Ni59.2Nb38.8P2 was more challenging due to the lower resolution of the

diffraction data collected with the PerkinElmer detector (pixel size 200 µm) at P21.1 com-

pared to those obtained with the Varex detector (pixel size 150 µm) at P21.2. Fig. 5.10

has already demonstrated the discrepancy in peak resolution between both beamlines,

which is also apparent in the levitation experiments, as the identical detectors were used.

Despite this challenge, it is evident that the crystallization process clearly differs from

that of the unmodified binary alloy. An even higher P content provides a clearer picture,

as shown for (Ni62Nb38)95P5 in Fig. 5.12e and f (measured again at P21.2), revealing the

simultaneous precipitation of two crystalline phases. The appearance of an additional

primary phase is not unexpected, as it is commonly observed upon micro-alloying of

metalloids [217]. Based on the diffraction pattern, the additional phase alongside Ni3Nb

is identified as tetragonal Nb3Ni2P, a Nb-rich intermetallic phase with a high phosphorus

content [280], showing good agreement with the observed Bragg peaks. Upon further

cooling Ni6Nb7 additionally forms in all compositions.

As can be observed in Fig. 5.13, the quaternary Ni59.2Nb33.8Ta5P2 alloy exhibits no no-

table differences in its crystallization behavior when compared to the ’parent’ alloy

Ni59.2Nb38.8P2. At the onset of crystallization at 1412 K, a simultaneous formation of

Ni3Nb and Nb3Ni2P can be observed, which is followed by the formation of Ni6Nb7 upon

further cooling. As the Ta-containing alloy was measured at P21.2 with a higher quality

in peak resolution, this measurement also serves as a verification of the crystallization

sequence of Ni59.2Nb38.8P2. The only potential difference may be that some of the Nb

atom positions in the crystallizing phases are replaced by Ta following Vegard’s law [294].

This is related to the fact that both elements are chemically and topologically equivalent.

Furthermore, the Ni-Ta system exhibits identical pendants in terms of crystal structures

as already discussed in detail in Chapter 4.3. Thus, the presence of intermixed phases

is a reasonable assumption, however cannot be resolved by diffraction experiments, as

the patterns of those phases are merely changing. This is exemplified in the appendix in

Fig. A.4, where Vegard’s law has been applied with no significant discrepancies between

the XRD patterns despite the assumption of a 50:50 (Nb:Ta) mixture. Thus, the change is

even smaller when only 5 at% Ta is present in the total composition.
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Fig. 5.13 In-situ synchrotron HE-XRD sequence of Ni59.2Nb33.8Ta5P2, in particular the
temporal evolution of the diffraction patterns of one cooling cycle starting in the high
temperature equilibrium liquid followed by free cooling. The right panel is segmented in
two parts, the corresponding cooling curves of the cycle and selected diffractograms at
different stages. The occurrence of the different crystallizing phases are indicated.

The crystalline phases were not only assigned based on their peak position in compari-

son to ideal diffractograms simulated using crystallographic data from Refs. [278–280],

but also assigned by refinement using the freely available XRD analysis software pack-

age ’Profex’ [306]. The selected diffraction patterns to be analyzed correspond to fully

crystallized patterns of the levitated samples. In the case of Ni62Nb38, the phases Ni3Nb

and Ni6Nb7 exhibited the highest score, while the P-rich compound Nb3Ni2P could be

assigned in (Ni62Nb38)95P5. Furthermore, as shown in Fig. 5.14, the diffraction patterns

were refined based on the identified crystalline phases, exhibiting excellent agreement

with experimental results with minimal intensity differences, indicating a proper phase

identification (difference between the observed and calculated I (Q) is close to zero). In

addition to XRD analysis, the crystalline phases were further verified by microstructural

analysis using electron microscopy.
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Fig. 5.14 Phase identification of fully crystallized ESL samples, a) Ni62Nb38 and
b) (Ni62Nb38)95P5, was conducted using the Profex software package with simulated
diffractograms for Ni3Nb, Ni6Nb7, and Nb3Ni2P. After refinement, the difference between
the observed and calculated I (Q)difference (=I (Q)observed-I (Q)calculated) is close to zero, in-
dicating good agreement of the assigned phases to the measured diffractogram. Figure
reproduced from the supplementary information of Ref. [273].

5.3.3 Microstructural Analysis

The ESL processed and crystallized samples a) Ni62Nb38 and b) (Ni62Nb38)95P5 were sub-

sequently examined by SEM using BSE contrast and EDX analysis, as shown in Fig. 5.15.

The image on the left provides an overview of the microstructure, while the image on the

right presents a magnified view of the region outlined in yellow. From the overview image

of both compositions, clear differences can be observed. In the case of Ni62Nb38, the

microstructure is characterized by the presence of large needles, which are surrounded by

a fine eutectic structure. This is in good agreement to the phase diagram, which indicates

that the primary formation of Ni3Nb occurs in the L+Ni3Nb region until the temperature

falls below the eutectic temperature and the precipitation of a fine eutectic structure

sets in. This is further supported by the EDX analysis, revealing a composition in at% of

Ni75-Nb25 (Ni3Nb) for the dark-appearing phase (#1) and Ni53-Nb47 (Ni6Nb7) for the white

phase (#2). These findings are in good agreement with the anticipated crystalline phases

and the diffraction data. The slight discrepancy between the measured composition in

EDX and the actual phase can be attributed to the fact that Ni6Nb7 is not a strictly stoi-

chiometric compound, but has a certain compositional range in the phase diagram [171].
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The overall appearance of the P-containing alloy appears to be coarser without the large

Ni3Nb needles passing through the sample. This is probably related to the P-rich phase

that forms simultaneous to Ni3Nb according to the diffraction data. This can be also

verified upon compositional analysis, revealing an EDX composition of Ni76-Nb24 (Ni3Nb)

for #4 and Nb56-Ni24-P20 (Nb3Ni2P) for #3. The second eutectic phase Ni6Nb7 can be also

found with a composition of Ni54-Nb46 marked as #5. Although phases #3 and #5 display

a comparable white contrast in BSE mode, making them visually indistinguishable, their

chemical compositions from EDX measurements differ significantly. This strong local

enrichment in phosphorous compared to the nominal composition results from the fact

that both crystalline phases Ni3Nb and Ni6Nb7 are fully depleted in phosphorous. A com-

parable phenomenon was observed when sulfur was incorporated into the Ni-Nb system,

indicating that the eutectic phases are likewise unable to accommodate the metalloid

element within their crystal structures [205].
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Fig. 5.15 a) and b) show cross-sectional BSE images of the container-less processed ESL
samples of alloys Ni62Nb38 and (Ni62Nb38)95P5, respectively. The right image shows a mag-
nified view of the region indicated (yellow box). The locations where EDX measurements
were conducted are indicated by yellow dots. The dark phases (#1 and #4) are identified as
Ni3Nb, while the bright phases (#2 and #5) indicate the presence of a Ni6Nb7. Phase #3,
identified as Nb3Ni2P, appears visually similar to Phase #5 in BSE mode, but is chemically
distinct, with significant enrichment in Nb and P. Figure reproduced from Ref. [273].
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5.4 Mechanical Properties

Metallic glasses are typically microscopically ductile, deforming by shearing at approx-

imately 45◦ under tensile stress. However, their fracture behavior is dominated by a

single, localized shear band, which leads to sudden failure with no macroscopic plas-

ticity during tensile tests. Consequently, the mechanical properties of these materials

are often evaluated using compression tests, which promote the formation of multiple

shear bands and extensive plastic deformation. Another frequently used method to assess

the ductility of a material is 3PBB testing, which subjects the material to a combination

of compressive and tensile stresses. The neutral fiber within the beam constrains the

propagation of shear bands, thereby facilitating the formation of multiple shear bands.

Consequently, 3PBB testing is an effective technique to assess the intrinsic ductility of

an alloy. Fig. 5.16a depicts the compressive stress-strain curves for the binary, ternary,

and quaternary bulk glass-forming alloys Ni62Nb38, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2,

respectively. All of these alloys demonstrate an elastic strain of ∼2 %, a Young’s modu-

lus ranging from 124-145 GPa, and a yield strength of about 3 GPa, followed by plastic

deformation with serrated flow. The incorporation of P and Ta leads to a slight increase

in total strain, with Ni59.2Nb33.8Ta5P2 exhibiting the highest strain-to-failure of ∼10 %, as

shown in Fig. 5.16b along the evolution of the GFA. Furthermore, strain hardening can be

observed, which is unusual for metallic glasses, as these materials typically exhibit strain

softening during deformation. This will be discussed in Section 5.5 in more detail.
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Fig. 5.16 a) Engineering stress-strain curves obtained from room-temperature compres-
sion tests of Ni-Nb-(Ta)-(P) alloys. The tests were performed under a constant displace-
ment rate of 0.16 µm·s-1 with nominal sample dimensions of 1×1×2 mm3 (aspect ratio: 2
to 1). The corresponding evolution of the total strain ϵtot al (=ϵ f , fracture strain) along the
critical casting diameter dc is given in b). Figure reproduced from Ref. [273].
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Fig. 5.17 a) Engineering stress-strain curves obtained from room-temperature 3PBB tests
of Ni-Nb-(Ta)-(P) alloys. The tests were performed under a constant deflection rate of
0.3 mm·min-1 with nominal sample dimensions of 1×2×15 mm3. The Zr-based reference
BMG (AMZ4) was tested in dimensions of 2×3×20 mm3. The corresponding evolution of
the fracture strain ϵ f along the critical casting diameter dc is given in b), revealing a more
brittle fracture behavior for the better glass-formers.

Fig. 5.17a shows the 3PBB engineering stress-strain curves for the same alloys in com-

parison with the Zr-based BMG, AMZ4 (Zr59.3Cu28.8Al10.4Nb1.5), an alloy widely used for

commercial applications. This comparison highlights the great interest for Ni-Nb-based

BMGs due to their significantly higher strength, particularly in combination with a GFA

of up to 6 mm, which opens the door to a much wider range of applications. Unlike the

compression experiments, 3PBB testing reveals a decrease in ductility from 7.43 % fracture

strain for binary Ni-Nb to 3.86 % when P is added, as quantified in Fig. 5.17b and Table 5.4.

The ductility is further reduced by the addition of Ta to 3.61 % for the best quaternary glass

former, while complete embrittlement with premature failure before the yield strength

is reached (ϵ f =1.2 %) is found for even higher Ta contents, such as Ni59.2Nb27.8Ta11P2,

which solidifies nearly fully amorphous at dimensions as high as 6 mm (see Fig. 4.11). It is

noteworthy to mention that the observed embrittlement in 3PBB is consistent with sample

handling experience during processing, suggesting that compression tests may not be a

reliable representation of the intrinsic ductility (or fracture toughness) of a glass-forming

alloy.

For this reason, fracture toughness experiments were conducted in collaboration with

the School of Mechanical and Manufacturing Engineering of the University of New South

Wales in Sydney, who used single-edge notched beams in a 3PBB setup [307]. In general,
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the size limitations of amorphous metals prevent testing according to the dimension

requirements given in the ASTM standard E399, meaning that the fracture toughness

values given in the following will be KQ rather than K IC values2. The binary Ni62Nb38 alloy

was measured to have a fracture toughness of KQ =50±6 MPa m1/2, which is remarkably

high for a material with a yield strength of 3 GPa, a combination that is not reported in

the literature so far. On the downside, even minor P addition drastically reduces fracture

toughness to KQ of 26±5 MPa m1/2, analogous to the reduced total strain observed for

3PBB tests. Furthermore, the Ta-containing alloy could not be reliably tested due to its

even more brittle nature, as no pre-cracking of the samples was possible. Hence, the

fracture toughness is expected to be less than 20 MPa m1/2. For further details, the reader

is referred to the corresponding publication [307].

The reduced ductility is also reflected in the fracture surfaces of Ni62Nb38, Ni59.2Nb38.8P2,

Ni59.2Nb33.8Ta5P2 and Ni59.2Nb27.8Ta11P2 from 3PBB experiments. A series of characteris-

tic fracture patterns for each composition starting with an overview image followed by

various magnifications is shown in Fig. 5.18. For all compositions, the major part of the

fracture surface is dominated by dimple patterns, while significant difference between

the P-free alloy can be found compared to the P-containing alloys. The dimple size of

Ni62Nb38 is within the range of 6 µm, while Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 exhibit

much smaller size of about 0.5-1 µm. A larger size of the dimple patterns is generally

reported to correlate well with a larger ductility region, which is further supported by the

presence of vein patterns (see Ni62Nb38 in Fig. 5.18) typically observed in metallic glasses

with high plasticity [308, 309]. Interestingly, the Ni-Nb-(Ta)-(P) alloys show additional

zones that appear at first glance to be very smooth, but reveal a periodic structure in the

nanometer range (see Position 2 in the overview of Fig. 5.18). In the magnified images of

this position, it can clearly be seen that microbranches having a fine dimpled structure are

progressively changing into a well-defined wave pattern (nanowaves). This pattern has

a spacing of about 70 nm, which is similar to the average spacing between the periodic

nanowaves of 50-100 nm, as reported in various other glass-forming systems [310–312].

Those ripples result from the rapid crack propagation through the glass, leading to large vi-

brations and roughening of the fracture surface [310, 313, 314]. The fact that such periodic

structures are frequently observed in various brittle amorphous metals, its appearance is

in good agreement with the observed embrittlement caused by P and Ta addition. This

effect seems to be even more severe for the Ni59.2Nb27.8Ta11P2 alloy that did not reach its

2K IC represents the critical stress intensity factor at which crack propagation is initiated under load. In
contrast, KQ is an estimate of fracture toughness when test conditions do not fully satisfy the ASTM standard.
Conversely, if all test conditions meet all the requirements, KQ is equivalent to K IC .
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Fig. 5.18 SE images of the fracture surfaces of Ni62Nb38, Ni59.2Nb38.8P2, Ni59.2Nb33.8Ta5P2

and Ni59.2Nb27.8Ta11P2 from 3PBB experiments, segmented into four sections for each
composition. A representative view is shown in the top image, highlighting two regions
of interest. The dominating fracture pattern (region 1) is highlighted in the second and
third images with dimple sizes in Ni-Nb-(Ta)-P being significantly smaller (∼one order
of magnitude) than in Ni62Nb38. The images at the bottom focus on region 2, showing
a vein pattern for the binary alloy, which is characteristic of ductile deformation. In
contrast, the other alloys exhibit areas that are rather smooth, which on closer look reveal
a fine nanowave structure (about 50-70 nm spacing), indicative of a more brittle fracture
mechanism.
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yield strength in bending due to premature failure. Notably, the above-mentioned smooth

regions are significantly larger in this alloy with an even finer nanowave-like pattern,

featuring distances in the range of about 50 nm. This feature size reduction is also evident

for the dimple-like structure observed in zone 1 being now in the range of 0.3-0.4 µm, all

indications for a more brittle behavior with higher Ta contents.

Additionally, the hardness of these alloys increases with the addition of P from 862 HV5

for Ni62Nb38 to 887 HV5 for Ni59.2Nb38.8P2, while Ta alloying leads to a hardness as high

as 1000 HV5, as shown in Fig 5.19. Such an increase correlates with the higher melting

temperatures of Ta, which aligns with the known relationship between melting point and

hardness [315]. Since a higher hardness is also associated with a more brittle behavior,

this increase also aligns with the observed embrittlement when P and Ta are alloyed.
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Fig. 5.19 The evolution of hardness (HV5) in Ni59.2Nb38.8-yTayP2 (y=Ta in at%) alloys is
analyzed as a function of increasing Ta content, showing a linear progression with the
substitution of Nb by Ta. Figure reproduced from Ref. [273].
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Table 5.4 Mechanical properties of Ni62Nb38, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 with
E being the Youngs modulus, σ0.2%

y being the yield strength at 0.2 % elastic strain, σu

being the ultimate strength and ϵ f being the total strain to failure calculated from the
compression stress-strain curves. These properties are further divided into two groups
depending on the test mode (compression or 3PBB), while the hardness was measured by
conventional Vickers hardness testing with a force of 49.03 N, which corresponds to the
HV5 standard.

Alloy Test mode
E σ0.2%

y σu ϵ f HV 5
(GPa) (GPa) (GPa) (%)

Ni62Nb38
Compression 124±4 2.96±0.15 3.39±0.09 7.7±1.1

862±11
3PBB 155±1 3.59±0.05 4.91±0.08 7.4±0.4

Ni59.2Nb38.8P2
Compression 145±7 3.35±0.17 3.72±0.05 8.2±0.8

887±7
3PBB 158±1 3.70±0.04 4.95±0.08 3.8±0.3

Ni59.2Nb33.8Ta5P2
Compression 142±8 2.85±0.08 3.46±0.10 10.1±1.2

892±12
3PBB 156±2 3.64±0.03 4.81±0.14 3.6±0.2

Ni59.2Nb27.8Ta11P2
Compression not tested

892±12
3PBB 158±5 - 1.81±0.24 1.2±0.2

5.5 Summary and Discussion

This section presents a detailed analysis of the best glass formers within the binary, ternary

and quaternary Ni-Nb-(Ta)-(P) systems, which offer significant potential for industrial ap-

plications due to their excellent GFA and mechanical properties. The experimental results,

covering key aspects such as thermodynamic properties, high- and low-temperature vis-

cosity, and crystallization behavior during heating and cooling, are thoroughly discussed

to provide a deeper understanding of the glass formation process itself. Furthermore, an

understanding of the mechanical properties, particularly the effects of specific alloying

elements, is of crucial importance to be able to tailor an alloy to each application. While

these aspects were briefly addressed earlier, this section provides an in-depth discus-

sion of the most important findings, providing a deeper understanding of both the glass

formation process and the mechanical performance of this class of BMGs.
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Thermodynamics, Kinetics and Crystallization

The driving force for crystallization is represented by the Gibbs free energy difference

∆Gl−x between the liquid and the crystal, with high ∆Gl−x values indicating a higher

driving force for crystallization and hence a higher probability for nucleation. ∆Gl−x

for Ni-Nb BMGs were determined based on molar heat capacity measurements being

high, in particular when compared to other bulk glass-forming compositions. This is

evident from Fig. 5.20, showing the Tl -scaled temperature-dependent ∆Gl−x(T ) curves

for various alloys. Since the obtainable data points in the SCL were limited due to the

narrow SCLR, the driving force was additionally estimated based on the Turnbull approxi-

mation. This estimation requires information about the entropy of fusion ∆S f , which can

be calculated from the measured enthalpy of fusion ∆H f and the liquidus temperature Tl ,

which are within the same range as the binary alloy measured by Mukherjee et al. [202].

This consistency supports the reliability of the results and confirms the observed high

driving force for crystallization. However, the origin of a high GFA of a system does not

solely rely on the driving force for crystallization, but also on various factors as elaborated

by Gross et al. [45]. For instance, from a thermodynamic point of view, the interfacial

energy between the liquid and crystal is another important factor that contributes to

glass-formation. However, to estimate an interfacial energy (e.g. by JMAK fitting), the TTT

diagram across the whole temperature range needs to be available. This is not the case

for Ni-Nb-based alloys due to the high-temperature nature of this alloy family and the

associated oxidation issues, as previously outlined in Section 5.1. Although the interfacial

energy cannot be directly determined, minor alloying may be an effective method to

increase the liquid-crystal interfacial energy as postulated in Ref. [44], which could be a

contributing factor to the observed increase in GFA from a thermodynamic point of view.

Given that the liquid structure is dominated by icosahedral motifs (details in Chapter 7),

a substantial structural mismatch to the primary precipitating phases characterized by

their complex unit cells (Ni3Nb and Nb3Ni2P, see Table A.1) is expected to result in a high

interfacial energy. Therefore, despite having a high driving force for crystallization, Ni-Nb

glasses may be thermodynamically stabilized by a high liquid-crystal interfacial energy.

However, the thermodynamic contribution is not always the most important factor for

glass formation, as systems such as Zr, Fe-, and Mg-based BMGs are rather stabilized from

a kinetic point of view [46, 48, 316, 317].

Such a slowdown in liquid dynamics appears to be decisive for glass formation in Ni-Nb

alloys, which exhibit sluggish kinetics, particularly when P is present in the alloy. Fig. 5.21

presents viscosity data from low- and high-temperature measurements plotted against
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inverse temperature. It displays various fits, with both temperature ranges fitted separately

using the VFT-model (dashed-dotted lines) and collectively using the extended MYEGA

model (solid black line). The individual fits reveal a strong difference in the temperature

dependence of viscosity, showing a significantly more fragile behavior at high tempera-

tures with D∗ = 6.6 compared to D∗ = 13.9 for Ni62Nb38 and D∗ = 17.2 for Ni59.2Nb38.8P2 at

low temperatures. This contrast between a fragile high- and strong low-temperature liquid

aligns with observations in numerous metallic glass-forming liquids and is linked to signif-

icant structural ordering during the cooling process [48, 56–58, 66]. A high-temperature

fragile liquid tends to show less MRO, with its viscosity following a non-Arrhenius behavior.

The transition from such an non-Arrhenius behavior to a ’quasi-Arrhenius’ (rather linear)

behavior, is thought to origin from the development of densely packed structures that cre-

ate a more pronounced MRO [56, 319]. This suggests that significant changes in the liquid

structure are necessary to account for the sharp increase in viscosity, which is related to

the change in liquid fragility, a phenomenon typically referred to as the fragile-to-strong

transition. Similar behavior has been observed in a variety of glass-forming alloys, such as

Zr-based [56, 68, 69], Fe-based [48, 58] and La-based alloys [66], where the temperature

dependence of viscosity also shifts from high fragility at high temperatures to low fragility

at low temperatures. Such discrepancies are often observed when the VFT equation is used
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Table 5.5 Summary of the extended MYEGA fitting parameters for Ni-Nb-(P) alloys. The
kinetic glass transition temperature T ∗

g and the fragility index m (slope at T ∗
g ) are derived

from the extended MYEGA fit.

Ni62Nb38 Ni59.2Nb38.8P2

high T low T high T low T

Wi - 4.10 1.15×10−3 200.46 1.01×10−3

Ci (K) 12756.9 2439.7 17855.5 2327.8

η0 (10−2 Pas) 1.08 1.81

T ∗
g (K) 901 914

m - 54 49

to model viscosity over several orders of magnitude. Therefore, it fails to properly describe

the entire temperature range, prompting the use of alternative models. In this context,

the extended MYEGA model is applied, consisting of two components that represent

the strong low-temperature and fragile high-temperature regions. In simple terms, this

model can be viewed as a combination of two VFT-functions into a single framework to

accurately describe the viscosity behavior across various orders of magnitude. Therefore,

the m-fragility values derived from the extended MYEGA fit (m=54 and 49) closely match

those obtained from individual VFT fitting (m=60 and 52) for Ni62Nb38 and Ni59.2Nb38.8P2.

Overall, the key advantage of the extended MYEGA model is that it effectively addresses

the FST. Furthermore, the viscosity prediction appears to be significantly more precise,

closely aligning with data points at both high- and low-temperatures. In particular, the

high-temperature data show good agreement, in contrast to the VFT-fit, which models

those data less accurate, as is evident in the insets of Fig. 5.21. A summary of all fitting

parameters, including the kinetic glass transition temperature T ∗
g and m-fragility, can be

found in Table 5.5.

To summarize the findings of the crystallization process, schematic TTT diagrams were

constructed for the best binary, ternary, and quaternary Ni-Nb-based glass-forming com-

positions. These diagrams are based on the HE-XRD in-situ crystallization studies during

heating and cooling, as well as critical casting size data for each composition. The objec-

tive is to provide a graphical visualization of the crystalline phase evolution on the basis of

the alloying strategy. The diagram of the binary composition is shown in Fig. 5.22a, with

the crystallization curve of Ni3Nb (red curve) located at shorter times in comparison to
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Fig. 5.21 Overview of the viscosity data across the whole temperature range for a) Ni62Nb38
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(scan: dark blue circles, isothermal: blue circles), electrostatic levitation experiments
(taken from Ref. [300]), and TEMPUS experiments at high temperatures (red circles) are
plotted over inverse temperature. In b), the binary Ni-Nb high-temperature data are
additionally shown to highlight that the addition of P does not significantly alter the
viscosity of the high-temperature liquid. The data are fitted using the VFT model to
describe the low- and high-temperature datasets individually, while the extended MYEGA
model is able to describe the viscosity behavior across the entire temperature range.
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Ni6Nb7 (black curve), corresponding to the phase sequence observed during continuous

cooling from the liquid state. This is consistent with the phase sequence one would ex-

pect from the phase diagram (see Fig 2.20), as the composition is located on the Ni rich

side of the eutectic. The drawn cooling curves indicate a critical casting size of 2 mm,

which means that casting at larger dimensions leads to crystallization, forming Ni3Nb

and Ni6Nb7. An estimate of the critical cooling rate can be calculated from the critical

casting thickness dc according to the empirical equation proposed by Lin et al. (R = 10/d 2
c ,

dc in cm; Rc = 250 Ks-1) [275]. Notably, the metastable M-phase (violet curve) is not

encountered during cooling, but appears during crystallization upon heating from the

glassy state. This phase subsequently decomposes into Ni3Nb and Ni6Nb7, leaving a final

structure composed of both eutectic phases analogous to the structure when crystallized

during cooling. This is not only confirmed by the HE-XRD synchrotron data, but also

supported by the findings of Collins et al. who used electron microscopy to analyze a

similar Ni-Nb alloy [302].

The effect of P on the crystallization curves of Ni3Nb and Ni6Nb7 is shown in Fig. 5.22b

(solid red and black lines), which shows that both phases shift to longer times due to a

significant increase in GFA up to 5 mm. In addition, a P-rich compound forms alongside

Ni3Nb in P-containing alloys, which is not only observed for the Ni59.2Nb38.8P2 compo-

sition, but also for Ni59.2Nb33.8Ta5P2. Similar changes in crystallization behavior were

observed when S was introduced into the Ni-Nb system, leading to the precipitation of

NiS, a compound highly enriched in S, analogous to the results of micro-alloying with

P [205]. Further EDX analysis of the ESL-processed (Ni62Nb38)95P5 sample revealed that

the P solubility in the primary Ni3Nb phase is close to zero, requiring long-range diffusion

of P for crystal nucleation. This also applies to the formation of Nb3Ni2P, which requires

significant local P enrichment in the liquid. Therefore, the presence of P appears to be

detrimental to GFA, as it promotes the formation of P-rich phases, which nucleate more

easily compared to eutectic phases. However, when P is alloyed in optimized quanti-

ties (about 2 at%), the formation of Ni3Nb is retarded due to the inability of Ni3Nb to

accommodate P in its crystalline structure, while it also reduces the melt dynamics (see

Section 5.2), culminating in the observed enhancement of the critical casting size from

2 mm up to 5 mm. This kinetic slowdown is also observable at low temperatures, as

revealed by the stabilization of the SCL from initially no stable SCLR due to the formation

of the M-phase to a broad SCLR of 49 K due to the partial destabilization of this phase.

This is further supported by the isothermal TTT experiments, which show that the onset

for crystallization is shifted to longer times. Nevertheless, the M-phase still appears in
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the calorimetric signature as well as in the HE-XRD measurements, as shown in Fig. 5.7

and 5.9. Thus, the M-phase is shifted to higher temperatures, almost coinciding with the

formation of Ni3Nb, which is the subsequent crystallizing phase emerging from the glassy

state.

As shown in Fig. 5.22c, the introduction of Ta into the Ni-Nb system does not alter the crys-

tallization sequence substantially, with the Nb3Ni2P, Ni3(Nb,Ta) and Ni6(Nb,Ta)7 phases

remaining almost unchanged during cooling. The main differences are found in the latter,

which can be considered as mixtures of orthorhombic Ni3Nb and Ni3Ta as well as trigonal

Ni6Nb7 and NiTa, as they exhibit identical crystal structures and are therefore miscible

with each other. In addition, proper amounts of Ta shifts the crystallization ’noses’ to even

longer times, resulting in improved critical casting size up to 6 mm. This increase is cou-

pled with improved kinetic stability, which is also reflected in the complete destabilization

of the metastable M-phase in the low-temperature part of the TTT diagram, as confirmed

by HE-XRD and DSC measurements. As a result, the SCLR is extended to a maximum of

60 K, which is the highest for these three alloys, demonstrating the beneficial effect of Ta

on both phase stability and crystallization behavior in the Ni-Nb system.

Mechanical Properties

Metallic glasses are characterized by a homogeneous microstructure due to their amor-

phous nature, which leads to shear softening where deformation is localized in a single

shear band [130]. However, various studies have shown that metallic glasses are not that

homogeneous on a microscopical scale, exhibiting significant microstructural hetero-

geneity that impedes shear band propagation, promoting the formation of multiple shear

bands [225, 320–322]. Such a structural heterogeneity in binary Ni-Nb glasses is supported

by the study of Lu et al. who found a chain-like network structure of interpenetrating

icosahedral clusters beyond the nearest neighbor distance [194]. Further indications of

such a heterogeneity is reported in Ref. [322] by micro-hardness maps, revealing harder

and softer patches within the amorphous structure, which may account for the unusual

strain hardening effect observed in the compressive tests of Ni-Nb-based alloys.

Next to the observed strain hardening, the improved compressive ductility of Ni-Nb-P is

surprising as minor additions of metalloids usually cause embrittlement in many different

systems. This discrepancy is particularly evident in the 3PBB experiments, which show a

decreasing total strain consistent with the observed decrease in fracture toughness. This
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Fig. 5.22 Schematic TTT diagrams deduced from in-situ crystallization at high and low
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the crystallization curves can be observed from a) to c), which mainly reveals a shift to
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and to 6 mm upon Ta addition. When P is present in the system, a P-rich Nb3Ni2P phase
precipitates simultaneous to Ni3Nb, resulting in the crystallization curves overlapping
at high temperatures. Furthermore, no M-phase can be observed for the Ta-containing
composition. R represents the cooling rate of the respective rod diameter.
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might be related to the lower sensitivity of compression tests to defects, which typically

weaken the material by accumulating stresses and act as crack initiators, in particular

when the fracture toughness is low. A typical example of alloys with low fracture toughness

K IC below 20 MPa m1/2 are Fe-based BMGs, which show good ductility in compression

tests while being intrinsically brittle [176, 178, 323, 324]. Thus, compression testing alone

is insufficient to assess an alloy’s intrinsic ductility.

In this context, Garrett et al. reported similar embrittlement effects caused by micro-

alloying, attributing them to an increase in the glass transition temperature and yield

strength, both properties that also rise in Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 as given in

Tables 4.1 and 4.4. This is consistent with the findings of Johnson et al., suggesting that ele-

ments that increase Tg also increase the activation energy for shear band formation [121].

Hence, the observed embrittlement in 3PBB is consistent with the findings in literature on

micro-alloying as well as reduced fracture toughness, while the improved ductility under

compressive loading is contrary to the typical observations and is not yet fully understood.

Besides the explanation based on the increasing complexity and heterogeneity of the

system when P and Ta is present, as discussed above, another argument might be the

degree of relaxation with Ni62Nb38 being more relaxed than Ni-Nb-(Ta)-P alloys. The

higher energy states might stem from the fact that all alloys were cast in dimensions

of 1×2 mm2, which is close to the critical casting size of Ni62Nb38 but way lower than

that of Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. Therefore, those specimens might be cast in

higher energy states, which are known to promote ductility in BMGs [325]. Nevertheless,

this argument also applies to the 3PBB beams. Consequently, the question of improved

ductility in compressive testing remains open and further research is required to gain a

more comprehensive understanding.

In conclusion, although compression testing is a reliable method for determining the char-

acteristic mechanical properties of metallic glasses, it is not a proper method to assess the

ductility of these materials due to its insensitivity to internal defects. Since embrittlement

is associated with reduced fracture toughness, those internal defects are more detrimental

in bending tests compared to compressive tests. Despite the notable reduction in ductility

by micro-alloying, the mechanical properties remain decent, particularly in view of the

significantly enhanced GFA. This becomes evident when analyzing the mechanical prop-

erties of Ni-Nb-BMGs containing sulfur as micro-alloying element, which was likewise

reported to enhance the GFA and thermal stability. However, S results in a tremendous

embrittlement, leading to a glassy fracture with premature failure before the yield strength
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is reached (see Fig. A.5 in the appendix). Therefore, while P may alter the mechanical

properties of the system, the effect is not as detrimental as observed for other elements

and is the best compromise between high GFA and good mechanical properties known so

far for this class of BMGs.

The mechanical properties of Ni-Nb-(P) BMGs are summarized in the form of an Ashby

map in Fig. 5.23, demonstrating that no comparable combination of high yield strength

of around 3 GPa and fracture toughness of up to 50 MPa m1/2 can be found in current

engineering materials [307]. For this reason, this alloy family is a promising candidate for

advanced engineering applications, in particular as larger components can be produced

amorphously due to the significantly improved GFA. In addition, advances in additive

manufacturing allow an increase in part dimensions for moderate glass formers such as

the binary Ni-Nb alloy, which opens a promising avenue for future investigations due to

the superior fracture toughness when P is not present.

Fig. 5.23 The Ashby map presents a comparison of the fracture toughness and yield
strength of Ni62Nb38 and Ni59.2Nb38.8P2 BMGs with a range of other materials, including
Pd-based and Zr-based BMGs, and a selection of engineering materials. The Ni-Nb-
(P) system is of particular interest due to its exceptional combination of high fracture
toughness with respect to its high yield strength. Figure reproduced from Ref. [307].





Chapter 6

Excursion: Unraveling the Role of

Structure on the Mechanical Properties

Next to the in-depth analysis of the Ni-Nb-system, which is the main focus of this disserta-

tion, the influence of structural changes on the mechanical properties was studied and

published for Ti- and Zr-based BMGs in the course of my PhD in Ruschel et al. (2023),

titled ’Development and optimization of novel sulfur-containing Ti-based BMGs and

the correlation between primarily crystallizing phases, thermal stability and mechanical

properties’, which appeared in Journal of Alloys and Compounds, 960, 170614 (Ref. [162])

and in Ruschel et al. (2024), titled ’Unraveling the role of relaxation and rejuvenation on

the structure and deformation behavior of the Zr-based BMG Vit105’, which appeared

in Materials Today Advances, 23, 100522 (Ref. [326]). Hence, this chapter provides an

excursion into the structure-property correlations, which, although not directly central

to the thesis, provide a crucial context for the understanding of the subsequent analysis.

By exploring these correlations, the presented discussion lays the groundwork for the

arguments presented in the next chapter, specifically on the underlying influence of the

atomic structure on ductility. This allows to deduce information for Ni-Nb-based BMGs,

since certain structural features seem to be predetermining for the mechanical properties

independent of the alloy system. If this excursion is not required, the reader may choose

to skip Chapter 6 and continue with the structural analysis of Ni-Nb alloys in Chapter 7.
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6.1 Brittle-to-Ductile Transition in Ti-based BMGs

Ti-based BMGs are highly promising for medical applications due to their unique combi-

nation of low density and high strength [327–329]. Compared to conventional crystalline

Ti alloys commonly used for orthopedic and dental implants, Ti-based amorphous alloys

have a lower Young’s modulus, making them more compatible with human bone as the

potential of stress shielding and implant loosening is reduced [330–332]. These properties,

together with their high strength and biocompatibility, make them a viable alternative

to conventional metal implants. One of the main challenges with currently available

Ti-based alloys with high GFA is that they either contain the harmful element Be or rely

on the expensive noble metal Pd, which limits the advantages of a lightweight material

due to its high density and cost [329, 333]. To overcome these limitations, our group has

developed a new series of alloys that incorporate S as an alloying element [152]. S offers

significant advantages in Ti-based systems as it is a light element, enabling bulk glass

formation without the need for undesirable elements such as Be or Pd [161, 162, 276]. S is

also compatible with the human body as it is a natural component of amino acids, making

these alloys particularly suitable for biomedical applications.

Initially, the alloy Ti40Zr35Cu17S8 of the quasi-ternary Ti-Zr-Cu-S system has emerged to

be the best Ni-free candidate due to its exceptional electrochemical corrosion resistance

as well as mechanical properties [161]. However, further studies have shown that an alloy

based on the E5 eutectic (Ti33.4Zr33Cu33 [334]) of the same Ti-Zr-Cu system can achieve

even higher GFA [162], whereas the downside of this newly developed alloy is its brittle

fracture behavior in 3PBB tests. This raises the question: Why do the mechanical proper-

ties differ so severely within the same quaternary compositional space? The fundamental

explanation appears to lie hidden in the frozen-in structure in the amorphous state, which

is only accessible upon using advanced techniques. Nonetheless, in the present study it

is shown that structural information can be obtained using readily available laboratory

techniques by studying the primary crystallization phase and thermal stability, both prop-

erties that are directly predetermined by the underlying atomic structure.

Fig. 6.1 depicts the compositions of the alloys of interest, highlighting one with high GFA

but brittle fracture behavior (Ti32Zr32Cu32S4) and another with reduced GFA but ductile

behavior (Ti40Zr35Cu17S8). The purpose of further alloy optimization is to explore the

compositional space in between to find and understand the transition point between

brittle and ductile fracture. In addition to this series of alloys, other strategies have been

explored, such as alloying with Al and Ni to support the findings. While the Al series will
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Fig. 6.1 The quasi-ternary (Ti,Zr)-Cu-S diagram shows two excellent glass-forming alloys
within this system, with Ti32Zr32Cu32S4 having a higher GFA but being mechanically brittle,
while the Ti40Zr35Cu17S8 glass-former with a GFA of 3 mm is ductile. The region of interest
is shown as grey squares representing the ’connection line’ (CL) compositions. Figure
reproduced from Ref. [162].

be additionally presented later, the reader is referred to the publication (Ref. [162]) for

details on the Ni series, as it is not critical to understand the subsequent analysis but

provides additional experimental evidence to support the findings. Focusing now on the

quasi-ternary (Ti,Zr)-Cu-S diagram in Fig. 6.1, which shows the connecting line (CL), a

linear connection between the brittle composition with high GFA (red symbol) and the

ductile alloy with reduced GFA (blue symbol). These alloys will be abbreviated as ’CL’ and

their respective S contents in the following, including the compositions Ti34Zr32.8Cu28.2S5

(CL-S5), Ti36Zr33.5Cu24.5S6 (CL-S6), Ti38Zr34.3Cu20.7S7 (CL-S7) and Ti40Zr35Cu17S8 (CL-S8).

The alloy Ti32Zr32Cu32S4 is based on the ternary eutectic E5 and will be referred to as

E5-S4.
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6.1.1 Primary Crystallizing Phases and Thermal Stability

The XRD results of the ’connecting line’ are shown in Fig. 6.2a and b for casting thicknesses

of 4 mm and 5 mm, respectively. Starting from the base alloy E5-S4 towards CL-S8, no im-

provement (but also no deterioration) of the GFA is initially observed. In other words, the

critical thickness between E5-S4 and CL-S6 remains at 4 mm. For CL-S7,the XRD pattern

predominantly shows an amorphous structure, with first signs of primary crystallization

emerging at the main peak of the amorphous halo. This phase can be assigned to the inter-

metallic compound (Ti,Zr)2Cu, which is more prominent in CL-S8. This can be explained

by the fact that CL-S8 has a GFA of only 3 mm and therefore cannot solidify at a thickness of

4 mm without crystallizing. The transition of the primary crystalline phases during cooling

from the equilibrium liquid can be seen in more detail in Fig. 6.2b, where the Laves phase

in E5-S4 switches to a coexistence of the Laves and (Ti,Zr)2Cu phases in CL-S5, followed by

pure (Ti,Zr)2Cu in CL-S6 to CL-S8. The alloy with the highest GFA, CL-S5, shows a mainly

amorphous halo in addition to first crystallization, indicating a critical casting thickness

of almost 5 mm. It is noteworthy that the maximum GFA is localized exactly where the

change in the primary phase occurs. When compositionally moving to CL-S8, the GFA

decreases continuously, which is related to the primary formation of the less complex

intermetallic (Ti,Zr)2Cu phase. The corresponding DSC measurements are shown in

Fig. 6.2c, revealing increasing thermal stability towards CL-S8 due to the destabilization

of the first phase (icosahedral phase) upon heating. The subsequent alloy development

strategy using Al was not carried out on the best composition in terms of GFA, CL-S5, but

on CL-S6, as it exhibits similar GFA but superior mechanical properties (more details later).

Fig. 6.2d and e show the XRD data for the Al-containing compositions of different thick-

nesses. Aluminium was incrementally added in small quantities as a micro-alloying

element up to a maximum Al content of 5 at%. This was done in an equiatomic manner

to ensure that the ratio of the other elements remain identical to alloy CL-S6 which had

the best combination of high GFA and good mechanical properties. All Al-containing

compositions solidified glassy as 4 mm cylindrical rods, indicating no deterioration in the

critical casting diameter compared to the base alloy. For 5 mm castings, the addition of

only 1 at% Al was not sufficient to significantly improve the GFA (compare z=1 in Fig. 6.2d

with CL-S6 in Fig. 6.2b), whereas further additions in the range of 2-3 at% Al led to the

most significant improvement with a predominantly amorphous structure (pronounced

amorphous halo) superimposed by a few Bragg peaks. The decrease in GFA with higher

Al contents was accompanied by a change in the primary crystallizing phase from the

intermetallic (Ti,Zr)2Cu compound to a C14-Laves phase. Analogous behavior was noted
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Table 6.1 Summary of Ti-Zr-Cu-S-(Al) alloys with the most important thermophysical and
mechanical parameters, as the glass transition temperature Tg , the onset for crystallization
Tx , the width of the SCLR ∆Tx , the critical casting thickness dc , the engineering yield
strength at 0.2 % strain σ0.2%

y , the fracture strength σ f and the fracture strain ϵ f . The
Young’s modulus E for all composition is very similar in the range of 88 GPa. The critical
casting thickness of Ti40Zr35Cu17S8 is taken from Ref. [161].

Alloy
Tg Tx ∆Tx dc σ0.2%

y σ f ϵ f

(K) (K) (K) (mm) (GPa) (GPa) (%)

Ti32Zr32Cu32S4 (E5-S4) 660 712 52 4 - 1.32±0.4 1.48±0.4
Ti34Zr32.8Cu28.2S5 (CL-S5) 663 717 54 4* - 1.85±0.2 2.09±0.2
Ti36Zr33.5Cu24.5S6 (CL-S6) 668 723 55 4 2.59±0.1 2.85±0.1 4.23±0.3
Ti38Zr34.3Cu20.7S7 (CL-S7) 675 729 54 4 2.64±0.1 2.79±0.1 3.59±0.4
Ti40Zr35Cu17S8 (CL-S8) 677 730 53 3 2.58±0.1 2.63±0.1 3.25±0.1

(Ti36Zr33.5Cu24.5S6)99Al1 670 720 50 4 2.51±0.2 2.59±0.3 3.54±0.4
(Ti36Zr33.5Cu24.5S6)98Al2 676 726 50 4* - 2.39±0.1 2.77±0.1
(Ti36Zr33.5Cu24.5S6)97Al3 677 727 50 4 - 1.53±0.1 1.82±0.1
(Ti36Zr33.5Cu24.5S6)96Al4 680 729 49 4 - 1.32±0.3 1.55±0.3
(Ti36Zr33.5Cu24.5S6)95Al5 695 736 41 4 - 0.65±0.4 0.86±0.3

* Best glass former of the respective series.

for the eutectic line, but vice versa as the Laves phase changed to (Ti,Zr)2Cu. Such an

effect, where small additions of elements improve the GFA but excessive alloying cause

a deterioration, is frequently observed in the literature for the so-called micro-alloying

technique and is also observed for the Ni-Nb-P alloys, as discussed in detail in the previous

chapters. The corresponding DSC scans of the (Ti36Zr33.5Cu24.5S6)100-zAlz series are shown

in Fig. 6.2f, demonstrating a reduction in the length of the SCLR, ∆Tx , upon Al addition,

but less pronounced as for the ’eutecitc line’. All characteristic temperatures for both alloy

series are summarized in Table 6.1.

6.1.2 Mechanical Properties - Brittle-to-Ductile Transition

Apart from the GFA, the mechanical properties are the most important characteristics

for an application-oriented material. Even in the case of an exceptionally high GFA,

brittle fracture behavior cannot be compensated for when it comes to use as a structural

material. On the other hand, if the GFA is too low, the produceability is also limited, so

that more complex geometries cannot be produced amorphously. Thus, an optimum

combination of high GFA and good mechanical properties is essential for glass forming

alloys intended to be used as engineering material. Fig. 6.3 depicts the stress-strain
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Fig. 6.2 XRD analysis showing 4 mm and 5 mm rods for the ’connection line’ compositions
in a) and b) and the (Ti36Zr33.5Cu24.5S6)100-zAlz (z=1, 2, 3, 4, 5) series in d) and e). The
primary phases are indicated, revealing a phase change from the (Ti,Zr)2Cu compound to
the Laves phase and vice versa. The corresponding DSC scans of fully amorphous samples
are shown in c) and f), respectively. Figure adapted from Ref. [162].
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Fig. 6.3 Engineering stress-strain curves of a) the ’connection line’ compositions and b)
upon Al alloying. In both alloying strategies, a transition from a ductile fracture behavior
to a brittle fracture behavior can be observed. The latter is indicated by a total strain of
less than 2 %. The experiments were performed with a deflection rate of 0.3 mm·min−1,
which corresponds to a strain rate of 1.5·10−4 s-1. Figure adapted from Ref. [162].

curves for a) the ’connecting line’ and b) the Al compositions. Despite the good GFA of

the base alloy E5-S4, it shows a brittle fracture behavior (total strain below 2 %). When

moving compositionally along the linear connection towards CL-S8, the brittle-to-ductile

transition occurs exactly at the intermediate composition CL-S6. This composition also

shows the highest fracture strain of up to 4.2 % of all analyzed Ti-based BMGs during

3PBB testing. Such an increase in ductility is also an indication of an increasing fracture

toughness, i.e. the alloy is less sensitive to internal or surface defects, as thoroughly

elaborated in Chapter 5.4. Subsequently, the fracture strain decreases again, to 3.59 %

and 3.25 % for CL-S7 and CL-S8, respectively, but remains in the ductile region. As already

mentioned, a high GFA is not the most important property for structural materials. For

this reason, the alloy CL-S6 was selected for further alloy optimization. Although this alloy

has a slightly poorer GFA compared to CL-S5 (see Fig. 6.2), it outperforms the other alloys

regarding its mechanical properties. In contrast, the (Ti36Zr33.5Cu24.5S6)100-zAlz series

shown in Fig. 6.3b depicts a progressive embrittlement up to the complete addition of

5 at% Al. The alloys with Al contents beyond 2 at% do not even reach their yield strength

without premature failure. The most important mechanical properties are summarized in

Table 6.1.



172 Excursion: Unraveling the Role of Structure on the Mechanical Properties

6.1.3 Discussion

Primary crystallizing phase as indicator of the amorphous structure

The XRD analysis of the investigated ’eutectic line’ and Ti-Zr-Cu-S-Al alloys show that

both the C14-Laves phase and the intermetallic compound (Ti,Zr)2Cu are the dominat-

ing phases that crystallize during cooling. This crystallization behavior, together with

the thermal stability of these alloys, provides key insights into whether an icosahedral

short-range order (ISRO) is stabilized or destabilized. Specifically, alloys precipitating

the Laves phase as primary phase demonstrate lower thermal stability, which may be

linked to ISRO-like structural motifs, as this intermetallic compound incorporates atomic

clusters with icosahedral coordination in its structure [335]. In case of the Al-containing

alloys, the ISRO is primarily stabilized by the formation of Al-centered icosahedra, as

has been observed in Cu-Zr-based metallic glasses [336]. This is supported by the strong

negative heat of mixing of Al with the other alloying elements as well as the large atomic

size differences, which also promotes the formation of icosahedral structures in the liquid

state [206, 337]. Therefore, such a stabilization results in a reduction of the thermal stabil-

ity, which is related to structural similarities between the ISRO in the amorphous state

and the quasi-crystalline icosahedral phase that is typically observed upon heating as first

crystallizing phase in various Ti-based BMGs [276, 338, 339]. Such structural similarity

lowers the interfacial energy between the glass/liquid and the icosahedral phase, resulting

in a lower nucleation barrier according to the classical nucleation theory [339–341]. This

leads to rapid crystallization once the atomic mobility is regained when approaching the

glass transition. Interestingly, a low thermal stability is particularly observed in alloys that

crystallize the Laves phase during cooling, which is known to contain significant amount

of clusters with 12-fold (icosahedral) coordinations in its structure [335]. In contrast,

when (Ti,Zr)2Cu crystallizes as the primary phase, a higher thermal stability is observed,

indicating a less pronounced ISRO. This aligns with its known tetragonal crystal structure,

which is inherently less compatible with icosahedral arrangements [334]. These struc-

tural differences are also reflected in a transition from brittle-to-ductile fracture behavior,

which underscores the strong dependence of the mechanical properties of Ti-based BMGs

on their chemical composition, particularly the ratio between the constituents and their

ability to stabilize or destabilize the ISRO. Understanding this relation is crucial, as the

mechanical properties are directly related to the intrinsic amorphous structure, i.e. the

SRO, MRO and the free volume within the glass [341, 342].
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Fig. 6.4 Schematic of a stabilized and destabilized ISRO structure. In Ti-based alloys with
a stabilized ISRO, more densely packed icosahedral motifs are expected compared to
alloys with a destabilized ISRO. This difference affects the amount of free volume in the
system, with more/less free volume resulting in ductile/brittle fracture behavior. Figure
reproduced from Ref. [162].

Fig. 6.4 schematically illustrates how a stabilization or destabilization of the ISRO can be

interpreted. The left side shows the structure of composition E5-S4 exhibiting high GFA

but brittle fracture behavior due to a stabilized ISRO. Such a structure is characterized

by an increased number of icosahedral motifs, as is also expected for the investigated

Al-containing alloys. In turn, a destabilized ISRO is associated with a reduced number

of icosahedral motifs, as illustrated on the right side of Fig. 6.4. This can be achieved by

targeted alloy development strategies (such as the ’connection line’ shown in Fig. 6.1)

leading to less densely packed regions with more free volume, which facilitates the forma-

tion of STZs and thus shear bands [122, 125]. This consideration explains the transition

from brittle-to-ductile as observed from E5-S4 to CL-S6 based on the destabilization of

the ISRO. The results suggest that primary crystallization during heating and cooling can

provide information on the ISRO structure in the liquid and thus also in the glassy state,

since the crystallization products are a direct consequence of the liquid structure. Once a

crystalline phase with icosahedral units (e.g. Laves phase) is formed, a stabilized ISRO

is expected, resulting in a low thermal stability without a pronounced SCLR [335]. Since

the icosahedral phase is structurally close to the ISRO and the Lavels phase incorporates

icosahedral clusters in its structure, it is of no surprise that the alloys with a stabilized ISRO
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fracture brittle similar to their complex crystalline counterparts [342–345]. In contrast,

Ti-based alloys with a rather simple crystalline phase (e.g. (Ti,Zr)2Cu) are expected to have

a more destabilized ISRO, resulting in improved thermal stability and consequently im-

proved mechanical properties, such as CL-S6. Similar findings were reported for Ti-based

BMGs with high ductility in compression tests by specifically selecting a eutectic system

that crystallized a ductile B2 phase instead of a complex Frank-Kasper phase [342]. How-

ever, simple crystalline structures tend to crystallize more easily and therefore exhibit a

poorer GFA. Overall, the systematic analysis of the primary crystalline phases and thermal

stability reveals that targeted manipulation of the SRO by alloying strategies enables the

design of novel composition with improved mechanical properties without significantly

compromising the GFA.

Conclusion

The mechanical properties of Ti-based BMGs were found to be closely related to the

underlying amorphous structure, whose predominant structural motifs can be deduced

from the crystalline phases. In particular, the transition region between brittle and ductile

fracture behavior could be identified by specific alloying strategies and attributed to

changes in icosahedral short-range order in the liquid and glassy states. A stabilized ISRO

leads to brittle behavior, whereas a destabilized ISRO enables ductile fracture behavior,

which is indicated by the primary crystallizing phase as well as the thermal stability of

the glass. Therefore, the analysis of the primary phases provides important insights into

the atomic structure and is a valuable technique to develop new BMGs with optimized

mechanical properties and good GFA. However, focusing on the SRO alone is not sufficient

to fully explain the relation between structure and mechanical properties, as the analysis

of the MRO also provides important information. This is discussed in more detail in the

following section.
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6.2 Role of Thermal History on Structure and Mechanical

Properties of Vit105

As described in the previous section, the structure and thus the mechanical properties of

BMGs are mainly determined by the chemical composition. However, they are likewise

influenced by the degree of relaxation, which is often described using the fictive tempera-

ture T f . A higher T f indicates increased free volume resulting from a less densely packed

structure, which in turn promotes the formation of STZs and enhanced ductility vice versa.

By varying the fictive temperature, the mechanical properties are systematically studied

for different relaxation states for the composition Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5, in at%),

which corresponds to one of the best known Zr-based glass forming compositions and is

known for its high plasticity in the as-cast state. This allows to systematically set various

degrees of relaxation and thus ductility, which is analyzed in terms of the internal enthalpy

differences and the changes in free volume. Furthermore, synchrotron diffraction studies

provide insight into the effect of thermal annealing on the atomic structure, allowing

mechanical properties and structural changes to be correlated for a deeper understanding

of the structure-property relationship.

6.2.1 Annealing Experiments: The Fictive Temperature

The annealing experiments were conducted in a Linkam THMS600 furnace, which is

equipped with a heated silver block that enables highly precise temperature control. The

aim is to set a well-defined fictive temperature, which can be achieved by carefully choos-

ing the annealing times at a given temperature. The fundamental concept to guarantee

that the annealing temperature corresponds to the new fictive temperature is schemati-

cally shown in Fig. 6.5a. Let us assume to have an as-cast sample that possesses a high

fictive temperature due to the high cooling rate of the copper mold casting process. This

high T f directly correlates with a high enthalpic/volumetric state. Annealing in the vicinity

of the glass transition temperature (for instance at Ta,2, Ta,3 or Ta,4), the system strives to

reach a more energetically favorable state, i.e., the system relaxes towards the equilibrium

line of the SCL. If the isothermal annealing time is insufficient, the fictive temperature

will not be equal to the annealing temperature, as illustrated in Fig. 6.5b. However, if

the sample is held long enough at the given temperature (defined by the relaxation time

at that temperature), the system will reach the metastable equilibrium state of the SCL,

which is the energetically lowest possible state (if crystallization is excluded). Since all

annealing experiments were conducted below Tg with relaxation times of 100 seconds or
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longer, rapid cooling after equilibration leads to immediate vitrification, as the system

cannot follow the temperature change. For this reason, Ta equals T f , but only when the

annealing experiment was performed for a sufficient duration, as shown in Fig. 6.5a. The

required annealing times, specifically the isothermal transition times τtrans from the glassy

to the SCL state as a function of temperature were taken from literature (Ref. [221]) in

order to estimate the time required for the Vit105 system to reach metastable equilibrium.

To ensure complete relaxation to the equilibrium state, all isothermal annealing times at

the respective temperatures were set to twice the transition time τtrans. This procedure

guarantees complete equilibration, as the system cannot reach an energetically lower

state than the supercooled equilibrium liquid without crystallization.

The annealing protocols (No. 1-8) are summarized in the low-temperature TTT diagram

in Fig. 6.6a. While protocol No. 1 to 7 indicate the relaxation experiments to set a well

defined T f , samples were additionally prepared according to protocol 5 (Ta=641 K) with

a subsequent heat treatment at 713 K for 30 seconds followed by water quenching to

test if relaxation can be reversed by an additional heat treatment step in the SCL. This
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procedure is commonly referred to as rejuvenation (Protocol No. 8), although it can

also be achieved by various other methods, such as cold rolling [13, 14], high pressure

torsion [15], irradiation [16, 17], and cryogenic cycling [18–20]. However, the purpose

of the rejuvenation procedure was to achieve a higher fictive temperature compared to

T f of the initial state and thus to improve the ductility. Rejuvenation experiments at

temperatures above 713 K were not performed due to the rapid crystallization kinetics of

the Vit105 system, which precluded proper temperature equilibration of the samples. In

addition, continuous cooling experiments with different rates were performed, as shown

in Fig. 6.6b. As the fictive temperature is set during cooling (temperature of vitrification),

T f must be determined in subsequent calorimetric experiments by applying the Moynihan

area matching method (see Appendix, Fig. A.6) [346] . This allows to assign an equivalent

cooling rate to the fictive temperatures set by the isothermal annealing experiments. An

overview of the exact annealing temperatures and times are provided in Table 6.2.

6.2.2 Differences in the Enthalpic State

Vit105 as-cast beams were aged according to the annealing temperatures and times given

in Fig. 6.6a to set a well-defined fictive temperature. The Moynihan area matching method

was used to analyze the DSC data shown in Fig. 6.7a not only to determine the fictive

temperature of the as-cast state, but also to confirm that the annealing duration was

adequate, i.e. that the annealing temperature Ta corresponds to the fictive temperature

T f (see Fig. 6.5). As summarized in Table 6.2, the as-cast samples exhibit a high fictive

temperature of 727 K, which can be attributed to the rapid cooling condition during cop-

per mold casting, while the isothermal experiments yielded a T f equal to Ta , as expected.

Despite a short transition period of only 0.5 seconds for the rejuvenation protocol of 713 K,

the assumption of Ta=T f remains valid [221]. This is only possible if the cooling rate

exceeds the system’s intrinsic time scale of 0.5 s, leading to immediate vitrification, as

achieved by water quenching.

XRD is typically sufficient to distinguish between amorphous and crystalline, especially

when crystallization occurs during the casting process, as the resulting crystals are in the

micrometer range and create distinct Bragg peaks. In contrast, crystallization at annealing

temperatures below Tg leads to nucleation of crystals in the nanometer-size range, which

are unable to grow due to the slow dynamics at these temperatures. For this reason, XRD

is rather insensitive to resolve nano-crystals [224]. To exclude crystallization, the calori-

metric measurements can be used to determine whether samples have been affected by

crystallization, as small amounts of crystals (independent of the size) within the sample
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volume will immediately result in a reduced crystallization enthalpy release (see Table 6.2).

To conclude, XRD is a powerful technique to prove the amorphous structure but struggles

to resolve nano-crystallization. Calorimetry on the other hand provides a reliable method

for identifying nano-crystallization based on the crystallization enthalpy, when a reference

value for a fully amorphous sample is available. This reference point is the as-cast state

(beam cross-section: 2×3 mm2 ≪ critical casting size of Vit105), indicating that the pro-

duced annealing states from as-cast to T f =631 K remain fully amorphous after the thermal

treatments. However, relaxation at 623 K induces crystallization, as can be seen from

the reduced crystallization enthalpy of 4.10 kJ g-atom-1, compared to 4.42 kJ g-atom-1,

corresponding to an amorphous fraction of approximately 91 %. This is supported by the

shift of the crystallization temperature Tx to lower temperatures compared to all the other

states, as can be seen in Fig. 6.7a (black curve). Therefore, this partially crystalline state is

excluded from further analysis, as the changes in the mechanical properties and structure

are not only affected by relaxation but also by crystallization.

The integration of the DSC scans against the crystalline baseline (zero line) results in

enthalpy curves that provide information on the relative enthalpy difference between the

individual aging states, as shown in Fig. 6.7b. The absolute enthalpy difference ∆Hl−x

in relation to the crystalline mixture is determined by correlating the relative enthalpy

difference at each fictive temperature to the absolute enthalpy difference. The latter can be

calculated from the specific heat capacity data of the Vit105 composition, which has been

experimentally measured and reported by Bochtler in Ref. [221]. The exact methodology

in order to correlate the relative enthalpy difference to the absolute enthalpy difference

∆Hl−x is elaborated in detail in the Appendix. The enthalpy differences range from about

5 kJ g-atom-1 for the as-cast state to 3.25 kJ g-atom-1 for the deepest relaxation state with a

T f of 631 K. The latter represents the highest degree of relaxation that was obtained by an-

nealing, with an enthalpy reduction of 1.75 kJ g-atom-1 in comparison to the initial as-cast

state. However, relaxation is also reversible, as can be seen in the case of the rejuvenation

protocol No.8, where an increase in ∆Hl−x was observed from 3.5 kJ g-atom-1 (enthalpic

state of T f =641 K) to 4.7 kJ g-atom-1, which is close to ∆Hl−x of the initial as-cast state.

The deviation of the enthalpy curves from the SCL line in the vicinity of the glass transition

temperature is a consequence of the enthalpy recovery overshoot. In this temperature

regime, the atomic mobility is regained, thereby enabling the glassy structure to transition

from its frozen state into the SCL. As shown in Fig. 6.7a, the enthalpy recovery becomes

increasingly pronounced with decreasing annealing temperature due to the fact that

the structural rearrangements are kinetically constrained. This phenomenon is caused
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by the progressive slowdown of intrinsic time scales in comparison to the ’fast’ heating

rate employed in the DSC, which results in a lag in the enthalpy response to the new

temperature conditions. Moreover, structural relaxation upon reheating is only observed

for the as-cast and rejuvenation specimens, as a consequence of the slow heating rate

(qH =1 Ks-1) applied in the DSC in comparison to the cooling rate (qc
as-cast=437 Ks-1 and

qc
rejuv.=84 Ks-1; estimated values, see Table 6.2) during vitrification. Conversely, if the

cooling rate during vitrification is slower than the applied heating rate in the DSC, no

structural relaxation can be observed, as evidenced in all aging states. This is related to the

corresponding relaxation processes, which have already occurred during the annealing

procedure.

As the cooling rate of each annealing state is not directly accessible from isothermal

experiments, continuous cooling experiments were conducted at different rates to assign

a cooling rate to each fictive temperature that results in an equivalent enthalpic state. A

reduction in the cooling rate allows the system to reach a lower enthalpy state, causing the

system to vitrify at a lower fictive temperature. The fictive temperature was determined

using the area matching method and is plotted as a function of the applied cooling rate in

a linear-log graph in Fig. 6.8. Despite the high cooling rate of 2.5 Ks-1 (maximum cooling

rate of the THMS600 Linkam furnace), the melt remains in equilibrium for ∼30 K due to

the fast relaxation times above the calorimetric glass transition, until the system finally

transitions to the glassy state at T f =682 K. With the slowest cooling rate of 0.167 Ks-1 (just

fast enough to bypass crystallization, see Fig. 6.6b, the system can relax to temperatures

as low as 659 K before the system finally vitrifies into a glass. Both parameters follow a

linear equation with a high coefficient of determination (R2=0.97), allowing to estimate

the cooling rate qc for different T f , including those set by isothermal annealing, based on

the following fit:

qc (K s−1) = 10(0.0476T f −32.11). (6.1)

A comprehensive overview of all parameters mentioned above, including the annealing

temperatures, transition and annealing times, crystallization enthalpies and estimated

cooling rate for each T f , can be found in Table 6.2.
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6.2.3 Evolution of the Mechanical Properties

For alloys designed for engineering applications, such as Vit105, it is essential to under-

stand how their mechanical properties evolve as a function of the fictive temperature. A

low fictive temperature T f can substantially alter the ductility of an alloy, which is critical

property to prevent sudden failure when the applied load exceeds the yield strength of the

material. Fig. 6.9 shows the engineering stress-strain curves for Vit105 at various fictive

temperatures, ranging from deeply annealed to rejuvenated states, along with the as-cast

condition. The as-cast beams, with a high T f of 726 K, exhibit the largest ductility region in

3PBB tests, with a strain at failure of 6.50 %. A successive decrease in T f induces a continu-

ous reduction in ductility, with a notable decrease at T f = 631 K, where almost no ductility

is left. This indicates that the fictive temperature of 631 K is close to the critical fictive

temperature for embrittlement as proposed by Kumar et al. [347]. Annealing at 623 K for
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double the transition time further embrittles the Vit105 material, a process influenced not

only by relaxation but also by partial crystallization. Hence, this temperature marks the

lower temperature limit for annealing and is excluded from further analysis due to the

superimposed effect of crystallization. However, it is worth noting that Vit105 retains some

ductility even when partially crystallized (indicated by the black curves), underlining its

remarkable resistance to embrittlement. The blue curves represent rejuvenated samples

that were first embrittled according to protocol No. 5 (as shown in Fig. 6.6), and then

heat treated in the SCL state at 713 K, followed by water quenching to yield a glass with a

fictive temperature as high as possible. This rejuvenation process results in an increase in

ductility of approximately 2 %, indicated by the black arrow. While the focus up to here

was primarily on ductility, it is worth mentioning that annealing also influences properties

such as Young’s modulus and yield strength. Table 6.3 summarizes the evolution of σ0.2%
y

(yield strength at 0.2 % strain), σ f (fracture strength), E (Young’s modulus), ϵ f (fracture

strain) and HV 5 (Vickers hardness) for all conditions studied.
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continuous embrittlement as T f decreases. The most brittle samples (black curves) were
annealed at Ta=623 K. However, DSC experiments reveal partial crystallization, indicating
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by crystallization. Figure reproduced from Ref. [326].
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Table 6.3 Overview of the mechanical properties for the as-cast, rejuvenated, and relaxed
samples, including the Young’s modulus E , engineering yield strength at 0.2 % strainσ0.2%

y ,
fracture strength σ f , fracture strain ϵ f , and Vickers hardness HV 5.

Annealing
σ0.2%

y σ f E ϵ f
Vickers

temperature Ta Hardness
(K) (GPa) (GPa) (GPa) (%) (HV5)

- (As-cast) 2.79±0.06 2.98±0.04 95±2 6.50±0.26 522±5
713 2.76±0.03 3.07±0.03 93±2 5.91±0.18 527±2
671 2.83±0.02 3.16±0.06 98±3 5.52±0.29 529±4
661 2.82±0.03 3.12±0.04 100±1 4.59±0.19 530±4
651 2.87±0.03 3.07±0.03 98±1 4.49±0.25 533±2
646 2.92±0.09 3.18±0.06 104±3 4.28±0.07 538±2
641 2.86±0.07 3.08±0.05 102±3 3.88±0.13 547±8
631 2.89±0.04 3.13±0.08 108±2 3.45±0.15 547±6
623 2.85±0.04 2.89±0.06 103±2 3.04±0.12 553±2

6.2.4 Structural Evolution as a Function of the Fictive Temperature

Synchrotron diffraction experiments were conducted on as-cast and annealed specimens

using the Linkam THMS600 furnace described in Chapter 3.4.4, covering all annealing

states. The structure factor S(Q) for all structural states are shown in Fig. 6.10a. The

most prominent structural changes are observed in the first and second sharp diffraction

peaks (FSDP and SSDP), mainly characterized by an increase in their intensities. Fourier

transformation into real space results in the reduced PDF, depicted in Fig. 6.10b, highlight-

ing alterations in both SRO and MRO. Since structural changes due to different thermal

histories are typically rather small, the evolution with decreasing fictive temperature is

enlarged in the insets. In addition, Fig. 6.10c shows a difference plot, depicting the primary

structural changes in the first, second and third coordination shells. These changes yield

insights into the SRO for the first shell, while the second and third shells provide infor-

mation on the MRO. The second coordination shell is particularly important as it reveals

the interconnectivity of the atomic clusters, indicating whether they share one (2r1), two

(
p

3r1), three (
p

8/3r1) or four (
p

2r1) atoms (details in Chapter 2.2). Here, r1 represents

the interatomic distance, however, the first peak in G(r ) arises from multiple contributions

from various atomic pairs, making its interpretation more complex. As shown in Fig. 6.10b,

this peak is predominantly influenced by Zr-Zr and Zr-Cu bond lengths, as these pairs

possess the highest atomic form factors in the Vit105 system and therefore contribute

most significantly to the scattering signal. The different bond lengths for each atomic pair

are derived based on the atomic radii reported in Ref. [109], while the contributions of the
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individual interatomic distances, quantified by the Faber-Ziman weighting factors wi j , is

determined according to Eq. 3.23. The values wi j , shown in Fig. 6.10, represent average

values over the measured Q-range because the atomic form factor is not constant across

this range but depends on the wave vector Q. In order to determine a representative

interatomic distance, the first peak in G(r ) is modeled using a Gaussian function, resulting

in an average peak position of r1 = 3.00 Å. The same average distance r1 is obtained when

using the methodology introduced in Chapter 7.2.1. This value is then used to calculate

the cluster connection schemes with the 1-, 2-, 3- and 4-atom connection, which are

represented by dashed-dotted lines. When analyzing the difference plot of the respective

length scales, a predominant peak evolution occurs at the 3-atom connection around

4.9 Å, indicating an increase in neighboring clusters sharing three atoms. Less pronounced

changes are observed for the 1-atom connection, while the length scales of the 4- and

2-atom connection remain almost unchanged.

6.2.5 Discussion

Correlation between enthalpic state, free volume, cooling rate and ductility

The atomic structure of metallic glasses exhibits a notable amount of free volume, which

plays a crucial role their mechanical behavior. The impact of free volume on the plastic

deformation of metallic glasses has been subject of extensive research, with the models

developed by Spaepen [124] and Argon [122], representing key contributions to this field

(for more details, see Chapter 2.3.1). However, quantifying the evolution of free volume

presents a more challenging task compared to tracking the enthalpic state, which can be

measured relatively easily using calorimetry. Both free volume and enthalpy are known to

be closely linked in the vicinity of the glass transition by a linear relation as [348, 349]:

∆Hl−x =β′ · v f , (6.2)

with v f representing the change in free volume per atomic volume and β′ being a pro-

portionality constant. This constant can be interpreted as the energy required to form a

vacancy of one atomic volume, as elaborated in detail in Ref. [348]. As shown in Fig. 6.11a,

thermal annealing reduces the enthalpic state and, according to Eq. 6.2, also the free vol-

ume in the system. For the Zr-Cu-Al-Ni-based alloy (chemically similar to Vit105, except

the Nb content), Slipenyuk and Eckert [349] and Haruyama et al. [350] reported values

for β′ of 552 kJ g-atom-1 and 718 kJ g-atom-1, respectively. These values are consistent

with other Zr-based BMGs, such as Zr44Ti11Ni10Cu10Be25 (Vit1b), having a similar value

of 623 kJ g-atom-1 [351]. This suggests that the proportionality constant β′ is within the
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Fig. 6.11 a) The enthalpy difference ∆Hl−x is plotted as a function of temperature for a
variety structural states of Vit105. The right axis represents an estimation of the respective
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in Refs. [349, 350]. b) The evolution of bending strain to failure is shown as a function of
fictive temperature T f , along with the empirical correlation between T f and the cooling
rate. Figure adapted from Ref. [326].

same range for different Zr-based compositions. Hence, a mean value of 635 kJ g-atom-1

was determined from the values of Zr-Cu-Al-Ni and used as an approximation to estimate

changes in free volume, as shown on the right axis of Fig. 6.11a. The observed reduction in

free volume is driven by thermal annealing and results from localized structural ordering.

Consequently, the deformation flow units are reduced, leading to the notable decrease

in fracture strain, as observed in Fig. 6.11b, and further supported by the mechanical

hardening due to relaxation (see hardness in Table 6.2).

In contrast, plasticity can be significantly restored by rejuvenation. This process increases

both the fictive temperature T f and fracture strain ϵ f from 641 K and 3.88 % to 713 K and

5.91 %, respectively. In turn, rejuvenation reintroduces enthalpy and free volume into

the material, which is supported by the mechanical softening observed from 547 HV5

at T f =641 K to 527 HV5 at T f =713 K as well as the structural data, where a reduction in

the intensity of the FSDP indicates less order after rejuvenation (see Fig. 6.10). It has

been proposed that relaxation inhibits the formation of STZs, which are key to shear band

initiation, whereas rejuvenation facilitates their formation by reintroducing free volume

and structural disorder. Consequently, the rejuvenation process is likely to increase the

number of active STZ sites, thereby promoting plastic deformation [352]. Pan et al. have



6.2 Role of Thermal History on Structure and Mechanical Properties of Vit105 189

emphasized the importance of STZ volume for plastic flow in BMGs, noting that larger

STZs promote the formation of multiple shear bands [353]. Regardless of the precise

mechanisms, the introduction of free volume and disorder by rejuvenation clearly en-

hances plasticity, a trend that is likely to be applicable to other metallic glasses. However,

the limited SCLR poses a challenge to achieve higher T f values by conventional annealing.

Additional rejuvenation methods, such as cold rolling or high pressure torsion [15, 354],

can achieve higher T f values but at the cost of altering the shape of the sample. Cryo-

genic cycling is another option, although its effects are temporary and diminish over

time [354, 355]. Therefore, thermal annealing remains a practical and effective method of

rejuvenating relaxed parts, despite the limitations of the size of the SCLR, which constrains

the achievable fictive temperature compared to the as-cast condition.

It is well known that the glass transition temperature is rate-dependent, meaning that

the fictive temperature can be correlated with a specific cooling rate during vitrification.

The given cooling rates in Fig. 6.11 are based on the fit, as described in Eq. 6.1, resulting

in values that are comparable to those reported by Koziel et al. for the same copper

mold casting technique [356]. They reported cooling rates of 177 Ks-1 and 410 Ks-1 for

2 mm and 3 mm cylindrical rods, respectively, which are are in close agreement to the

estimated cooling rate of 313 Ks-1 for a beam with intermediate dimensions (2 mm × 3 mm

beams, T f =727 K). By applying the same formula to determine the cooling rate for the

deepest relaxation state (T f =631 K) after annealing for 133 hours, an equivalent cooling

rate of 0.01 Ks-1 is obtained. According to the simple formula reported by Lin et al. [275],

this translates into a hypothetical critical casting thickness of 32 cm, which is consider-

ably larger than the critical casting size for Vit105 (dc ∼10 mm), as well as for any other

known Zr-based metallic glass former [5, 6, 151]. It can thus be concluded that structural

states with equivalent cooling rates below the critical cooling rate (Rc is reported to be

∼40 Ks-1 [151]) cannot be achieved in conventional casting processes, as glass formation

is impeded by crystallization. Thus, states with such low fictive temperature can only be

achieved by annealing during post-processing. Consequently, Vit105 will either solidify

as an amorphous and ductile material after casting or undergo crystallization, since the

lowest fictive temperature that can be achieved at the critical cooling rate Rc is T f =708 K

(accoring to Eq. 6.1), which is still located in the ductile region.

Analysis of the structure factor S(Q) and the correlation with the systems ductility

The atomic structure of a system is directly influenced by relaxation, which is a process

that alters the structure at different length scales. In the case of Vit105, the fundamental
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structural motifs of the system can be deduced from the positions of the peaks in S(Q)

(see Fig. 6.10), particularly from the ratios Q2.1/Q1 and Q2.2/Q1. In this context, Q1 corre-

sponds to the first peak position, while Q2.1 and Q2.2 represent the peak position of the

two subpeaks of the second maximum. The presence of an ideal ISRO is indicated by

peak ratios of 1.71 and 2.04, respectively [357–359]. In the case of Vit105, the observed

ratios are approximately 1.68 and 1.96 across all relaxation states, with changes primarily

evident in peak intensity rather than position. This indicates that the structural order is

predominantly icosahedral, with deviations of 1.8 % and 3.9 % from the ideal values, sug-

gesting a slighty distorted ISRO structure in the glassy state. This finding is consistent with

the observations made by Kelton et al., who also identified a distorted ISRO in Zr–Ti–Ni

alloys [360]. In general, Zr-based BMGs frequently possess icosahedral order, due to the

tendency of Zr atoms to form icosahedral-type polyhedra [361, 362]. The significance

of an ISRO, particularly in terms of its correlation with the system’s ductility, was the

primary focus of Section 6.1. In short, an ideal ISRO is associated with brittle fracture

behavior, whereas a more disordered or distorted ISRO (as observed in Vit105) is indicative

of enhanced ductility [162].

The evolution of MRO with increasing temperature can be derived from the FSDP of the

total structure factor S(Q). Prominent parameters to analyze are the peak height S(Q1)

and the corresponding FWHM Q1, as shown in Fig. 6.12a and b. No structural relaxation

can be observed from room temperature up to about 625 K, as relaxation is a thermally

activated process, meaning that the energy for atomic rearrangements is insufficient for

structural relaxation to occur in that temperature range. The slight changes in S(Q1) with

increasing temperature can be attributed to atomic vibrations, as explained by Debye

theory [363, 364]. However, the pronounced evolution of S(Q1) and FWHM Q1 observed

at temperatures starting at around 625 K for the as-quenched glass indicates structural

relaxation into lower energy states as a result of the high cooling rates during copper

mold casting and the resulting high enthalpic state (=high fictive temperature). A similar

trend is observed in the rejuvenated sample, which also experienced vitrification with

high fictive temperature. In contrast to the relaxed samples with fictive temperatures

below 700 K, structural ordering is less evident during heating, as the calculated cooling

rate during vitrification (based on Eq. 6.1) is slower than the applied heating rate of

0.333 Ks-1, indicating that the associated relaxation processes have already taken place.

It is noteworthy that minor relaxation processes can still be observed close to the glass

transition temperature Tg , even though the system was annealed sufficiently long into

the SCL at long timescales (Ta=T f , as detailed in Table 6.2). This is particularly evident
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in the FWHM Q1 of the relaxed sample with a fictive temperature of 671 K (light green

curve in Fig. 6.12b). Such behavior indicates that some structures, presumably comprising

larger atoms, have not yet fully relaxed and will undergo further rearrangement at elevated

temperatures during the subsequent heating process. When Tg is reached, the structural

differences disappear and the curves converge, irrespective of the thermal history, as the

SCL structure corresponds to the metastable equilibrium state at those temperatures.

The effect of fictive temperature on S(Q1) and FWHM Q1 at 300 K is shown along the

fracture strain in Fig. 6.12c and d. The decrease in fracture strain as T f decreases seems

to correlate very well with the observed increase in S(Q1) and a narrowing of the peak

(reduction of FWHM Q1), indicating ordering on the MRO length scale towards a more
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ordered icosahedral structure. The good correlation of the structural metric and ductility

can be seen in the insets, revealing a high correlation (R2=0.89 and 0.93). As discussed in

detail in Section 6.1, a more ordered icosahedral structure is typically associated with a

more brittle fracture behavior. Interestingly, this correlation between pronounced ISRO

and reduced ductility appears to apply not only to Ti-based alloys but also to Zr-based

alloys and various other systems [162, 178, 365].

Correlation of the SRO, atom connections and MRO with the systems ductility

A more practical description of the structure is based on the reduced pair PDF, G(r ),

which represents the structure in real space rather than reciprocal space. Similar analy-

sis compared to the S(Q) analysis was performed, however this time with the focus on

specific length scales, in particular focusing on the SRO, cluster-connections as well as

MRO, as shown in Fig. 6.13a with further quantification provided in b. Additionally, the

ductility as a function of the fictive temperature is correlated with different parameters

of G(r ), as indicated by the correlation coefficient R2 given in the graphs. In particular,

the SRO and cluster-connections are describe by their peak height, which reflects the

probability distribution of the structural motif at the specific length scale [259]. Since

Zr is the primary alloying element in Vit105, Zr atoms are predominantly coordinated

around Ni and Cu atoms, forming icosahedral clusters (as discussed above), as supported

by molecular dynamics simulations of similar Zr-based alloys in Refs. [362, 366]. As a

consequence, the atomistic rearrangements that occur during the relaxation process are

primarily associated with Zr, as evidenced by the significant increase in the peak height of

G(r = 3.16 Å), which represents a higher number of Zr–Zr atomic pairs.

This structural ordering on the SRO length scale is also reflected by an increase in the

3-atom connection, denoted as G(
p

8/3r1), which corresponds to the amplitude of G(r )

at this length scale. This is to be expected, given that an ideal icosahedron consist of

20 triangular faces, promoting the face-sharing 3-atom connection [114]. A comparable

trend of reduced ductility coupled with an increase in atomic connections has been re-

ported in a previous study on Pt/Pd-based metallic glasses [365]. Furthermore, Ding et

al. demonstrated in simulations that the 3-atom connection is the most rigid, thereby

limiting its ability to accommodate shear strain [114]. It can therefore be concluded that

this particular connection plays a crucial role in the deformation process that occurs

during structural aging. Nevertheless, the deformation mechanism in multicomponent

glass-forming alloys is a complex phenomenon that still lacks a comprehensive under-

standing. Therefore, it would be an oversimplification to reduce the system’s ductility
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solely to the 3-atom connection. To gain a more profound understanding, it is crucial to

consider all length scales, from the SRO to the MRO, as structural changes across all length

scales ultimately define the distribution of free volume [367].

Accordingly, the Ornstein-Zernike analysis was performed, which primarily accounts for

the higher-order peaks (see Fig. A.9 in the appendix). This analysis can be described

by the exponential decay of peak heights in G(r ) ( f (r ) = Aexp(−r /ξ)) with the param-

eter ξ corresponding to the correlation length, which is typically used to describe the

degree of order within a system beyond the nearest neighbors or cluster connections. In

general, a larger correlation length indicates a more ordered atomic arrangement over

longer distances [368, 369]. This implies that the observed atomic rearrangements at

the SRO and cluster connection extend to the MRO scale, resulting in the observed de-

crease of the free volume and ultimately in the severe embrittlement with decreasing

fictive temperature, as can be seen in Fig. 6.13b. To summarize, structural aging induces

changes at different length scales, including SRO, cluster-connections and MRO. This

implies that the reduction in free volume is linked to an ordering process that leads to

the formation of a more ordered structural configuration, dominated by densely packed

icosahedral motifs [162, 341]. This ordering restricts the formation of STZs and the de-

velopment of shear bands, making the material less capable of accommodating external

shear strain [122, 125]. Consequently, the material undergoes progressive embrittlement

as the fictive temperature decreases.

Conclusion

The mechanical properties of the Vit105 alloy were characterized across a wide range of en-

thalpic states, including as-cast, relaxed, and rejuvenated conditions. The embrittlement

caused by annealing was effectively described using the fictive temperature, reflecting

the alloy’s internal structure. HE-XRD analysis showed that the structure of Vit105 is

dominated by a distorted ISRO, which contributes to the high ductility observed in the as-

cast state. As annealing promotes structural ordering, especially towards a more ordered

icosahedral configuration, embrittlement progresses. Such a transition arises not only

from the structural evolution on the SRO, but also from an increase in the face-sharing

(3-atom) connection, which is indicative of icosahedral ordering. Combined with changes

on the MRO length scale, the structure evolves toward an ideal ISRO with reduced free

volume, limiting its ability to accommodate shear strain and leading to the brittle fracture

behavior.
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Fig. 6.13 a) shows an overview of the real space function G(r ) of Vit105, indicating all length
scales analyzed, from the SRO through the atom connections to the MRO. The analysis of
the respective length scales is shown in b) for all Vit105 annealing states as a function of
the fictive temperature, in particular, the evolution of the Zr-Zr atomic pair representing
the SRO, the absolute value of G(r ) at a length scale of

p
8/3r1, corresponding to the

position of the 3-atom connection as well as the correlation length ξ, representing the
MRO. Structural ordering is observed at all length scales with a high correlation coefficient
R2 with the observed decrease in ductility as the fictive temperature decreases. Figure
reproduced from Ref. [326].



Chapter 7

Structure of Ni-Nb-based Bulk Metallic

Glasses

This chapter focuses on the structural differences between Ni-Nb-based glass-forming

alloys. Particular attention is paid to the best glass forming compositions of the respective

sub-systems and their structural evolution as a function of temperature, especially the

differences between the high-temperature equilibrium liquid, the SCL and the glassy state,

which is discussed in terms of changes in structural fragility. Furthermore, this chapter

builds on the previous excursion of Chapter 6, in which the importance of the structure

on mechanical properties, in particular the relation to the icosahedral-short-range order

and the cluster-connections, was discussed. This understanding is crucial because Ni-

Nb based metallic glasses, like many other bulk glass forming alloys, are dominated by

icosahedral motifs. The structural changes resulting from compositional modifications

such as the addition of P and Ta are analyzed and discussed in terms of their overall effect

on the mechanical properties.

7.1 Structural Origin of the High Glass-Forming Ability

Fig. 7.1 provides an overview of the intensity I (Q), structure factor S(Q), and reduced pair

distribution function G(r ) at room temperature for the best glass-forming compositions

of their respective system. The background-corrected measurement signal, I (Q), reveals

the typical features of an amorphous material, including a pronounced first and second

sharp diffraction peak. For Q-values exceeding 9 Å−1, no distinct structural features are

observable. However, as described in Chapter 3.4.4, a Q-range of at least 14 Å−1 is essential

for a proper determination of the reduced PDF.
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The structure factor S(Q) is presented in Fig. 7.1b, in which the peak positions Q1, Q2.1

and Q2.2 are indicated. The latter correspond to the second peak, which is often sepa-

rated into two sub-peaks, with Q2.2 corresponding to the shoulder of the second peak

Q2.1. A distinct shoulder is typically associated with a pronounced ISRO. This is further

supported when calculating the ratio Q2.1/Q1 and Q2.2/Q1 [357–359], resulting within the

measurement uncertainties in equal values of ∼ 1.70 and ∼ 1.97 for all three compositions,

as the alloying strategies rather change the peak heights (discussed later in course of the

structural fragility) and not the peak positions. A summary of the peak positions and

corresponding ratios can be found in Table 7.1. These values are in close accordance with

the ratio for an ideal ISRO of 1.71 and 2.04. Therefore, it can be concluded that Ni-Nb

alloys are dominated on the SRO by icosahedral motifs, which is supported by the findings

of Refs. [194, 195, 197]. Such an icosahedrally ordered structure is crucial in facilitating

glass formation, given that an icosahedral configuration of the atoms maximizes the local

packing density of the atoms, thereby inhibiting crystallization [370]. Overall, no signifi-

cant alterations in the total scattering structure functions are observed on the first look

upon minor alloying, in contrast to the significant changes in kinetic fragility as well as

crystallization sequence observed in Chapter 5.

The Fourier transform of S(Q) yields the reduced PDF, G(r ), which can be seen in Fig. 7.1c

from r1 to r4 for the same Ni-Nb compositions. When analyzing G(r ), it should be noted

that the structure corresponds to an average of the individual atomic pairs (the same

applies to S(Q), see Eq. 3.22). For example, in the case of binary Ni62Nb38, there are

only three atomic pairs contributing to the overall structure, Ni-Ni, Ni-Nb and Nb-Nb.

This means that G(r ) corresponds to the sum of the partial PDFs, which are individually

weighted by their respective Faber-Ziman weighting factors. The latter results ultimately

from the atomic form factors of the individual elements, as described in Chapter 3.4.1. In

contrast, the structure of the ternary alloy is composed of six and that of the quaternary

alloy of ten atomic pairs. Therefore, structural analysis as a function of composition is

particularly challenging due to an ascending complexity as well as changing weighting

factors. However, a qualitative analysis is still possible within these limitations, although

a critical discussion and argumentation is essential. This will be important in the later

discussion in Section 7.2.1 when analyzing the effect of composition on the structure.

The inset in Fig. 7.1c shows a magnified view of the first peak of G(r ), where the peak max-

imum represents the most probable atomic distance at this length scale. The dominating

atomic pairs are indicated by the red lines corresponding to the respective bond lengths
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Table 7.1 Summary of the peak positions of the first and second maxima of the structure
factor S(Q) at room temperature. The second maximum shows two sub-peaks, denoted as
Q2.1 and Q2.2. The calculated ratios indicate an icosahedral short-range ordered structure
according to Ref. [358].

Alloy
Q1 Q2.1 Q2.2 Q2.1/Q1 Q2.2/Q1(Å−1) (Å−1) (Å−1)

Ni62Nb38 2.970 5.042 5.865 1.70 1.97
Ni59.2Nb38.8P2 2.961 5.033 5.812 1.70 1.96
Ni59.2Nb33.8Ta5P2 2.961 5.015 5.812 1.69 1.96

calculated from the atomic radii of Ref. [109]. For all three alloys, it can be seen that the

maximum is located between the Ni-Ni and the Ni-(Nb,Ta) bond length, but located closer

to the Ni-(Nb,Ta) nearest neighbor distance due to a higher Faber-Ziman weighting factor

(i.e. higher contribution to the signal). Thus, the nearest neighbor distance is mainly

determined by the Ni-(Nb,Ta) bond in combination with Ni-Ni contribution, which fits

well to the fact that Ni is the main constituent of all alloys. At this point, it should be

mentioned that the Ni-Nb and Ni-Ta bonds are combined here as they share nearly the

same nearest neighbor distance due to their topological similarity. The same applies to the

Nb-Nb, Nb-Ta and Ta-Ta bond lengths at higher atomic distances of about 3 Å, which can

be seen in the form of a shoulder. This feature is less pronounced compared to the main

peak due to the lower content of Nb/Ta within the alloy as well as the lower weighting

factor. All atomic pairs containing P are not shown, as each of them contributes less than

1 % to the scattering signal (see Chapter 3.4.1).

7.1.1 Temperature-induced Evolution of the Structure

Fig. 7.2 shows the temperature dependent evolution of the structure factor S(Q) and re-

duced PDF, G(r ), for the alloys Ni62Nb38, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. The data

shown were acquired in two separate measurement campaigns. While the low tempera-

ture structure was obtained in in-situ furnace experiments upon heating from the glassy

state at room temperature through the SCL up to crystallization, the structure in the equi-

librium liquid was measured by electrostatic levitation experiments during free cooling.

The intensity data from both campaigns have already been presented in Chapter 5.3.2 to

identify the primary crystallization phase. The focus here is on the structural evolution

of the liquid prior to crystallization. This approach allows to study the structure over a

wide temperature range for both liquid and amorphous state. However, there is still a

temperature gap in the data set which is not accessible due to rapid crystallization. This is
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Fig. 7.1 a) Scattering intensity I (Q) after background correction as obtained from the HE-
XRD synchrotron experiments of Ni62Nb38, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 at room
temperature. b) Calculated total-scattering structure function S(Q) as well as c) reduced
pair distribution function G(r ) of the respective alloys. The inset in c) shows a magnified
view of the first peak of G(r ) along the Faber-Ziman weighting factors, indicating the
contribution of the individual pairs to the shape of the peak.
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related to the rather slow cooling rate (only about 20 Ks-1) achieved by free cooling due to

the vacuum environment as well as the instability of Ni-Nb alloys during levitation, where

excessive superheating potentially led to sample losses. Therefore, the alloys could only be

superheated by about 100 K above Tl , which is insufficient to achieve large supercoolings.

Nevertheless, structural data across a wide temperature range could be acquired, as shown

in Fig. 7.2, color-coded from high temperatures in red to low temperatures in blue. At high

temperatures in the equilibrium liquid state, the structural order is reduced, as seen by the

broad and diffuse appearance of the FSDP. The reduced scattering intensity due to thermal

motion of the atoms can be described by the Debye-Waller factor [259]. In addition, a

reduced short-range order due to increased atomic vibrations at high temperature can be

recognized by a weakly pronounced shoulder at the SSDP. With decreasing temperature,

the FSDP shifts to higher Q values, reflecting a reduction in interatomic distances. At the

same time, the intensity of the peak increases and the FSDP becomes narrower, indicating

increasing structural order and decreasing atomic motions, especially in the glassy state

where the SRO and MRO are most pronounced. In particular, the evolution of the shoulder

at about 5.6 Å−1 at low temperatures highlights the formation of a strongly pronounced

ISRO.

For the alloys Ni62Nb38, Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 the pair distribution func-

tion, G(r ), was determined by Fourier transform of S(Q), as shown in Fig. 7.2b, d and f.

The insets present a magnified view of the first two coordination shells with decreasing

temperature, where the first represents the changes in the nearest neighbor distance and

the second represents the second nearest neighbor distance or cluster connections. The

peaks in G(r ) appear diffuse and less defined in the high temperature equilibrium liquid

due to stronger atomic vibrations, for the same reason as for S(Q). This is particularly

evident in the second peak, which shows hardly any peak splitting at high temperatures

in all Ni-Nb alloys, in contrast to the more pronounced structures at lower temperatures.

With decreasing temperature, certain clusters (e.g. icosahedral) are preferentially formed

depending on the system, which favors the formation of preferred cluster connections.

These define the second nearest neighbor distances, leading to the observed splitting

of the second peak in G(r ) into sub-peaks, while their analysis allows conclusions to be

drawn about the dominant structural motif in the amorphous state [113, 114]. Typically,

clusters share 1 to 4 atoms, with the position of the sub-peaks indicating the most likely

atom connection. The calculation of the position of those connections is based on geomet-

ric considerations, as described in Chapter 2.2. However, they were not determined from

the peak maximum of the first peak in G(r ), but from the distances of the individual atomic
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Fig. 7.2 Temperature evolution of the total scattering structure functions S(Q) and pair
distribution function G(r ) obtained from HE-XRD electrostatic levitation experiments at
high temperatures and furnace heating experiments at low temperatures. The curves are
color-coded from high (red) to low temperature (blue). The insets provide a magnified
view of the first two peaks in S(Q) and G(r ). In G(r ), the maximum position is indicated as
’peak r1,’ while the ’average r1’ represents the weighted average nearest neighbor distance,
accounting for all atomic pairs based on Faber-Ziman factors. This value was used to
calculate the positions of the atom connections.



7.1 Structural Origin of the High Glass-Forming Ability 201

pairs (Ni-Ni, Ni-Nb, Nb-Nb . . . ), weighted by the Faber-Ziman weighting factor (more

details are provided in Section 7.2.1). This also takes into account the (Nb,Ta)-(Nb,Ta)

contribution of the shoulder at 3.00 Å and leads to more representative results. For this

reason, the weighted nearest neighbor distance (average r1) is located at slightly higher

distances compared to the position of the main peak (peak r1), as indicated in the insets.

The results for all Ni-Nb alloys clearly demonstrate a dominant formation of the 3-atom

connection as well as an emerging shoulder about 5.25 Å with decreasing temperature.

However, the shoulder cannot be clearly assigned to either the 1-atom or 2-atom connec-

tion, suggesting both are present to some extent in the structure. A pronounced 3-atom

connection, where neighboring clusters share three atoms, is indicative of an ISRO, as

icosahedral clusters inherently favor this type of connection from a geometrical point of

view. This is consistent with the findings in the previous Section 7.1, which also pointed to

an icosahedrally ordered structure based on the peak ratios of S(Q).

7.1.2 Structural Fragility of Ni-Nb-based Glass-Forming Alloys

Building on the concept of fragility used to describe the kinetic behavior of glass-forming

alloys, Mauro et al. proposed the so-called structural fragility concept to account for

the non-uniform structural evolution during supercooling into the glass. They defined a

structural fragility index γ that quantifies the difference between the first peak height in

S(Q) for the liquid phase extrapolated to the glass transition temperature to determine the

fragility of the system [300]. Alternatively, in another study, Mauro et al. focused on the

evolution of other structural metrics, such as the peak height of G(r ), to be correlated to

the kinetic fragility [195]. The underlying idea of the interrelation of both concepts (kinetic

and structural fragility) is that the viscous slowdown of a system and thus its temperature

dependence must be reflected in the structural evolution in some form.

Based on the temperature dependent behavior of the structural metrics, their evolution

can be distinguished into three regions. In the equilibrium liquid, the structure changes

gradually with temperature due to local atomic rearrangements, while in the glassy state,

the changes are minimal and mainly related to atomic vibrations [259]. The region of

interest is located exactly in between, where the structural ordering of the SCL can occur

either continuously, referred to as structurally strong behavior, or more rapidly, referred to

as structurally fragile behavior, as illustrated in Fig. 7.3. This accelerated development of

structural order is comparable to what is observed in viscosity during the fragile-to-strong

transition, as previously shown in Fig. 5.21. To quantify those differences, a structural
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Fig. 7.3 Schematic illustration of the structural fragility concept according to Mauro et al.
A gradual change of the structural metric (e.g. S(Q1), G(r1), G(r2), ...) from the liquid to
the glass indicates a strong liquid behavior, while an accelerated increase represents a
fragile liquid from a structural point of view. Figure taken from Ref. [195].

fragility index γ has been introduced, which measures the difference in structural order

between the liquid and glassy state at the glass transition temperature Tg , as follows [300]:

γ= 100× SMg l ass −SMextr apol ated l i qui d

SMg l ass
, (7.1)

with SMg l ass being the value of a structural metric (e.g. S(Q1), G(r1), G(r2), ...) of the glass

at Tg , while SMextr apol ated l i qui d corresponds to the value of the liquid when extrapolated

to Tg . Similar to the kinetic fragility m, γ also increases with material fragility, providing a

deeper understanding on the interrelation between structure and GFA.

As can be seen in Fig. 7.4a, the evolution of the peak height of the FSDP in S(Q) as a func-

tion of temperature was evaluated for three Ni-Nb-based alloy compositions; Ni62Nb38,

Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. The analysis was focused on the peak height of the

FSDP in the structure factor, as S(Q1) best reflects changes in the average liquid struc-

ture. Structural variations at different length scales are later analyzed based on the pair

distribution function, G(r ), in Fig. 7.5.
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Starting in the glassy state, the slope of the peak height evolution is relatively flat, but

showing a decrease with temperature due to thermally activated atomic vibrations. In

general, the peak height indicates the degree of structural order within a liquid, with the

low temperature liquid being more ordered (high value in S(Q1)) compared to the high

temperature liquid (low value in S(Q1)). Typically, no significant structural rearrangements

occur despite minor relaxation processes in the vicinity of the glass transition, as can be

seen from the slight increase in S(Q1), which is insignificant in the total scope of changes

across the studied temperature range. The glass transition temperature T ′
g is indicated by

dashed lines for each alloy, representing the glass transition from a structural point of view.

In the temperature range between T ′
g and Tx , the transition from the glassy state to the

deeply SCL is accompanied by a change in the slope, which is best visible for the P- and

Ta-containing alloys due to their higher thermal stability. Beyond Tx , no further structural

data are available due to the interference of crystallization until the high temperature

stable liquid state is reached, which follows a similar structural trend as the SCL.

To determine the structural fragility, the high temperature liquid was fitted individually

for each composition with a linear equation to extrapolate the evolution of the peak

height down to T ′
g . The difference to S(Q1) at T ′

g results in the structural fragility index

according to Eq. 7.1, resulting in γQ1 of 5.10, 4.03 and 3.87 for Ni62Nb38, Ni59.2Nb38.8P2

and Ni59.2Nb33.8Ta5P2, respectively. The decreasing discrepancy between the extrapolated

value and S(Q1) at T ′
g for Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2 indicates a structurally

stronger fragility. In reality, there is of course no discrepancy as the rate of structural order-

ing in the liquid must rise at some temperature in the SCL to match the low temperature

structure (see Fig. 7.3) [195], which is typically referred to as the FST. Plotting these values

against the kinetic fragility D∗ leads to a high correlation coefficient (R2) when fitted with

a linear equation, as shown in Fig. 7.4b. This highlights the role of the alloying elements in

modifying both kinetic and structural properties, in particular towards a stronger fragility,

which is in good agreement with the observed improvement in GFA.

It is known that the FSDP of S(Q) primarily represent changes within the MRO structure.

However, since the analysis in reciprocal space is less intuitive, a similar analysis was

performed in real space G(r ). The general trend in structural ordering of each peak with

decreasing temperature is similar to that observed and described for S(Q1) and extends

across different length scales, from SRO, cluster connections, and MRO represented by

G(r1), G(r2), and G(r3), respectively. This is shown in Fig. 7.5a, b and c for Ni62Nb38,

Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. The discrepancy between the extrapolated peak
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Fig. 7.4 a) Temperature evolution of the FSDP of the structure factor S(Q) of Ni62Nb38,
Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. T ′

g , Tx and Tl denote the structural glass transition
temperature, crystallization temperature (upon heating from the glass) and the liquidus
temperature, respectively. The offset in the peak height S(Q1) at T ′

g of the glass and the
extrapolated fit represents the structural fragility γQ1. b) Correlation plot between the
structural and kinetic fragility, revealing a high correlation of γQ1 and the stronger liquid
behavior of the better glass-formers.
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height of the liquid and the value at T ′
g is also evident at all length scales, indicating

structural ordering from a fragile liquid at high temperature to a stronger liquid at low

temperature, consistent with the findings in viscosity. As before, the structural fragility

(γr 1, γr 2 and γr 3) exhibits a high correlation (R2 = 0.99) with the kinetic fragility, as shown

in Fig. 7.5d. This means that the ordering process responsible for the structurally stronger

behavior cannot be attributed to a specific length scale, as it occurs across all length scales.

As described at the beginning of this chapter, the SRO structure in the glass is primarily

dominated by iscosahedral motifs. The large offset in G(r1), with γr 1 = 7.27 for Ni62Nb38,

represents significant structural differences in the SRO of the liquid and the glass, indicat-

ing strong icosahedral short-range ordering as T ′
g is approached. This offset is notably

reduced to γr 1 = 4.11 and γr 1 = 2.54 for the ternary and quaternary alloy, respectively,

implying a more pronounced ISRO already in the liquid state. Such ISRO is commonly

associated with sluggish liquid dynamics [316, 358, 370], which is in very good agreement

with the findings on viscosity and the improved GFA from the binary to the quaternary

system. As cluster-connections and further networking towards MRO are directly influ-

enced by the dominant SRO clusters, a similar trend in structural fragility is seen in the

peak height analysis of G(r2) and G(r3).

At a similar time as Mauro et al., Wei et al. reported an alternative approach to assess the

structural fragility of glass-forming alloys [371]. They analyzed the amorphous structure

of the SCL in HE-XRD synchrotron experiments with a particular focus on the 3rd and 4th

coordination shell. Those length scales represent the MRO, in particular the distances of

3 to 4 atomic diameters, which indicate the inter-cluster correlations. The temperature-

induced evolution in the average distance of those peak positions (r3 and r4) was found

to have a high correlation to the kinetic fragility when the individual shells are consid-

ered as volume elements (V3/4 = 4/3πr 3
3/4). The corresponding volume dilatation can be

calculated as follows [371]:

ϵ4−3(T ) =−∆V4−3(T )

V4−3(T ′
g )

=−
V4−3(T )−V4−3(T ′

g )

V4−3(T ′
g )

, (7.2)

with V4−3(T ) (=4/3π[r4(T )3 − r3(T )3]) being the volume dilatation as a function of tem-

perature, while V4−3(T ′
g ) being the volume dilatation at the structural glass transition

temperature T ′
g upon heating.
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Fig. 7.5 Evolution of the peak height of the first, second and third peak in G(r) as a function
of temperature for a) Ni62Nb38, b) Ni59.2Nb38.8P2 and c) Ni59.2Nb33.8Ta5P2. T ′

g , Tx and Tl

indicate the structural glass transition temperature, crystallization temperature (upon
heating from the glass) and the liquidus temperature, respectively. The parameter γr i

(i = 1,2,3) represents the structural fragility of the respective peak i in G(r ). A lower value
indicates a more gradual ordering from the liquid towards the glass (strong behavior),
while a higher γr i indicates an accelerated ordering associated with a fragile behavior.
d) shows the evolution of the structural fragility of each peak as a a function of the kinetic
fragility D∗, indicating a high correlation (R2=0.99) across various length scales.
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This change in dilatation or thermal expansion within the structure can be interpreted as

’incorporation’ of volume as temperature increases [371]. The structural fragility mV 4−3
str

can then be derived from the first derivative of ϵ4−3(T ) at T ′
g (slope of the volume dilatation

at T ′
g on a T ′

g normalized temperature axis) as follows [371]:

mV 4−3
str = dϵ4−3

d(T ′
g /T )

∣∣∣∣
T=T ′

g

. (7.3)

High mV 4−3
str values represent a high steepness at T ′

g , which indicates a rapid expansion

of the MRO, while low values represent more gradual changes. Therefore, the changes

in viscosity with temperature, as represented by the kinetic fragility m, appear to be

strongly connected to structural reconfiguration on MRO length scale (see literature data

in Fig. 7.6). This concept supports the idea of pronounced medium-range ordering that

influences the liquid dynamics by viscous slowdown [69, 371].

The structural dilation ϵ4−3(T ) in the SCLR of the 3rd and 4th coordination shell is shown

on a T ′
g -scaled temperature axis similar to an ’Angell plot’ for Ni62Nb38, Ni59.2Nb38.8P2 and

Ni59.2Nb33.8Ta5P2 in Fig. 7.6a. The green and blue dashed-line represent two bulk glass-

forming reference alloys, one being a very strong glass former (Zr59.3Cu28.8Al10.4Nb1.5,

D∗=24.8) and the other being a fragile glass former (Pt60Cu16Co2P22, D∗=10.8) [371, 372].

The structural fragility of the Ni-Nb compositions are located exactly in-between the refer-

ence alloys, as expected from their kinetic fragility (D∗=13.9, 17.2 and 18.3, see Table 5.3).

The trend of increasing kinetic fragility for the better glass-former is also represented by

the structural fragility, showing a decreasing steepness from Ni62Nb38 over Ni59.2Nb38.8P2

to Ni59.2Nb33.8Ta5P2. However, the reduced amplitude in G(r ) at higher ordered peaks

results in a relatively large scatter in the peak positions and thus in ϵ4−3(T ), as can be seen

in Fig. 7.6a. In addition, the SCLR of the binary Ni62Nb38 is relatively small, which limits

the fitting range and thus the accuracy of that fit. Consequently, the increasing structural

fragility must be treated with caution to not be over-interpreted, as the data of all three

Ni-Nb-based BMGs overlap very well without significant differences.

The correlation between structure and kinetics can also be seen in Fig.7.6b. It includes

data from Ref. [371] (grey symbols), revealing that the new Ni-Nb data largely follow

the linear correlation, although the structural fragility of Ni62Nb38 and Ni59.2Nb33.8Ta5P2

shows slight deviations from the expected trend. For the binary composition, this offset

may result from the limited SCLR as mentioned above, whereas the Ta-containing alloy

exhibits a sufficiently long SCLR for proper fitting. The steeper slope compared to the
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Fig. 7.6 a) Structural dilatation of the 3rd and 4th coordination shell representing changes
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represent the linear fit of the respective alloy, while the dashed-dotted line correspond to a
strong and fragile reference alloy taken from Ref. [371]. b) Correlation plot of the structural
fragility parameter mV 4−3

str and the kinetic fragility m, while the provided literature data
are taken from Ref. [371].

linear fit may be related to the relatively large error bars in the data around m ≈ 50, as

reported in Ref. [371], indicating a wide spectrum of structural fragility for alloys with

similar kinetic fragility. This means that the structural fragility reported by Wei et al. is

a good method to classify an alloy system, but unlike the structural fragility reported by

Mauro et al., this method is not ideal to identify the structural differences between the

same class of alloys (at least in the case of the studied alloys) [300, 371].

Since the structural fragility is not limited to the deeply SCL, it can also be derived from

the reduced PDFs of the high-temperature liquid, providing insight into the structural

expansion at the MRO length scale compared to the low-temperature expansion. Fig. 7.7a

shows the temperature evolution of ϵ4−3(T ) for all three Ni-Nb alloys, showing a clear

overlap with no significant differences in MRO expansion, analogous to the findings at low

temperatures. However, the data exhibit a relatively large scatter, so that individual fitting

did not provide meaningful results. A more representative fit was obtained by including all

high-temperature Ni-Nb data in one fit, resulting in mV 4−3
str = 0.1726, as represented by the

red dashed line. The strong scatter is probably attributable to similar reasons as in the low

temperature data, i.e. the higher ordered peaks in G(r ) exhibit a lower amplitude, which

in turn influences the accuracy in the determination of the peak position. Furthermore,

the ESL measurements required relatively large samples (spherical sample with diameters
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Fig. 7.7 a) Structural dilatation of the 3rd and 4th coordination shell representing changes
on the MRO length scale as a function of the T ′

g -scaled temperature at low- and high-
temperature. Due to the large scatter of the high temperature data, a combined fit of all
data was used to improve accuracy. For the sake of comparability, the low temperature
data were also fitted together (see Fig. 7.6 for individual fits). b) shows the respective
structural fragility parameter mV 4−3

str as a function of the kinetic fragility m, revealing a
good agreement with the correlation predicted by literature [371].

of ∼3 mm), leading to a high absorption of the primary beam. As a result, features in

the scattering intensity I (Q) are resolved with less detail, thus affecting the computed

structure factor S(Q) as well as the pair distribution function G(r ) obtained by Fourier

transformation. In addition, the low temperature data from Fig. 7.6 are shown again, but

this time also fitted together, yielding a structural fragility of mV 4−3
str = 0.0353, comparable

to the individual fits. A comprehensive summary of all structural fragility parameters is

provided in Table 7.2. Interestingly, the slope of the high temperature data is significantly

steeper, indicating a fragile behavior from a structural point of view, whereas the shallow

slope at low temperature indicates a weak temperature dependence and thus stronger

behavior. This contrary temperature dependence suggests a FST from a less ordered high-

temperature liquid to a more ordered low-temperature liquid, analogous to the results

observed for viscosity. Consequently, the corresponding viscous slowdown and change in

kinetic fragility appear to correlate with the formation of extensive structural networks by

the aggregation of clusters, as indicated by changes in structural fragility. This observation

is in good agreement with MD simulations by Soklaski et al. [373] and the results of Stolpe

et al. for a Zr-based alloy [69].
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Table 7.2 Overview of the structural fragility parameters of Ni-Nb-(Ta)-(P) alloys. The pa-
rameters γQ1, γr 1, γr 2, and γr 3 are derived from structural analyses based on the method-
ology of Mauro et al., using the peak height of S(Q) and G(r ). The parameter mV 4−3

str is
determined following the approach of Wei et al., evaluating the volume dilatation of the
3rd and 4th coordination shells. This involves both individual and combined fitting at low
temperatures (LT), and only combined fitting at high temperatures (HT).

Alloy γQ1 γr 1 γr 2 γr 3
mV 4−3

str

LT LT combined HT combined

Ni62Nb38 5.10 7.27 15.25 11.16 0.0367
Ni59.2Nb38.8P2 4.03 4.11 12.47 8.86 0.0351 0.0353 0.1726
Ni59.2Nb33.8Ta5P2 3.87 2.54 11.77 8.43 0.0340

Furthermore, the structural fragility mV 4−3
str was plotted against the kinetic fragility in-

dex m to illustrate the difference between high- and low-temperature. Since the high-

temperature structural fragility was determined based on a combined fit representing

an average value for all Ni-Nb alloys studied, an average value of the kinetic fragility at

low temperatures was likewise calculated from the values reported in Table 5.3. Based on

the findings of Wei et al. [371], the correlation between structural and kinetic fragility can

be perfectly described by the linear fit (grey line), at least at low temperatures. At high

temperatures, this correlation shows less good agreement. This can be attributed to the

fact that the original concept was developed to correlate structure and kinetics of the SCL,

not the high temperature liquid, i.e. the linear fit is based solely on low temperature data.

Nevertheless, a strong interrelation between structure and kinetics remains evident up to

high temperatures.

In summary, both concepts are a valid way to describe the high- and low-temperature

fragility based on structural observations. However, the model of Wei et al. is less capable

to describe the nuanced structural differences among Ni-Nb alloys. In contrast, the peak

height analysis as proposed by Mauro et al. reveals structural ordering not only on the

MRO length scale but also within the SRO during the transition from fragile-to-strong

liquid behavior.
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7.2 Signatures of Structural Changes in Ni-Nb-Ta-P BMGs

Fig. 7.8a shows the compositional effect on the total structure factor S(Q) when Nb is

systematically substituted by Ta. With increasing Ta content, S(Q) reveals a pronounced

development of a pre-peak at Q = 2.1 Å−1, located below the FSDP. In addition, the SSDP

demonstrates notable broadening of Q2.1, while Q2.2 remains rather unchanged. Since

the FSDP already provides information on the MRO, a pre-peak at even lower Q-values is

generally associated with a more pronounced MRO. On closer inspection, the pre-peak

appears to be already present in the Ta-free Ni59.2Nb38.8P2 alloy, but significantly less

distinct. The SSDP, on the other hand, contains insights about the SRO, which also seems

to change severely upon Ta alloying. It is important to note that all samples used in the

diffraction experiments were produced with identical dimensions to ensure consistent

thermal histories, as they experienced similar cooling rates during the casting process.

Furthermore, the Ni59.2Ta38.8P2 composition (y = 38.8) shows minor crystallization. Con-

sequently, this alloy is excluded from the subsequent analysis, as the structural changes

observed in the glass cannot be separated from those caused by crystallization.

To further investigate the structural differences in real space, the reduced PDF was calcu-

lated. For metallic liquids, the first peak position is assumed to correspond to the average

distance between the nearest neighbors, which is determined to be 2.63 Å for the Ni-Nb-

Ta-P alloys relatively independent of the composition. G(r ) is primarily dominated by the

Ni-Ni, Ni-Nb and Ni-Ta partial PDFs, hence the first peak position primarily represents the

distances between Ni and Ni, Nb, Ta atoms. However, the first coordination shell becomes

increasingly governed by an emerging shoulder upon Ta alloying, revealing a secondary

contribution from the Nb-Nb, Nb-Ta and Ta-Ta partial PDFs. This raises the question of

whether the peak maximum accurately represents the average nearest neighbor distance,

as it does not include all structural information, in particular the one of the shoulder. This

aspect along the limitation of the structural analysis of complex systems is discussed in

detail in section 7.2.1. Further differences in G(r ) are observed in the second coordina-

tion shell, which corresponds to the second nearest neighbor distances. The occurring

changes are particularly evident in the difference plot (relative changes with respect to

Ni59.2Nb38.8P2, y=0) where the peak around 4.5 Å sharpens upon Ta addition, reflecting an

increase in clusters sharing three neighboring atoms. In contrast, a decreasing 2-atom

connection is also observable, while the differences in the 1- and 4-atom connection seem

to arise simply from changes in the shape of the second coordination shell.
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Fig. 7.8 a) Total-scattering structure function S(Q) of Ni59.2Nb38.8-yTayP2 alloys at room
temperature. The most prominent structural changes occur at Q = 2.1 Å−1 as visible by the
emerging pre-peak as well as at Q2.1 showing significant broadening. b) Corresponding
reduced pair distribution function G(r ), revealing alterations in the SRO and cluster con-
nections. These are best visible in the difference plot ∆G(r ) (=G(r )y −G(r )y=0), primarily
occurring at the nearest neighbor distances of Ni-(Ni,Nb,Ta) and (Nb,Ta)-(Nb,Ta), as well
as 3-atom cluster connections.
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7.2.1 Complexity of Structural Analysis in Multicomponent Systems

In general, the structural analysis of multicomponent systems based on synchrotron HE-

XRD experiments is far from trivial, as many atomic pairs contribute to the total scattering

signal. Since the partial structure factors are usually only available for binary systems, if at

all, they are typically unavailable for alloys with more than two elements. Furthermore,

elements with a higher atomic number scatter more strongly, complicating structural anal-

ysis as changes in the alloy composition alter the Faber-Ziman weights in the system (see

Table 7.3). These weights are factors that influence the scattering contribution of a particu-

lar atomic pair to the total scattering signal, as previously described in Eq. 3.22. Before the

limitations arising from this are discussed in Section 7.2.2, an approach is first introduced

to encounter some of the challenges, allowing a clearer interpretation of the structural

changes. Nonetheless, it is crucial to keep the importance of the weighting factors in mind

and to discuss them critically when interpreting the structure as a function of composition.

Fig. 7.9 shows the first two peaks of G(r ) for Ni59.2Nb38.8P2 and Ni59.2Nb33.8Ta5P2. To begin,

lets focus on the first coordination shell. Different pairs of atoms are shown, which are

the main contributors to the scattering signal. All P containing atomic pairs (i.e. Ni-P,

Nb-P and Ta-P) are neglected in the subsequent analysis as their contribution to the total

scattering signal is less than 2 %, irrespective of the alloy composition. The peak maximum

(peak r1) represents the bond length of Ni-Ni, Ni-Nb and Ni-Ta (in short Ni-(Nb,Ta)), while

the shoulder at about 3 Å originates from the Nb-Nb, Nb-Ta and Ta-Ta bonds (in short

(Nb,Ta)-(Nb,Ta)). In the case of the Ta-free alloy Ni59.2Nb38.8P2, no atomic pairs including

Ta are present. If G(r ) is understood as the probability distribution of finding atoms at

a given distance, the peak position (peak r1) represents the most probable atomic bond

in the system, which is mainly a combination of Ni-Ni and Ni-(Nb,Ta) due to the high

Ni content in the alloys. Using the geometrical considerations
p

8/3r1 to determine the

3-atom connection, it is evident that the calculated position does not coincide with the

maximum of the second coordination shell. This is not surprising since the entire SRO

contributes to medium-range ordering and not just the peak maximum, i.e. Ni-Ni and

Ni-(Nb,Ta) contributions. Therefore, a new approach was introduced to determine a more

representative atomic position by scaling the theoretical bond length of each atomic pair

(based on the atomic radii in Ref. [109]) by their individual Faber-Ziman weighting factors.

This means that the shoulder of the first peak ((Nb,Ta)-(Nb,Ta)) is not ignored in the

calculation of the average bond length, but is included to the exact extent that this bond

contributes to the scattering signal. This results in an average r1 value as shown in Fig. 7.9.

Further details on the calculation of all the alloys studied can be found in Table 7.3.
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Fig. 7.9 Reduced pair distribution function G(r ) of two Ni-Nb-(Ta)-P compositions, demon-
strating the difference in the position of the 3-atom connection when calculated using the
position of the peak maximum compared to the average position of the first coordination
shell.

If the 3-atom connection is then determined based on average r1, a very good agreement

with the maximum of the second peak is found. Such an agreement is expected when

an ISRO is present, as indicated by the findings in Section 7.1 and supported by the lit-

erature [194, 195]. This strongly suggests that all nearest neighbor distances must be

considered to understand the changes in the MRO. This seems intuitive, as all SRO clusters

are responsible for the formation of the MRO across the entire volume, and not just the

clusters that contribute the most to the signal (i.e. the peak maximum). This approach al-

lows higher order shells to be critically analyzed, even when the weighting factors change,

as all atomic pairs (Ni-Ni+Ni-(Nb,Ta)+(Nb,Ta)-(Nb,Ta)) appear to contribute to the MRO

structure.
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Table 7.3 Overview of the Faber-Ziman weighting factor wi j , nearest neighbor distance
Ni j (calculated from the atomic radii given in Ref. [109]) and cluster connections Ci j for
the atomic pairs that contribute most to the total scattering of Ni59.2Nb38.8-yTayP2 alloys 1.
Average values for Ni j and Ci j are determined based on the scattering contributions of
each atomic pair from their respective weighting factors.

Alloy
Faber-Ziman weighting factor wi j

Ni-Ni Ni-Nb Ni-Ta Nb-Nb Nb-Ta Ta-Ta

y=0 0.2325 0.4912 - 0.2616 - -
y=1 0.2263 0.4658 0.0251 0.2417 0.0260 0.0007
y=3 0.2146 0.4183 0.0714 0.2055 0.0701 0.0060
y=5 0.2039 0.3751 0.1129 0.1740 0.1047 0.0158
y=7 0.1939 0.3356 0.1503 0.1464 0.1310 0.0294
y=9 0.1846 0.2994 0.1839 0.1224 0.1503 0.0463

y=11 0.1760 0.2663 0.2142 0.1016 0.1633 0.0659
y=13 0.1680 0.2359 0.2416 0.0835 0.1708 0.0877
y=15 0.1606 0.2079 0.2662 0.0679 0.1737 0.1116
y=20 0.1440 0.1472 0.3180 0.0380 0.1638 0.1775
y=25 0.1298 0.0974 0.3582 0.0184 0.1354 0.2497
y=30 0.1177 0.0563 0.3893 0.0068 0.0939 0.3255

atomic
pair

Nearest neighbor
distance Ni j (Å)

Cluster connections Ci j

1-atom (Å) 2-atom (Å) 3-atom (Å) 4-atom (Å)

Ni-Ni 2.52 5.04 4.36 4.12 3.56
Ni-Nb 2.76 5.52 4.78 4.51 3.90
Ni-Ta 2.80 5.60 4.85 4.7 3.96

Nb-Nb 3.00 6.00 5.20 4.90 4.24
Nb-Ta 3.04 6.08 5.27 4.96 4.30
Ta-Ta 3.08 6.16 5.33 5.03 4.36

Alloy Average r1
* (Å) Average cluster connections* (Å)

y=0 2.73 5.45 4.72 4.45 3.86
y=1 2.73 5.46 4.73 4.46 3.86
y=3 2.75 5.49 4.75 4.48 3.88
y=5 2.76 5.51 4.77 4.50 3.89
y=7 2.77 5.53 4.79 4.51 3.91
y=9 2.78 5.55 4.80 4.53 3.92

y=11 2.78 5.56 4.82 4.54 3.93
y=13 2.79 5.58 4.83 4.56 3.95
y=15 2.80 5.60 4.85 4.57 3.96
y=20 2.82 5.64 4.88 4.60 3.99
y=25 2.84 5.67 4.91 4.63 4.01
y=30 2.85 5.70 4.94 4.65 4.03

* Average X̄ calculated via X̄ =∑
i j Xi j wi j with Xi j = Ni j or Ci j

1The Faber-Ziman weighting factors are actually Q-dependent, as shown in Fig. 3.13. The listed values
correspond to mean values from Q = 0−20 Å−1. The atomic pairs Ni-P, Nb-P, Ta-P and P-P are neglected as
they individually contribute less than 1 % and collectively less than 2 % to the total scattering signal.
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7.2.2 Significance of the Structural Differences in Ni-Nb-Ta-P

In Fig. 7.10, the structural changes are analyzed in a) and b) for the SRO and in c) and d)

for the MRO for the entire Ta addition series despite Ni59.2Ta38.8P2, which was affected

by partial crystallization. Both a) and c) provide an overview of the changes in G(r ) due

to Ta addition including the respective length scales that were analyzed in b) and d). In

the case of SRO, G(r ) was analyzed at the 2.63 Å position, which corresponds to the peak

maximum, while the r1.2 = 3.03 Å position represents the shoulder. In the case of MRO,

the position of the 3-atom connection shifts to larger length scales with Ta addition, as

the average r1 value also shifts (see Table 7.3). For this reason, G(r ) was analyzed at a

representative length scale of r = 4.54 Å.

To evaluate whether the changes in G(r ) at r = 2.63 Å and r = 3.03 Å are caused solely due

to a change in the weighting factors of the Ni-Ni+Ni-(Nb,Ta) or (Nb,Ta)-(Nb,Ta) atomic

pairs, the relative change in the weighting factors were compared with the relative change

in G(r ) of the respective positions2, as shown in Fig. 7.10b. In the case of Ni-Ni+Ni-(Nb,Ta),

the relative change in w i j closely follows the relative change in peak height G(r = 2.63 Å),

i.e. the decreasing peak maximum does not correspond to a lower probability of finding

atoms at that position, but correlates with the change in scattering contribution. This

further supports the assumption that the 3-atom connection should be determined based

on the Faber-Ziman weighted atomic distance (average r1) and not on the basis of the

position of the peak maximum. In the case of the (Nb,Ta)-(Nb,Ta) bond, the relative

change in G(r = 3.03 Å) dominates, i.e. the observed changes can be attributed to real

structural changes at this length scale. This is rather unexpected given that Nb and Ta

are commonly considered to be chemically and topologically identical (as discussed in

Chapter 4.3). Consequently, one would expect Nb atoms to be replaced by Ta atoms

without causing significant changes to the overall structure. A potential explanation

could be the additional electron shell of Ta compared to Nb, which might influence the

metallic bonding and thus the atomic structure. Moreover, the assumption of topologi-

cal equivalence is rather an approximation, as Ta exhibit a slightly larger atomic radius

(rTa = 1.54 Å > rN b = 1.50 Å) [109]. This difference might promote a more efficient packing

of the atoms, potentially contributing to the observed changes in the SRO structure.

2A representative weighting factor w i j was determined via w i j = ∑
i j wi j depending on the Faber-

Ziman weights contributing to the scattering signal at the respective length scale. The relative changes are
determined via (w i j

Ta-alloys-w i j
y=0)/w i j

y=0 and (G(ri )Ta-alloys-G(ri )y=0)/G(ri )y=0, while y=0 corresponds to
the ternary base alloy Ni59.2Nb38.8P2.
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Fig. 7.10 a) and c): Magnified views of the first and second coordination shell of the reduced
pair distribution function G(r ) for Ni-Nb-(Ta)-P alloys. In a), the shown length scales
(peak r1, shoulder r1.2) indicate changes of the Ni-Ni+Ni-(Nb,Ta) and (Nb,Ta)-(Nb,Ta)
bond lengths. c) shows the evolution of the 3-atom connection from y=0 to y=30, whereas
a representative length scale of r = 4.54 Å is used for the subsequent evaluation. b) and d)
show the relative changes in G(r ) at the respective length scales in relation to the relative
changes in the Faber-Ziman weighting factors. While the structural changes in the SRO
are obscured by the changing weighting factors, actual structural changes in the MRO,
particularly at the 3-atom connection length scale, can be deduced.

Since the average r1 was used to determine the 3-atom connection, which includes infor-

mation of all atomic pair contributions (Ni-Ni, Ni-Nb, Ni-Ta, Nb-Nb, Nb-Ta and Ta-Ta),

the relative change in Faber-Ziman weight w i j was also determined based on these contri-

butions, as shown in Fig. 7.10d. Considering that the MRO signal is primarily determined

by the weighted atomic pairs, the observed relative changes in the structure (in particular

the 3-atom connection) are significantly higher than the relative changes in the weighting

factor. This allows to deduce actual structural changes caused by Ta addition on the length

scale of the cluster connections that are not caused by changes in the weighting factors, as
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discussed for the SRO. Consequently, an increasing 3-atom connection upon Ta-addition

implies a more pronounced ISRO, since an icosahedron consists of 20 faces containing

three atoms. These observations are in good agreement with the findings on the structural

fragility, where a more pronounced ISRO was already suspected due to the stronger liquid

behavior of the Ta-containing alloy compared to the Ta-free Ni59.2Nb38.8P2 BMG.

7.3 Summary and Discussion

Connection of Structure with Glass-Forming Ability

Based on the structural data shown in Fig. 7.1, as well as experimental and simulation

studies reported in Refs. [194, 195, 197], it is well known that Ni-Nb glass forming alloys

are dominated by an ISRO. The structural offset between the equilibrium liquid and the

SCL at T ′
g decreases with the addition of P, and even more upon Ta alloying. This indicates

that the liquid structure becomes more ordered, being closer to the final glassy structure.

As a result, the liquid exhibits a denser and more tightly packed structure. When analyzing

the first coordination shell (SRO, see Fig. 7.5), significant changes in structural fragility γ

are observed, pointing towards a more stabilized ISRO. This is similar to the case discussed

in the course of Ti-based BMGs in Chapter 6.1, where a stabilized ISRO led to improved

GFA, but on the other hand resulted in a deterioration of the mechanical properties. A

similar trade-off is also observed in Ni-Nb BMGs and will be discussed in detail later on.

Apart from the SRO, the addition of P also affects the MRO, as observed by the FSDP of

S(Q) in Fig. 7.4 as well as the second and third coordination shells, G(r2) and G(r3), in

Fig. 7.5. P reduces the peak height differences between the liquid and SCL structural

metrics, reflecting the trend towards a more ordered liquid structure. This is not surprising

considering that the MRO is built from SRO structural units, which have been shown to

exhibit increased order. Moreover, additional ordering may arise when the MRO structure

is considered as an arrangement of clusters in a lattice-like configuration, as proposed by

Miracle. In this model, smaller solutes, such as P, can occupy tetrahedral and octahedral

voids (location of the β and γ solutes in Fig. 2.12) to achieve efficient packing [105]. Addi-

tionally, Ta atoms, which are about 3 % larger than Nb, further facilitate denser atomic

packing in both the SRO and MRO. This results in a melt structure that is even closer to

the structure of the glassy state, as evidenced by the lowest structural fragility parameter γ

observed for the Ni-Nb alloys studied. This trend is further supported by an increasing

3-atom connection, which is typical of pronounced icosahedral ordering.
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Consequently, the significantly improved GFA from binary to ternary Ni-Nb-P can be

attributed to the substantial structural changes introduced by P due to its large size mis-

match. In contrast, the slight improvement in the critical casting size, from 5 mm for

Ni59.2Nb38.8P2 to 6 mm for Ni59.2Nb33.8Ta5P2, is likely due to the more subtle structural

changes induced by the addition of Ta. Furthermore, the interplay between kinetic fragility

and structural fragility provides additional insights into the improved GFA. A kinetic slow-

down is observed when P and Ta are added, in particular in the low temperature regime as

the kinetic fragility decreases (see Chapter 5.2). Lower kinetic fragility indicates a slower

change in viscosity near the glass transition temperature. This aligns with the observed

structural changes, in particular when studying the structural fragility, which reflects the

degree of atomic ordering when approaching the glass transition temperature. Since

viscosity and structure are closely related, the denser packing of Ni-Nb-(Ta)-P BMGs result

in a less fragile liquid for the better glass formers.

To conclude, the incorporation of P and Ta promotes icosahedral clusters, which are inher-

ently incompatible with crystalline structures due to geometric frustration. Furthermore,

ordering on the SRO and MRO leads to a denser packed atomic arrangement, which alters

the kinetic properties of the liquid and thus increases the resistance to crystallization,

ultimately facilitating glass formation.

Structural indications for the observed embrittlement

The embrittlement observed in Ni-Nb-based BMGs upon P addition is primarily caused

by changes in the atomic structure. Phosphorous promotes structural ordering, leading to

a denser and more tightly packed atomic arrangement, which is reflected in the reduced

structural fragility parameter (see Fig. 7.4 and 7.5). A more densely packed structure

is generally associated with reduced free volume and enthalpy, as demonstrated for a

Zr-based BMG in Chapter 6.2. For different alloys of similar composition, this reduction

can be quantified in a first approximation by the relaxation enthalpy release, as long as the

samples are cast in the same dimensions to ensure a comparable fictive temperature. For

the 3PBB beams tested in Fig. 5.17 (cross section: 1×2 mm2), the relaxation enthalpy re-

lease was determined to be 880 J g-atom-1 for Ni59.2Nb38.8P2, compared to 1075 J g-atom-1

for its binary counterpart Ni62Nb38, indicating reduced free volume in the ternary alloy,

consistent with the reduced ductility and fracture toughness [307]. Furthermore, in a

collaborative study (Ref. [307]), fluctuation electron microscopy revealed a reduction in

the MRO cluster size, which is known to restrict the nucleation of STZs and the subsequent

formation of shear bands. The combination of smaller MRO clusters, reduced free volume,
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and a harder glassy structure (see hardness in Table 5.4) restricts the material’s ability to

accommodate stresses, ultimately leading to the observed embrittlement upon P alloying.

Further structural changes towards a more efficient atomic arrangement are introduced

by the addition of Ta to the Ni-Nb-P system. It also increases the probability to find

3-atom connections, as shown in Fig. 7.113. Such a connection is indicative of icosahedral

short-range ordering, which stabilizes the structure but also increasing its rigidity. Similar

to P addition, a reduction in free volume can also be suspected as the relaxation enthalpy

release is further reduced to ∼820 J g-atom-1 for Ni59.2Nb33.8Ta5P2. This reduction, com-

bined with a stronger 3-atom connection, decreases the material’s capacity to redistribute

stress, further intensifying the embrittlement. Next to cluster connections, the correla-

tion length ξ (previously introduced in Chapter 6.2.5) is shown in Fig. 7.11. It represents

the exponential decay of the peak heights in G(r ), and is typically used to describe the

degree of order within a system beyond the nearest neighbors or cluster connections.

A decreasing order might appear in the first glance inconsistent with previous findings

that suggest enhanced MRO. This seeming discrepancy can be resolved by looking at two

different aspects of MRO. One is the size of the MRO clusters, which is rather described by

the correlation length, and the other is how ordered the atoms are within those clusters.

The observed decrease in structural fragility clearly demonstrated a reduced structural

difference between the liquid and glassy states, indicating a more ordered MRO structure.

At the same time, a shorter correlation length reflects a smaller MRO cluster size, yet it

does not preclude an increase in the internal order of these clusters. This observation

is consistent with the findings upon the addition of P to Ni62Nb38, where the MRO size

was similarly reduced [307]. In Zr-based BMGs, larger MRO clusters have been correlated

with lower hardness and higher MRO volume fractions, whereas smaller MRO clusters are

related to higher hardness and reduced MRO volume fractions. This relation is consistent

with the increase in hardness observed from Ni62Nb38 to Ni59.2Nb38.8P2, as well as with the

continuous addition of Ta (see Table 5.4 and Fig. 5.19). Since, MRO clusters are believed to

act as nucleation sites for STZs within a more rigid amorphous matrix [307, 322], larger

clusters facilitate the percolation of STZs and the formation of shear bands, enabling

plastic deformation. In contrast, smaller clusters impede such processes, leading to a

more brittle fracture behavior.

3The evolution of the 3-atom connection and the correlation length is shown only for the three alloys that
were subjected to mechanical tests. However, the observed trend continues across the entire compositional
range, as shown in Fig. A.10 of the appendix for the reader’s interest.
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Fig. 7.11 Top panel: Reduced pair distribution functions, G(r ), of Ni-Nb-(Ta)-P alloys,
providing an overview of the analyzed length scales from cluster connections to MRO.
The corresponding analysis is presented in the lower panels as a function of Ta content.
In particular, the evolution of the absolute value of G(r ) at a length scale of

p
8/3r1,

corresponding to the position of the 3-atom connection, and the correlation length ξ,
representing the decay of the MRO oscillation, are analyzed. Structural ordering for the
3-atom connection is observed in combination with a reduced MRO size, both exhibiting
a strong correlation (high R2) with the decrease in ductility.

Ultimately, the embrittlement observed in Ni-Nb-based BMGs with P and Ta additions

arises from enhanced structural order, reduced free volume, and smaller MRO cluster

sizes, which increase hardness and rigidity at the cost of ductility. These results underline

the critical balance between GFA and ductility in the design of advanced metallic glasses

and highlight the importance of future studies with the objective to identify an optimal

compromise that achieves both decent GFA and adequate plasticity.





Chapter 8

Summary and Outlook

The primary objective of this study was the development and optimization of Ni-Nb based

BMG alloys, focusing on alloy design, thermophysical properties, structural characteristics

and GFA. Particular attention was given to the effects of minor additions of P and Ta. The

objective was to increase the critical casting thickness, improve thermal stability and

maintain the advanced mechanical properties of the base alloy, while ensuring reliable

processing conditions. This chapter presents a concise summary of the key findings and

advancements in alloy development and characterization, highlighting the connections

between the results from different chapters. Additionally, the interrelation between struc-

ture and mechanical properties was explored by an excursion into other glass-forming

alloys. These results revealed significant similarities in the structure-property correlation

across different alloy systems, providing valuable context to understand the mechanical

behavior of Ni-Nb-based BMGs. Finally, an outlook is provided, highlighting potential

future directions for advancing both alloy design and processing techniques to further

enhance the performance and applicability of Ni-Nb-based BMGs.

8.1 Summary

Alloy Development

Ni-Nb alloys are known for their exceptional mechanical properties, including high

strength, hardness, and elasticity. However, their relatively low GFA limits broader ap-

plicability. This study systematically addressed this limitation through various alloying

strategies to enhance the critical casting thickness and improve processing robustness.

Phosphorus, introduced as a micro-alloying element, stabilizes the SCL and thus signifi-

cantly improves the GFA. The critical casting thickness increases from 2 mm for binary
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Ni62Nb38 to a broad region achieving 4 mm in ternary Ni-Nb-P alloys. Among these

compositions, Ni59.2Nb38.8P2 emerges as optimal candidate with an exceptional GFA of

5 mm, exceeding the previously reported state of the art of Ni-Nb BMGs in literature by

far. Further refinement by Ta substitution leads to the quaternary alloy Ni59.2Nb33.8Ta5P2,

which achieves a record-breaking critical casting thickness of 6 mm with an almost fully

amorphous structure at 7 mm. This strategy is found to be highly effective due to the

chemical similarity between Nb and Ta, which allowed substitution over a wide composi-

tional range without altering the primary phases. At the same time, alloy optimization

contributes to a more stable atomic configuration, resulting in longer crystallization times

and thus enlarged SCLR for the optimized compositions.

Thermodynamics and Kinetics

Despite the high driving force for crystallization found in Ni-Nb alloys, which is indica-

tive of rapid nucleation, the exceptional GFA indicates additional stabilizing factors. In

particular, the icosahedrally ordered liquid structure is expected to exhibit a significant

mismatch with the crystal structures (Ni3Nb, Ni6Nb7), potentially resulting in a high inter-

facial energy. This may raise the nucleation barrier, stabilizing the SCL state and delaying

crystallization, while kinetic factors further contribute to the glass formation process.

Viscosity analysis reveals a clear transition from fragile-to-strong liquid behavior due to

the different temperature-dependence of the high- and low-temperature liquid. At low

temperatures, binary Ni62Nb38 (D∗ = 13.9) behaves as a rather fragile liquid, while alloying

of P and Ta leads to progressively stronger liquid behavior in Ni59.2Nb38.8P2 (D∗ = 17.2)

and Ni59.2Nb33.8Ta5P2 (D∗ = 18.3). These changes indicate reduced atomic mobility and

thus increased resistance to crystallization. At high temperatures, the viscosity and fragility

of Ni-Nb and Ni-Nb-P is similar (D∗ = 6.6), however, subtle differences were observed

when normalizing to the liquidus temperature. The P-containing alloy shows a slightly

higher viscosity, indicating slower atomic dynamics even in the high temperature liquid.

Although it is expected that Ta further enhances this effect, the lack of high-temperature

data prevents experimental verification. Nonetheless, the higher GFA indicates an increas-

ing resistance to crystallization, which in turn is expected to result in a kinetic slowdown.

While the VFT model effectively describes the course of viscosity in certain temperature

ranges, it is not suitable to address the fragile-to-strong transition observed during su-

percooling. Alternatively, the extended MYEGA model provides a more comprehensive

description across both temperature ranges, offering deeper insights into the viscosity

behavior, which is essential for simulation and optimization of casting processes.
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Crystallization

To unravel the crystallization behavior and structural transformations, in-situ synchrotron

diffraction experiments were performed. Cooling experiments using an electrostatic

levitator reveal valuable insights into the primary phases competing with glass formation.

At lower P contents, the formation of the eutectic phases (Ni3Nb and Ni6Nb7) is delayed

due to the increased viscosity and decreased fragility. Furthermore, these phases cannot

accommodate P in their crystal structures. Instead, the formation of a P-rich phase

appears for the first time around 2 at%, which requires local P enrichment in the melt, a

process that is kinetically delayed thereby favoring glass formation. However, excessive

P contents (>2 at%) favor the formation of the Nb3Ni2P compound, which ultimately

reduces the GFA due to its simpler crystal structure compared to the eutectic phases.

Structure

Structural analysis based on the structure factors S(Q) and reduced pair distribution

functions G(r ) reveals that the SRO in Ni-Nb-P alloys is dominated by icosahedral motifs.

The addition of Ta further favors these structural motifs by promoting a close-packed

atomic arrangement, which is reflected in reduced structural fragility and increased

3-atom cluster connections. In addition, a pronounced ISRO indicates a local atomic

configuration that is energetically favorable but incompatible with long-range crystalline

order, stabilizing the SCL state. These structural trends are in good agreement with the

observations in viscosity, where reduced structural fragility (i.e. increased structural order)

correlates with reduced kinetic fragility and thus increased resistance to crystallization.

Mechanical Properties

The mechanical properties of Ni-Nb-based BMGs, including Ni62Nb38, Ni59.2Nb38.8P2,

and Ni59.2Nb33.8Ta5P2 compositions, vary considerably depending on composition and

testing method. While all alloys reach their yield strength of around 3 GPa, their strain-to-

failure differs significantly. Compression tests reveal increased ductility upon P and Ta

addition, with the quaternary alloy reaching a maximum fracture strain of up to 10 %. In

contrast, 3PBB tests demonstrate a progressive decrease in ductility, with the quaternary

alloy being the most brittle. The fracture toughness also decreases in the ternary and

quaternary systems, with Ni59.2Nb33.8Ta5P2 being too brittle for a proper determination

of its fracture toughness. These results suggest that 3PBB testing is the most effective

way to assess the intrinsic ductility of metallic glasses, as it closely resembles the changes

in fracture toughness. From a structural point of view, the embrittlement caused by P
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and Ta is primarily attributable to higher atomic packing efficiency, lower free volume

and smaller MRO cluster sizes. The Ta alloy additionally stabilizes the local icosahedral

structure, increasing rigidity and restricting shear band propagation. Fracture surface

analysis confirms these results, with the binary alloy exhibiting larger dimple structures

indicative of high ductility, while the ternary and quaternary alloys exhibit smaller dimples

and nanowave patterns indicative of brittle fracture mechanisms.

Conclusion

In conclusion, this study achieves significant progress in the GFA of Ni-Nb alloys by strate-

gic alloying with P and Ta, reaching a critical casting thickness of up to 6 mm. Phosphorus

plays a central role in increasing viscosity and altering crystallization pathways, while Ta

promotes denser atomic packing and increases icosahedral clustering. In this way, the

SCL is significantly stabilized and crystallization is delayed, contributing to the observed

advancement in glass formation. However, these improvements come with a trade-off,

as both P and Ta contribute to increased brittleness, which limits ductility and fracture

toughness. Despite this limitation, the ternary alloy Ni59.2Nb38.8P2 remains an excellent

candidate for applications requiring a balance between high strength and decent fracture

toughness. Therefore, this study not only represents a significant step forward in the

development of Ni-Nb alloys, but also provides a deeper understanding of the complex

interplay between thermophysical properties, structural evolution, and mechanical be-

havior. These findings provide a strong foundation for future research, aiming to refine

alloy compositions and processing techniques for advanced engineering applications, as

briefly addressed in the subsequent outlook.

8.2 Outlook

Micro-Alloying and the Future of Ni-Nb-P Alloys

The results of this study have demonstrated the potential of micro-alloying as a powerful

tool to improve certain material properties. However, this often comes with trade-offs, in

particular when metalloid elements are added that tend to embrittle the material. This

is sub-optimal, as the goal of improving the GFA by adding P to enable Ni-Nb alloys to

be cast in larger dimensions, thereby extending their range of applications, is restricted

by the difficulties caused by reduced fracture toughness. Despite this drawback, it is

worth noting that the embrittlement observed in the Ni-Nb system is not as severe as

when other metalloid elements are added, which typically lead to highly brittle failure
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even before the yield strength is reached (see Fig. A.5 in the appendix). Nevertheless,

the reduction in fracture toughness to 26 MPa m1/2 is not ideal for usage in engineering

applications that demand high toughness to withstand sudden failure. To address this

limitation, future research should focus on Ni-Nb-P alloys with reduced P content, as

this adjustment is expected to significantly improve the fracture toughness. The broad

GFA range, where amorphous samples up to 4 mm can be achieved, as shown in the

GFA map in Fig. 4.7, highlights the potential for optimization in this ternary field. The

goal is to develop a composition with an intermediate P content that combines the

properties of Ni59.2Nb38.8P2 (dc =5 mm, K IC ∼26 MPa m1/2) and Ni62Nb38 alloys (dc =2 mm,

K IC ∼50 MPa m1/2). This results in a target dc of ∼4 mm and K IC of about 35 MPa m1/2,

making it especially relevant for casting applications that demand a balance between

proper fracture toughness and good GFA. Once this level is reached, the material would

exhibit mechanical properties similar to that of ’brittle’ engineering materials, including

high-strength aerospace aluminum alloys and tool steels, which typically exhibit fracture

toughness values between 20–40 MPa m1/2 [307, 374, 375].

Additive Manufacturing of Ni-Nb Alloys via Selective Laser Melting

An alternative approach, which has gained significant attention in the past decade for

metallic glasses, is selective laser melting (SLM), a form of additive manufacturing [224,

297, 376–378]. Unlike conventional casting, SLM does not require a high critical casting

thickness, as powder material is locally molten during the process, achieving high cooling

rates in the order of 106 Ks−1 [379]. Under these conditions, the GFA of binary Ni62Nb38

is sufficiently high to produce large scale components. Consequently, the focus of alloy

selection shifts from glass former with high GFA to those with optimized mechanical prop-

erties. Ni62Nb38 with a yield strength of approximately 3 GPa and a hardness of 850 HV5,

is particularly desirable due to its higher fracture toughness compared to the P-containing

counterpart, making it a promising candidate for additive manufacturing.

A preliminary study by our group, in collaboration with the University of Duisburg-Essen,

explored the production and characterization of Ni-Nb powder material as well as SLM

printed parts [380, 381]. Due to limited powder availability, only an initial parameter

characterization was conducted. Fig. 8.1a shows cross-sectional images of cuboid samples

produced using three different volume energy densities EV (49.3, 31.5, and 17.8 J mm−3).

As expected, the sample density increases with higher energy input, as the increased

energy reduces porosity and enhances the compaction of the molten material, consistent

with findings in previous studies [382–385]. However, higher energy inputs also lead to
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Fig. 8.1 a) Optical micrographs of cross-sections of three cuboids show reduced porosity
with increasing energy density. b) This is also reflected in the increase in relative density
and hardness up to 99.9 % density and 850 HV hardness. Figure reproduced from Ref. [381].

increased crack formation, attributed to thermal gradients during the powder bed fusion

process, which generate significant in-plane residual stresses [386, 387]. Consequently,

most cracks are horizontally oriented. Fig. 8.1b illustrates the relationship between applied

volumetric energy, relative density (blue open circles), and hardness (red open squares).

Both density and hardness increase with rising energy input, achieving relative densities

of up to 99.9 % and hardness values around 850 HV, characteristic of Ni-Nb-based metallic

glass formers.

As shown in Fig. 8.2a, samples produced with parallel vector scanning (one of the applied

strategies, more details in Ref. [381]) were mostly amorphous, with minor Bragg peaks

appearing at the highest energy density (49.3 J mm−3), indicating first crystallization due to

excessive energy input. Differential thermal analysis revealed that the other samples were

also affected by crystallization, with the best sample achieving an amorphous fraction

(∆H SLM
x /∆H as−cast

x ) of approximately 90 % compared to as-cast Ni-Nb. Despite this

partial crystallinity, the results demonstrate the potential of SLM for producing dense

Ni-Nb parts with a predominantly amorphous structure. The limited feedstock material

in this study restricted the fabrication of entirely glassy samples, while it is expected that

sufficient material allows further optimization to reduce crystallization and achieve fully

amorphous components.
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Fig. 8.2 a) XRD of parallel vector cuboids show the characteristic halo for an amorphous
material with weak reflections at the highest energy density EV . b) Calorimetric analysis
reveal a large crystallization enthalpy release ∆Hx in the SLM-printed sample, indicating
a high amorphous fraction. Figure adapted from Ref. [381].

Concluding Remarks

In conclusion, SLM is a viable method to produce large parts of binary Ni-Nb, ideally with

mechanical properties as good as the cast material, such as high strength and fracture

toughness. However, process-induced internal stresses leading to crack formation remain

a challenge, requiring further investigation into heat management and scanning strategies.

As a result, SLM is not a complete replacement for casting but rather a complementary

technique with its own limitations. Consequently, Ni-Nb-P alloys continue to be a highly

promising class, particularly well-suited for casting processes. Optimization in both fields,

SLM and casting, will be essential to develop a versatile portfolio of alloys tailored to

specific applications and manufacturing processes.
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Surface tension determination from TEMPUS experiments: Next to viscosity, TEMPUS

experiments can be used to determine the surface tension by doing a fast Fourier trans-

form of the damped oscillation into frequency space, as shown in Fig. A.1. The obtained

resonant frequency is additionally fitted with the Lorentz fit-function for an improved

determination of the peak position. The surface tension γ can then be calculated with the

known sample mass m and resonant frequency ωR with:

γ= 3

8
πmω2

R (A.1)

In the example, the resonance frequency is determined to be 29.6 Hz, resulting in a surface

tension of 1.31 N·m-1 according to Eq. A.1 (sample mass of the droplet was 1.27 g). When

doing this analysis for all measured oscillations, a mean value of γ= 1.36±0.06 Nm-1 is

obtained.
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Fig. A.1 Change in the radius of a droplet in Y-direction as a function of time after excita-
tion. The Fast Fourier Transform yields the frequency domain, which describes the main
frequencies present in the damped oscillation. The resonant frequency is determined as
the peak position of the Lorentz fit.
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Comprehensive representation of the melting curves of Ni-Nb-Ta-P: The melting curves

presented in Chapter 4.2.2 include only selected examples of Ni-Nb-Ta-P alloys, as taken

directly from the respective publication [273]. These are sufficient to illustrate the effect

of Ta on the melting behavior. However, for completeness, all melting curves are provided

in Fig. A.2 for the readers interest.
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Fig. A.2 Complete data set of the melting curves of the Ni59.2Nb38.8-yTayP2 series (y=0, 1, 3,
5, ..., 38.8) measured in a high temperature DSC with a heating rate of 0.333 Ks-1. Figures
reproduced from the supplementary information of Ref. [273].
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GFA parameters and their relevance for Ni-Nb glasses: Selected GFA parameters for the

’eutectic line’ Ni-Nb-P and Ni-Nb-Ta-P compositions are shown in Fig. A.3, with exact

calculations provided in the diagram. All parameters follow a similar trend to ∆Tx , as they

incorporate the onset of crystallization (Tx) in their calculation, reflecting the thermal

stability of the alloys during heating. However, thermal stability is not ideal for describing

GFA, as it characterizes the lower part of the crystallization ’nose’ in the TTT diagram

rather than the resistance of the high-temperature liquid against nucleation. This distinc-

tion is important since GFA during casting is determined by the shape and position of

the ’nose’ in the higher temperature region. Consequently, thermal stability values often

do not provide conclusive information about high-temperature crystallization, which is

critical for glass formation during casting. For this reason, GFA criteria involving Tx offer

no significant insights beyond ∆Tx , at least in the Ni-Nb system, which led to the focus on

the classical Tr g parameter.
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and [165]. It can be seen that the GFA parameters do not provide additional information
compared to ∆Tx .
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Vegard’s law: Vegard’s law states that the lattice parameters of a crystalline phase vary lin-

early with the atomic concentrations of its constituent elements, assuming that the crystal

structure remains unchanged across the compositional range. This principle simplifies

the prediction of how lattice parameters change when one atomic species is substituted

for another in the crystal lattice. This is exemplified by the Ni3(Nb,Ta) phase, representing

a mixture of Ni3Nb and Ni3Ta, as shown in Fig. A.4.
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Fig. A.4 Simulated diffractograms of the distinct phases Ni3Nb [278] and Ni3Ta [388] as well
as a mixture (50:50) of both phases Ni3(Nb,Ta). The intermetallic phases were simulated
using the program Vesta, taking into account Vegard’s law [294, 304]. The diffraction
patterns of the phases are almost identical due to their orthorombic crystal structure with
similar lattice parameters. This similarity complicated the precise identification of the
individual phases in the experimentally measured XRD patterns, leading to the conclusion
that a mixed phase is present. Figures reproduced from the supplementary information of
Ref. [273].
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Crystal structure of Ni-Nb crystalline phases: Table A.1 provides the crystallographic

parameters of the phases identified in the studied Ni-Nb-(Ta)-(P) alloys. It includes details

of the crystal system, space group, and lattice parameters (a, b, c) required to simulate the

ideal diffractograms of each phase, such as those shown in Fig. A.4.

Table A.1 Crystallographic data of the assigned crystalline phases based on the HE-XRD
patterns.

Phase Crystal System Space Group
Lattice

Reference
Parameter (Å)

M-phase
orthorhombic Pnma (62)

a=9.276
[305](Nb-Ni-Al b=4.928

type phase) c=16.20

Ni3Nb orthorhombic Pmmn (59)
a=4.22

[278]b=4.53
c=5.08

Ni3Ta orthorhombic Pmmn (59)
a=4.21

[388]b=4.51
c=5.07

Ni6Nb7 trigonal R3̄m (166)
a=b=4.94

[279]
c=26.94

NiTa trigonal R3̄m (166)
a=b=4.89

[389]
c=53.23

Nb3Ni2P tetragonal P4/mbm (127)
a=b=6.606

[280]
c=3.452
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Effect of Sulfur and Phosphorus on Mechanical Properties: Despite the reduction in

ductility by P-addition, the mechanical properties of Ni-Nb-P alloys remain decent, par-

ticularly in view of the significantly enhanced GFA. This becomes evident when analyzing

the mechanical properties of S-containing Ni-Nb-based BMGs, such as Ni58Nb39S3, which

is likewise reported to enhance the GFA and thermal stability [205]. However, S results in a

tremendous embrittlement, leading to a glassy fracture with premature failure before the

yield strength is reached, as shown in Fig. A.5. In contrast, while P also alters the mechani-

cal properties of the system, its effect is significantly less severe. Therefore, P represents

the best compromise so far, balancing high GFA with good mechanical properties in this

class of BMGs.
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Determination of fictive temperature using the Moynihan method: Moynihan’s area

matching method offers a robust approach to determine the fictive temperature T f from

DSC measurements. Mathematically, the fictive temperature can be obtained as follows:

∫ T f

T ∗
(cp,l − cp,g )dT =

∫ T ′

T ∗
(cp,e − cp,g )dT, (A.2)

with cp,l and cp,g being the specific heat capacity of the equilibrium liquid and the glass,

respectively. cp,e corresponds to the specific heat capacity at a certain temperature T ∗ in

the supercooled liquid, while T ′ represents a temperature in the glassy state. A graphical

representation of this method is shown in Fig. A.6. The fictive temperature T f corresponds

to the temperature at which the two integrals are equal, i.e. when the rectangular area

(I) corresponds to the integral from the glassy state to the SCL (area II). It should be

mentioned, that in theory, the actual course of cp,l for the liquid state is required as can be

seen from the left integral. However, the assumption of a rectangular shape to determined

T f as a first-order approximation works very well in most cases without introducing

significant errors. Overall, this method provides a robust approach to quantify the thermal

history and hence the relaxation state of glasses.
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Correlation of the relative enthalpy difference to the absolute enthalpy difference: As

shown in Fig. A.7a for two exemplary states, integration of the heat flow curves relative to

the zero line (crystalline state) yields the enthalpy difference curves. These are depicted in

Fig. A.7b. To derive accurate enthalpy curves, as shown in Fig. A.7c, the one in b) must

be pinned to the SCL state (indicated by the grey area) as the enthalpy difference in the

metastable equilibrium must be zero. While the values of the enthalpy difference relative

to T f =727 K do not carry inherent physical significance, their relative differences correlate

directly with the true enthalpy differences between the states.
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Fig. A.7 a) DSC measurements were performed for two Vit105 compositions with different
fictive temperatures. b) The heat flow data were integrated relative to the crystalline
baseline (zero-line), yielding enthalpy difference curves with respect to the crystalline
state. c) To ensure that the enthalpy difference in the SCL is zero (metastable equilibrium
state), the enthalpy curves (e.g., the T f =631 K curve) are aligned with the SCL of the
T f = 727 K curve. Figure reproduced from the supplementary information of Ref. [326].
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state after annealing at T f =631 K. b) Correlation plot of the enthalpy difference ∆Hl−x

at various fictive temperatures versus the enthalpy difference derived from integrated
DSC measurements pinned at T f =727 K in the SCL state. Figures reproduced from the
supplementary information of Ref. [326].

To obtain a more meaningful enthalpy difference, ∆Hl−x must be determined based on

specific heat capacity measurements of the crystalline and liquid states, as previously

done by Bochtler for Vit105 in Ref. [221]. The corresponding ∆Hl−x(T ) curve is shown

in Fig. A.8a, allowing to determine the exact enthalpy difference at various fictive tem-

peratures. For instance, the ∆Hl−x is calculated to be 3.29 J g-atom−1 at T f =631 K. Now

the relative enthalpy difference from Fig. A.7 can be correlated to the the absolute en-

thalpy difference ∆Hl−x . A high correlation is observed, as shown in Fig. A.8b, which is

not surprising given that two enthalpy differences are being compared. However, this

methodology is essential to convert the relative enthalpy difference into the absolute

enthalpy difference ∆Hl−x , as shown in Fig. 6.7 of Chapter 6.2.2 for all annealing states.
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Determination of the correlation length: The correlation length can be determined from

the exponential decay of the oscillation in G(r ). For this, the peak centers of each peak

must be identified, as shown in Fig. A.9. For improved fitting, the exponential decay is

obtained by transferring the peak positions to the natural logarithmic scale and fitting

them with a linear function, as shown in the lower panel. The correlation length, ξ, is then

described by one of the fitting parameters. It can also be seen that the exponential decay

best fits larger length scales (from peak 3 onwards), indicating that the correlation length

primarily provides information about the MRO.
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Comprehensive overview of the structural evolution of G(r): In Chapter 7.3, the influ-

ence of the 3-atom connection and correlation length on the mechanical properties of

Ni-Nb-(Ta)-P alloys was analyzed, focusing on three compositions with available mechan-

ical data. Here, a comprehensive view of the evolution of the 3-atom connection and

correlation length is presented for all compositions with Ta contents ranging from 0 at%

to 30 at%, as shown in Fig. A.10. The alloy where Nb was fully replaced by Ta (y = 38.8) is

excluded due to partial crystallization. It is worth mentioning that the embrittlement with

increasing 3-atom connection and decreasing MRO size at higher Ta contents aligns with

the sample handling experience during preparation (e.g. cutting). However, this could

not be quantified in mechanical tests, as Ta contents exceeding 11 at% were so brittle that

consistent sample preparation without significant losses was not possible.
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