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A B S T R A C T

Metabolites can provide unique insights for drug discovery and devel-
opment (D3) processes and their roles are well reflected and addressed
in several respective regulatory guidance documents. Currently, there
is no explicit guidance for investigating metabolites in the context
of physiologically based pharmacokinetic (PBPK) modeling with no
mention thereof in dedicated regulatory PBPK modeling guidelines.
With PBPK modeling becoming an integral part in D3, its usefulness
in estimating various drug interaction scenarios is well recognized in
several clinical guidance documents by regulatory agencies. Conse-
quently, understanding the contributions of a parent drug’s metabo-
lite(s) is helpful for a thorough and mechanistic model development.
To highlight the significance of metabolites in PBPK model analyses,
particularly for drug interactions, parent-metabolites PBPK models
were developed for the antidepressant bupropion, the antimycotic
ketoconazole and the anticancer drug 5-fluorouracil alongside its en-
dogenous biomarker uracil. In this context, inclusion of metabolites
was crucial to implement and evaluate drug interactions and subse-
quent model applications such as model-based dose adjustments. This
thesis outlines a blueprint for determination of a metabolite’s role and
need for its inclusion in PBPK model development, drawing insights
from the presented projects.
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Z U S A M M E N FA S S U N G

Metabolite können wichtige Einblicke in die Entdeckung und Ent-
wicklung von Arzneimitteln (AM) liefern. Ihre Rolle wird in mehreren
einschlägigen regulatorischen Leitfäden gut reflektiert und behan-
delt. Derzeit gibt es keine explizite Anleitung für die Untersuchung
von Metaboliten im Rahmen der Physiologie-basierten pharmakoki-
netischen (PBPK) Modellierung. Auch in den speziellen regulatori-
schen PBPK-Modellierungsleitlinien werden sie nicht erwähnt. Da die
PBPK-Modellierung mittlerweile ein integraler Bestandteil der Arz-
neimittelentwicklung ist, wird ihre Nützlichkeit bei der Abschätzung
verschiedener AM-Interaktionen in mehreren klinischen Leitfäden der
Zulassungsbehörden anerkannt. Daher ist es für eine ausführliche und
mechanistische Modellentwicklung hilfreich, die Metaboliten einer
Ausgangssubstanz zu verstehen. Um die Bedeutung von Metaboli-
ten in PBPK-Modellanalysen hervorzuheben, wurden entsprechende
PBPK-Modelle für das Antidepressivum Bupropion, das Antimykoti-
kum Ketoconazol und das Zytostatikum 5-Fluorouracil sowie dessen
endogenen Biomarker Uracil entwickelt. Hier war die Einbeziehung
von Metaboliten entscheidend AM-Interaktionen zu implementieren
und zu bewerten sowie Modellanwendungen wie modellbasierte Do-
sierungsanpassungen abzuleiten. Diese Arbeit präsentiert ein Konzept
zur Bestimmung der Rolle eines Metaboliten und Notwendigkeit
seiner Einbeziehung in die Entwicklung von PBPK-Modellen unter
Verwendung der Erkenntnisse aus den vorgestellten Projekten.
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1
I N T R O D U C T I O N

1.1 motivation : metabolites – trash or treasure?

Metabolites, commonly perceived as simple byproducts of drug
metabolism meant for degradation and elimination, hold significant
biological importance beyond their initial characterization. While
metabolites couldn’t be further from biological “trash”, the inves-
tigation into their roles are often limited, overlooked, or misinter-
preted. This is especially the case for metabolite-metabolites, which
are rarely considered in drug investigation. However, their contribu-
tion to understanding, developing and improving drug design could
be very beneficial. A prime example would be pharmacologically ac-
tive metabolites, that not only add to a parent’s therapeutic effect but
help understand occurrence for adverse drug reactions (ADRs) [5].
For example in case of tamoxifen, used in breast cancer therapy, its
metabolite endoxifen exhibited strong antiestrogenic activity [6]. There-
fore, understanding tamoxifen’s efficacy and safety is closely linked
to understanding its metabolite endoxifen, especially its formation via
the highly polymorphic cytochrome P450 (CYP) 2D6 [6, 7]. Currently
under investigation as an administered anticancer drug itself, endox-
ifen was also tested for oral treatment of mania in bipolar disorders
[6, 8].
Another example is terfenadine and its metabolite fexofenadine. Ter-
fenadine, a second-generation antihistaminic drug and CYP3A4 sub-
strate, is prone to drug interactions with its potentially elevated ex-
posure linked to cardiotoxic side effects, prolongation of QT interval
in particular [9–11]. Its pharmacologically active metabolite fexofena-
dine not only showed great therapeutic efficacy and tolerability, as it
doesn’t cross the blood-brain barrier, it’s also not associated with the
cardiotoxic side effects of its parent. As fexofenadine has been success-
fully used as an antihistamine for decades, it illustrates the pivotal
role metabolites could possess in their parent’s pharmacodynamics
[12, 13].
Likewise, metabolites demonstrate significant pharmacokinetic rele-
vance, including active roles in drug-drug-interactions (DDIs) as en-
zyme or transporter perpetrators, or as biomarkers for assessing drug
metabolism, such as of phenotyping methods [14–17]. This highlights
their rather treasurable role for drug discovery and development.
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2 introduction

1.2 creation of metabolites and metabolizing enzymes

Metabolism represents our body’s fundamental engine consisting ofMetabolism and
Metabolic Reactions various biochemical processes. The creation of metabolites, whether of

endogenous or administered substances, mainly entails the parent’s
its hydrophilic break down in order to facilitate its elimination from
the body or its bioactivation to active compounds. The biodegradation,
so called catabolism, and the bioactivation, known as anabolism, can
be seen as two sides of the same coin representing an organisms’
profound ability and necessity of maximizing the accumulation of
energy and minimizing the loss of energy [18].
Alongside the liver, the most prominent site of metabolism in
mammals, metabolism occurs in many organs and tissues, such as the
intestines, skin, lung, or blood [19]. Here, expression and activity of
several enzymes catalyzing metabolic reactions have been identified.
These have historically been categorized as phase-I-, and phase-II-
biotransformations. More recently, additional categories, such as
phase-0 and phase-III, have been discussed. These biotransformations
can occur sequentially or simultaneously [20].
Phase-I metabolic reactions mainly aim to increase the water solubility
and the polarity of a compound through hydrolysis, oxidation and
reduction [21, 22]. Enzymes catalyzing phase-I-transformations
include CYP enzymes or flavin-containing monooxygenases (FMO)
[18].

Prominent examples of CYP enzymes are CYP3A4 and CYP2B6.Cytochrome P450
Enzymes CYP3A4, a key CYP enzyme, metabolizes a broad range of drugs. It

is responsible for about 40% of the CYP-mediated metabolism of the
top 200 prescribed drugs as well as 64% of drugs approved by the
Food & Drug Administration (FDA) from 2005 to 2016 [23]. CYP3A4
is known for its key role in DDIs, which can occur when multiple
drugs are given concomitantly. Another example is CYP2B6, as it
plays an important role in project I. Similar to CYP3A4, CYP2B6 is
prone to DDIs. On average, CYP2B6 contributes around 2–10% to total
hepatic CYP contents [24]. Furthermore, CYP2B6 is subject to genetic
polymorphisms causing significant changes in its activity [25].
An interesting example of an enzyme known for phase-I-reactionsDihydropyrimidine

dehydrogenase other than CYP enzymes is dihydropyrimidine dehydrogenase (DPD).
DPD is the rate-limiting enzyme in the metabolism of uracil and
a key element in regulation of nucleobase levels [26]. Moreover,
DPD is mainly responsible for the detoxification of 5-fluorouracil,
a well-established anticancer agent [26]. Similarly, DPD can be
affected by several drug-interactions, where it’s most known to be
affected by drug-gene-interactions (DGIs), which often necessitate
dose adaptations for anticancer agents such as 5-fluorouracil and its
prodrug capecitabine [15].
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Conversely, phase-II-reactions typically form conjugates for Uridine diphosphate-
glucuronosyltransferase
enzymes

excretion through processes such as glucuronidation, methylation
or sulfation [21, 22]. For instance, the uridine diphosphate-
glucuronosyltransferase (UGT) and the sulfotransferase (SULT) as
metabolizing enzymes are responsible for phase-II-transformations
[18]. These processes constitute the majority of non-CYP-mediated
metabolism, with UGT enzymes covering 45% of the metabolism for
the 200 most prescribed drugs [23]. UGTs are primarily expressed
in liver cells, but they are also found in other organs such as the
intestines and kidney [27]. Similar to CYP enzymes, they exhibit a
wide substrate specificity, illustrating their versatility. Prominent
examples are the UGT1A isoforms, such as UGT1A1 or UGT1A4, as
well as UGT2B7 [27].
Phase-0 and phase-III interactions mainly describe detoxification or
excretion processes compared to the metabolic reaction of phase-I-
and phase-II-reactions. Here, compounds are actively transported P-glycoprotein

for uptake and elimination for example by the multi-drug-resistance
protein (MRD) or solute carrier transporter (SLC) families [20]. For
example, MRD1, or also known as P-glycoprotein (P-gp), is a vital efflux
transporter extensively distributed across various tissues, such as the
intestines and kidney. It plays a key role in the body’s blood-brain
barrier forming an essential defense mechanism against potentially
harmful compounds [20, 28].
This work includes several examples from phase-I, -II, as well
as -0 and -III reactions in the presented projects. These reactions
were relevant, as they describe the formation of metabolites and
are often involved in drug interactions occurring due to genetic
polymorphisms, co-medication, as well as time-of-day variations.
While (patho-)physiological implications such as hepatic or renal
impairment, as well as age-related factors, such as enzyme expression
in pediatric patients, can gravely impact the formation and activity
of metabolites [29], the main focus of the presented work lies upon
drug-interactions occurring regardless of a patient’s disease state or
age, such as DGIs, DDIs, drug-drug-gene interactions (DDGIs) as well as
drug-daytime interactions (DDTIs).

1.3 role and impact of metabolites within drug inter-
action scenarios

Several factors, including genetic polymorphisms, polymedication
and diurnal variations, can contribute to drug interactions impacting
the formation of metabolites as shown in Figure 1.1. Especially, for
understanding a drug’s efficacy and safety, primarily the risk for
adverse drug reactions (ADRs), investigating the interactive role of
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metabolites within these scenarios is crucial.

Parent Drug

Metabolite

DGIs

DDIs

DDGIs

DDTIs

Enzyme? ?

Figure 1.1: Overview on drug interaction scenarios. Drug interactions which
occur due to genetic polymorphisms, polymedication or diurnal
variations can result in unknown effects on drug metabolism.
Moreover, parent drugs and metabolites themselves can impact
the respective metabolizing enzyme as well. The outcome of all
of these factors especially when occuring at the same time is
often unknown and complex to assess [1–3, 30]. DDIs: drug-drug
interactions, DDGIs: drug-drug-gene interactions, DDTIs: drug-
daytime interactions, DGIs, drug-gene interactions.

1.3.1 Drug-Gene Interactions

DGIs describe the occurrence of genetic alterations that can impact
the pharmacokinetics (PK) or pharmacodynamics (PD) of a compound.
As a global phenomenon, genetic polymorphisms can occur in all
ethnicities with varying distributions [30, 31]. Here, genetic alterationsDrug-Gene-

Interactions and
Adverse Drug

Reactions

can affect protein expressions relevant to absorption, distribution,
metabolism, and elimination (ADME) processes [30]. DGIs can pose
a concerning risk for ADRs, potentially resulting in hospitalizations
and fatalities. Approximately, 60% of ADRs occurring annually are
attributed to pharmacogenomics, meaning the drug response affected
by the genome [32].
Although, drug labels increasingly incorporate information on
DGIs, and organizations such as the Clinical Pharmacogenetics
Implementation Consortium (CPIC) or the Dutch Pharmacogenetics
Working Group (DPWG) regularly publish pharmacogenetic guidelines,
genetic testing prior to treatment remains mandatory only for a few
drugs. This oversight of potential DGIs can lead to inappropriate drug
prescriptions in 60–80% of cases [15, 32, 33].
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However, genetic testing holds an invaluable potential in reducing Genetic Testing and
Genotype-Guided
Drug Therapy

the incidence of ADRs, as shown by Swen et al. [33], wherein the
prospective clinical trial (PREPARE study under the Ubiquitous
Pharmacogenomics (U-PGx) project), patients were tested for genetic
variants for a variety of pharmacogenes before undergoing drug
treatment. Here, a genotype-guided drug therapy led to a significant
reduction in ADRs compared to the control group (odds ratio of 0.70
[95% CI 0.61-0.79]; p <0.0001; 3342 patients receiving genotype-guided
treatment and 3602 patients receiving standard care) [33]. Given that
a majority of metabolism-related proteins are associated with DGIs,
Swen et al. included genes coding for metabolizing enzymes – such as
CYP2B6, CYP2C9, CYP2C19, CYP2D6, CYP3A5, DPD and UGT1A1, in the
gene panel tested within the PREPARE study [33].
Polymorphisms underlying these genetic variants can include single
nucleotide polymorphisms (SNPs), copy number variations (CNVs) or
insertions and deletions (InDels) [34]. SNPs for example are responsible Genetic

Polymorphisms of
CYP2B6 and
Resulting
Parent/Metabolite
Ratios

for genetic alteration in the highly polymorphic gene expressing
CYP2B6 (CYP2B6) and can lead to decreased and increased enzyme
activity. As a result, poor, intermediate, normal and rapid metabolizer
CYP2B6 phenotypes have been observed, with the CYP2B6*1, *4, *5 and
*6 variants being prevalent in European populations. Here, they occur
with frequencies of 49%, 4%, 12% and 23% respectively [25, 35].
Table 1.1 lists CYP2B6 genotypes with their corresponding phenotypes
according to CPIC, while the distributions of the resulting phenotypes
are illustrated for multiple populations in Figure 1.2.

Table 1.1: CYP2B6 Genotype – Phenotype Relationship

CYP2B6 genotype CYP2B6 phenotype

*6|*6 Poor Metabolizer

*1|*6, *4|*6, *5|*6 Intermediate Metabolizer

*1|*1, *1|*5, *5|*5 Normal Metabolizer

*1|*4, *4|*5 Rapid Metabolizer

*4|*4 Ultrarapid Metabolizer

Information gathered from [25, 35, 36]. CYP: cytochrome P450

In the case of bupropion, identified as a sensitive substrate of CYP2B6
[37], variations in plasma levels of hydroxybupropion, a pharma-
cologically active metabolite primarily formed by CYP2B6-mediated
metabolism, have been observed. For example, homogenous or even
heterogenous expression of the CYP2B6*4 haplotype could lead to an
up to 153% higher ratio of hydroxybupropion to bupropion (HBup/Bup)
area under plasma concentration-time curve (AUC)(AUCHBup/Bup), while
homozygous CYP2B6*6 expression resulted in to 31% lower AUCHBup/Bup

compared to wildtype [25, 38].
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Figure 1.2: Global CYP2B6 phenotype distribution [31]. IM: CYPB6 intermediate
metabolizer, NA: not determined CYP2B6 metabolizer, NM: CYP2B6
normal metabolizer, PM: CYP2B6 poor metabolizer, RM: CYP2B6 rapid
metabolizer, UM: CYP2B6 ultrarapid metabolizer.

1.3.2 Drug-Drug Interactions

The interaction of two or more drugs is often referred to as DDIs.Drug-Drug-
Interactions and

Adverse Drug
Reactions

Similar to DGIs, DDIs can pose a serious threat to a patient’s health.
According to an analysis by Magro et al. (2021) 72% of reported ADRs

were related to DDIs, of which 73% were classified as serious ADRs [39].
Geriatric patients are particularly susceptible to DDIs, as multimorbid-
ity and resulting polymedication can create a convenient environment.
Here, an analysis by Bronskill et al. (2012) found that the majority of
older adults between 75 and 85 years received at least five prescribed
drugs [40]. Especially patients in long-term care are vulnerable to-
wards DDIs, as they received around nine or more medications [40].
Here, different roles can be attributed to a drug within a DDIs scenario,
such as substrate, inhibitor and inducer [30]. Inhibitors can operate in
reversible and irreversible mechanisms, which can include competi-
tive, uncompetitive or mechanism-based inhibitions as well as downRole of Drug-Drug-

Interaction Partners
by Regulatory

Agencies

regulation, whereas inducer drugs lead to an increased amount of the
respective protein by amplifying its gene expression [14, 30]. The US
American FDA lists clinically relevant substrates, inhibitors and induc-
ers [37, 41]. Alongside its "Guidance for Industry", the FDA provides
considerations for evaluating pharmacokinetic CYP- and transporter-
mediated DDIs for investigation of new drug applications during drug
development and communication of essential information in drug
labelling [41]. Moreover, food ingredients were observed to participate
in drug interactions as well, e.g. grapefruit juice is known to mediate
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down-regulations of enzymes, namely CYP3A4, as it is the case for
plenty drug-grapefruit interaction scenarios, for example with CYP3A4
victim drugs felodipine or midazolam [42, 43].
Among clinically relevant perpetrator drugs, some have been observed Ketoconazole’s Joined

Parent-Metabolites
DDI Effect

to inhibit their own metabolism (auto-inhibition), for example keto-
conazole or auto-inductions such as carbamazepine [2, 14, 44]. In
case of ketoconazole, it inhibits its own metabolism via CYP3A4 and
its own transport via P-gp. Here, CYP3A4 and P-gp-mediated auto-
inhibition can be partially attributed to ketoconazole’s metabolite
N-deacetlyketoconazole, as reversible inhibition of CYP3A4 and P-gp

among other proteins was observed by both parent and metabolite
in-vitro [14].
When administered with other CYP3A4 or P-gp victim drugs, ketocona-
zole can lead to significant changes in victim drug exposure, deserving
its title as an index inhibitor of CYP3A4-mediated metabolism for use
in clinical DDIs studies as suggested by the FDA [37, 45].
For example, bidaily administration of ketoconazole led to an increase
of midazolam AUC by 12-fold when given concomitantly [46]. Even
with dosing time gaps between perpetrator and victim drug, ketocona-
zole showed great inhibitory potential, as shown by a reported AUC

increase by 6–8-fold of oral alfentanil given in the morning with the
last ketoconazole administration the evening before [45].

1.3.3 Drug-Drug-Gene Interactions

DDGIs describe the often very complex interplay of DGIs and DDIs. Here,
perpetrator drugs alongside the occurrence of pharmacokinetically
relevant polymorphisms can result in unforeseen effects on a drug’s Unknown Impact of

Drug-Drug-Gene-
Interactions

exposure and potentially pharmacological efficacy and toxicity. Dosing
guidelines seldom address DDGIs and such interactions are frequently
overlooked in clinical drug safety assessment. Usually, either DGIs or
DDIs are investigated separately as both simultaneously could result
in a vast number of potential combinations, infeasible in testing in a
clinical setting [30]. Regardless of the combinatorial explosion of DDGIs

scenarios, extrapolating DDGIs from a clinical setting (e.g. healthy
male adults) to real-world patients, poses limitations, as additional
unknown DDIs and DGIs could occur. An approach to investigate,
understand and predict the risk of ADRs due to DDGIs is the currently
ongoing European-wide project SafePolyMed. The project aims to
develop software tools using real-world data to help patients manage
their medication and educate them regarding DDGIs [47].
To illustrate the possibilities for DDGIs to occur, Figure 1.3 provides
a ranking of top genes impacted by pharmacogenetics (PGx) and CYP

enzymes related to DDIs.
For instance, CYP enzymes, such as CYP2D6, CYP2C19, CYP2C9,

CYP3A5 as well as CYP2B6 have been identified in both rankings,
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Figure 1.3: Enzymes susceptible for DDGIs (a) Based on clinical guideline an-
notations (CPIC), which were summarized and made publicly ac-
cessible on pharmgkb [48], enzymes for which genetic annotations
by CPIC were available, were ranked based on the number of drugs
linked to them. These were classified as to whether actionable PGx

existed and testing was required or recommended. Moreover, the
list provided levels of evidence which are illustrated in the figure
as high or low in brackets. (b) Based on the DDIs-list provided by
the FDA recommending DDIs perpetrator and substrate drugs [37,
49], CYP enzymes were ranked by the number of drugs associated
with DDIs related to them. These drugs were classified within
the different roles of inhibitors, inducers or substrates. ABCG:
adenosine triphosphate-binding cassette super-family G protein
gene, CYP: cytochrome P450 enzyme, DDI: drug-drug interaction,
DPYD: dihydropyrimidine dehydrogenase gene, NUDT: nudix
hydrolase gene, PGx: pharmacogenetics, SLCO: solute carrier
organic anion transporter gene, TMPT: thiopurine methyltrans-
ferase gene, UGT: uridine diphosphate-glucuronosyltransferase
gene, VKORC: vitamin K epoxide reductase complex gene

indicating a significant potential for DDGIs. Several different factors
can add to the complexity of DDGIs, for example a perpetrator’s ef-
fect on protein activity may vary based on genetic variations. As
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such, voriconazole-mediated inhibition of efavirenz hydroxylation cat-
alyzed by CYP2B6 was described to be stronger in-vitro for underlying
CYP2B6*6 haplotypes than for the CYP2B6*1 wildtype [50]. Complexity
of DDGIs additionally increases with the number of involved enzymes
and perpetrators. For example, quinidine, which is a CYP3A4 substrate
and, therefore, prone to be affected by DDIs, is able to inhibit the
highly polymorphic CYP2D6 enzyme. Here, quinidine’s metabolite,
3-hydroxyquinidine,was reported to inhibit CYP2D6 as well, resulting
in very complex DDGIs scenarios [51].
In general, depending on the nature of the coadministered drug and
the respective genetic polymorphism, effects can be notably increased, Phenoconversion

for example when a perpetrator drug induces expression of a me-
tabolizing enzyme and is given to a rapid metabolizer which already
exhibited increased enzyme activity compared to normal metabolizers.
Alternatively, when the same perpetrator drug – inducing expres-
sion of a metabolizing enzyme – is given to a poor metabolizer, who
initially exhibited reduced enzyme activity, could then show compa-
rable enzyme activity to a normal metabolizer. This scenario, where
simultaneous DDIs and DGIs could lead to a different apparent pheno-
type (e.g. normal metabolizer) compared to the original one (e.g.poor
metabolizer), is also known as a "phenoconversion" [30, 34]. For exam-
ple, similar observations could be found when patients with various
CYP2B6 genotypes are pretreated with the CYP2B6 inducer rifampicin.
The respective parent/metabolite ratio for bupropion was reported
for genotypes including the haplotypes *1, *4, *5, and *6 [36] and
illustrated in Figure 1.4.

Patients who were CYP2B6 intermediate metabolizer (expressed by Parents and
Metabolites during
DDGIs

CYP2B6*1|*6) showed comparable AUCHBup/Bup ratios to CYP2B6
poor metabolizer (expressed as CYP2B6 *6|*6) receiving rifampicin
pretreatment. Similarly, the same CYP2B6 intermediate metabolizer
exhibited greater AUCHBup/Bup ratios under rifampicin therapy than
the CYP2B6 rapid metabolizers without rifampicin intake (expressed as
CYP2B6 *1|*4) [36].
Not only does the existence of CYP2B6 polymorphisms contribute to
bupropion’s involvement in DDGIs, but its metabolites also play an
important role as well. Bupropion was observed to irreversibly inhibit
CYP2D6, which is why the FDA lists it as a clinical DDIs perpetrator
drug for CYP2D6 [37, 49]. Here, it can lead to a down regulation
of CYP2D6 enzymes, leading to a notable loss in CYP2D6 activity.
Since, CYP2D6 is also highly polymorphically expressed, the potential
bupropion holds in participating in DDGIs is vast [52–55].
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Figure 1.4: Phenoconversion illustrated for CYP2B6 on AUCHBup/Bup ratios.
AUCHBup/Bup ratios as an example of a potential phenoconversion
were observed by Loboz et al. [36], surrounding the enzyme
CYP2B6. Here, individuals exhibiting various CYP2B6 polymor-
phisms received rifampicin, a CYP2B6 inducer, and bupropion, a
CYP2B6 substrate. The marked bars in the boxes illustrate potential
phenoconversion, where for example poor metabolizer, (expressed
as CYP2B6*6|*6), receiving rifampicin appear to be intermediate
metabolizer (equivalent to CYP2B6*1|*6), or normal metabolizer (ex-
pressed as CYP2B6*1|*1) receiving rifampicin exhibit a similar
AUCHBup/Bup ratio to rapid metabolizer (equivalent to CYP2B6*1|*5).
AUCHBup/Bup: ratio of the area under the plasma concentration-
time curve of hydroxybupropion to bupropion, CYP: cytochrome
P450, DDI: drug-drug interaction

1.3.4 Drug-Daytime Interactions

Circadian rhythmicity is involved in a multitude of physiological pro-
cesses. With regards to pharmaceutical compounds, DDTIs occur in
most ADME processes, as illustrated in Figure 1.5. Here, diurnal varia-Chronopharmacoki-

netics tions can affect a drug’s PK, which can be referred to its chronopharma-
cokinetics, as cellular clocks lead to fluctuations in various physiologi-
cal processes. These include gastric motility and pH, renal and hepatic
blood flow rates as well as expression and activity of transporters or
enzymes [56].

In general, several different processes simultaneously attribute
to a drug’s chronopharmacokinetic profile. As an example, Tuerk
et al. investigated, if and which pathways could play a role in the
PK of metformin by using a physiologically based pharmacokinetic
modeling (PBPK) model to simulate circadian rhythmicity on a variety
of parameters to describe the varying metformin exposure after
administration in the morning and evening [51]. Here, various – for
metformin relevant – elimination pathways were examined, revealing
that incorporating diurnal variations into their respective parameters
improves model predictions [51].
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Figure 1.5: Chronopharmacokinetics. Several different pathways of the ADME

profile of a drug can be influenced by circadian clocks [26, 51, 56].
With regards to metabolites impacted by the varying DPD activity,
oscillating DPD activities measured in peripheral blood mononu-
clear cells (PBMCs) together with plasma ratio of dihydrouracil and
uracil (DHU/U) ratios of healthy individuals are shown through-
out the day on the bottom right. Observed mean data (connected
by lines) are shown as dots, while individual data are illustrated
as open circles. The shaded areas indicate nighttime [26]. CYP: cy-
tochrome P450, DDTIs: drug-daytime interaction, DHU/U: ratio
of dihydrouracil and uracil, DPD: dihydropyrimidine dehydroge-
nase, GFR: glomerular filtration rate, GIT: gastro-intestinal tract,
IIV: interindividual variability, n: number of individuals, PBMC:
peripheral blood mononuclear cells.

Especially regarding metabolism, metabolizing enzymes can exhibit Diurnal Formation
of Metabolitesfluctuation in their enzyme activity, as it was observed for several CYP

enzymes and DPD, resulting in diurnal variations in the formation
of metabolites [26, 57]. As an example of such DDTIs, Figure 1.5
illustrates DPD activities, alongside parent-metabolite ratios of
endogenous uracil, a substrate of DPD, as DHU/U plasma ratios
observed throughout a day in healthy subjects [26]. Similarly, a
drug’s pharmacological target can be influenced by diurnal variations Chronopharmacody-

namicsas well. Chronopharmacodynamics are becoming increasingly
relevant, particularly in oncology with chronotherapy as a rapidly
expanding field of research in recent years. Here, the timing of drug
administration is adapted specifically to improve a drug’s efficacy and
minimize its toxicity [26, 58, 59]. These so called chronomodulated
treatments are established therapy approaches for a variety of
anticancer agents, such as the chronoFLO4 treatment which includes
5-fluorouracil with peak delivery at 4 a.m. alongside leucovorin and
oxaliplatin, which is further elaborated in Section 3.6.3 [58].
Interindividual variability (IIV) can be a key factor in understanding Inter-individual

ChronotypesDDTIs, as individual chronotypes are reported in literature. Differences
in lifestyles, such as sleeping patterns, long-distance travelling,
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shift work, underlying diseases or simply genetics can result in
individually different chronotypes [60, 61]. While two extremes of
chronotypes have been known for a while, the night owl and the early
bird, a bimodal type was investigated more recently, which illustrated
characteristics of both extremes [61, 62]. The majority of people,
however, are intermediate types and can be classified somewhere
within the spectrum between the night owl and the early bird [61, 62].
As DDTIs are still under-investigated in comparison to other drug
interactions, they are becoming more and more relevant for personal-
ized medicine approaches due to their susceptibility towards IIV [61,
62].

While the single effect of DGIs, DDIs, or DDTIs are already complex
and challenging to address in clinical drug development, a combi-
nation of several effects occuring at the same time, such as DDGIs

scenarios including several perpetrator drugs, are often impossible to
assess and, thus, bear a great unknown risk. Especially, investigating
treatment scenarios where toxic drug levels could easily be reached or
toxic metabolites could accumulate, may be ethically concerning. Here,
in silico approaches enable an investigation of various drug interaction
scenarios, which would be infeasibale to test in vivo. In the presented
work, PBPK modeling was used to investigate several parent drugs and
their metabolites within various drug interaction scenarios.

1.4 pbpk modeling

1.4.1 Scope and Purpose

PBPK is a mathematical modeling approach with which the ADME be-
havior of a substance can be investigated, simulated and predicted [63].
Originally developed for the use in toxicology, PBPK modeling today
is an established method to guide and inform drug discovery and
development (D3) processes, as well as regulatory assessment. Both
the European Medicines Agency (EMA) and FDA recognize the value
that PBPK modeling adds towards D3 and reference potential applica-
tions of model informed D3 (MID3) strategies [64, 65]. PBPK modeling
allows for a mechanistic description of anatomical and physiological
aspects, particularly in whole-body PBPK models, where it describes
various organs and tissues as compartments, that are connected by
blood flow rates. Naturally, these models are data driven, consisting
of a wide range of parameters. Consequently, they require extensive
and detailed data on the organism’s anatomy and (patho-)physiology
(system-dependent data), along with the physicochemical and bio-
chemical properties of the investigational drug (drug-dependent data)
[30]. Moreover, they are built upon clinical study data, that ideally
includes drug exposure, such as of parent and metabolites, in various
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tissues, namely plasma or urine. Figure 1.6 gives an overview of the
PBPK model development process.
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Figure 1.6: Physiologically based pharmacokinetic modelling and its applica-
tions. Whole-body PBPK models are built upon large number of
parameters, that include system-dependent and drug-dependent
parameters as well as clinical data (shown in cyan in the left).
Here, the PBPK model framework, where parameters can be im-
plemented into, consists of mathematical compartments describ-
ing organs, which are further divided into sub-compartments,
such as tissue cells, red blood cells, blood and interstitial space.
These organ compartments are connected through blood flow
rates. During PBPK model development, observed data, such as
plasma concentration-time profiles, are predicted and used to
refine model parameters. The model performance is evaluated
through various measures based on defined quality criteria (in-
dicated blue of top half), which are further detailed in Section
3.5. PBPK models are generally built for a specific purpose, of
which some examples are listed in the bottom half in red [63–
66]. ADME: absorption, distribution, metabolism and elimination,
DDGIs: drug-drug-gene interactions, DDTIs: drug-daytime inter-
actions, GMFE: geometric mean fold error, GoF: goodness-of-fit,
MRD: mean relative deviation, PK: pharmacokinetics.

1.4.2 Drug Discovery and Development

Within D3, clinical trials are performed to evaluate newly developed
chemical entities, with focus on their safety, tolerability and efficacy.
The clinical trial process is conducted in different phases (I–IV) [67,
68] and regulated by authorities like the FDA and EMA, who issue
relevant guidelines.
Phase I, usually involving a small cohort, focuses on drug safety,
especially most common side effects and highest tolerable doses [68].
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Both PD and PK are examined to provide potential initial dosing for
the respective target population [69]. Upon these findings, phase II
studies, conducted in the pharmacological target cohort, examine
preliminary therapeutic effectiveness for a particular condition. Risk
assessments as well as further dose and treatment optimizations
are tested through comparison of placebo and standard treatment
[67, 68, 70]. Similarly, phase III trials investigate larger cohorts to
confirm previous findings and observe potential occurrence of rare or
long-term side effects and ADRs, for example in multicenter trials over
a longer period of time [67, 68]. Lastly, in phase IV, the post-approval
and marketing stage, drug safety and efficacy is continuously
assessed as wider groups of populations are treated under real-world
conditions over prolonged periods of time [68, 70].

1.4.3 Investigation of Metabolites in Drug Discovery and Development

Metabolites are an important aspect of D3 and are already tested for
in a preclinical setting, like in vitro drug interaction assays or in vivo
animal PK studies [71]. Figure 1.7 gives a brief overview on their role
in D3.

In clinical trials, especially early on in phase I trials, metabolites are
investigated towards their contribution to a parent’s safety profile, re-
gardless of their pharmacological activity. Within these first-in-human
trials, occurrence of metabolites is evaluated in comparison to nonclini-
cal findings, e.g. metabolite exposure observed in animals like rodents,
dogs or monkeys [69]. The FDA recommends further nonclinical test-
ing, if metabolites occur to be disproportionate [71]. This is the case
when metabolites are observed solely or at a higher plasma exposure
in humans, for example within early PK studies such as in phase I,
compared to animals tested in the preceding nonclinical studies. In
particular, “if they account for plasma levels greater than 10 % of
total drug-related exposure, measured as AUC at steady state”, accord-
ing to the FDA [71], they are classified as disproportionate. Additional
nonclinical testing is recommended by administering the metabolite
itself, if feasible, or by testing in an animal species that forms the
metabolite to a similar extent as observed in humans. Here, it’s im-
portant to understand the behavior of disproportionate metabolites as
they represent an investigational drug’s major metabolic pathways
potentially most susceptible towards different sources of variabilities
[71]. Furthermore, metabolites are of relevance in phase II and III trials,
where the clinical effectiveness can be impacted by the metabolites
themselves, especially if tested in special populations. For example,
age-related (e.g. pediatrics and elderly) or disease-related (e.g. liver or
kidney diseases) differences in drug metabolism could lead to metabo-
lite exposure in pharmacodynamically relevant ranges [64, 69, 72].
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Figure 1.7: Role of Metabolites in D3. Overview of the studies conducted dur-
ing drug development. In yellow on the left the different phases
are briefly explained regarding their focus and extent. On the
right in turquoise the role of the metabolites is demonstrated for
the various phases. Here, information were gathered mainly from
regulatory guidelines provided by the FDA and EMA that mention
the testing of metabolites in relation to drug development or con-
duction of clinical studies, e.g. drug interaction studies [29, 67–74].
ADRs: adverse drug reactions, DDIs: drug-drug interactions, PK:
pharmacokinetics.

Additionally, drug interactions, namely DGIs and DDIs, are tested for in
clinical trial periods, where investigating active and –to some extent–
inactive metabolites becomes crucial [29, 73]. In various guidelines by
the EMA, investigation of metabolites is recommended [29, 69, 72, 73].
Pharmacologically active metabolites should, for example, be included
in dosing recommendations for genetic sub-populations. Here, the
EMA recommends deriving alternative dosing accounting for the active
metabolites drug exposure alongside their parent by adapting the dose
to match the sum of all active drug moieties [73]. However, inactive
metabolites should also be carefully explored. The EMA highlights
the risk of metabolite exposure elevated to toxic levels, for instance,
in genetic sub-populations, as well as those with hepatic or renal
impairment. This concern extends to conducting clinical DDIs trials
[29, 72–74]. In general, the EMA suggests comprehensive directives
on metabolite testing during the investigation on drug interactions
in nonclinical and clinical trials. These include (i) identification of
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active metabolites and their role during drug interactions, (ii) assess-
ment of metabolic pathways in vitro and in vivo and how these are
impacted during drug interactions, (iii) evaluation of inhibitory or in-
ductive effects by metabolites, and, (iv) if the data indicates inhibitory
or inductive effects, even conduction of clinical DDIs trials with said
metabolites. To summarize, four different characteristics of metabolites
which imply their role for D3 can be observed, namely PD activity, PK

interactivity, disproportionality and overall inactivity. In phase III but
especially phase IV trials, involvement of metabolites is further tested
in more diverse cohorts, allowing for identifying rare or long-term
metabolite-related effects especially in different ethnicities [70].

1.4.4 PBPK Modeling in Model-informed Drug Discovery and Develop-
ment

In several guidelines of the EMA and FDA, PBPK modeling as a means
of MID3 is reflected. Both agencies not only provide dedicated guid-
ance documents on the use and reporting of PBPK models, but they
also highlight the method’s value throughout various guidelines, es-
pecially with focus on clinical study design and drug labeling, thus,
acknowledging the significant utility of the technique. As a mecha-
nistic approach, PBPK modeling is extensively used for the prediction
of drug interactions. Particularly for investigation of DDIs, the regu-
latory bodies emphasize their usefulness in predicting and assessing
complex DDIs scenarios revolving around metabolizing enzymes and
transporters [29]. Furthermore, PBPK modeling is recommended to be
applied across different populations, with a variety in age, gender,
ethnicity, genetic differences, and disease state [72–74]. Moreover, de-
veloped and validated PBPK models can help guide dose optimizations
for various use-cases, for example as recommended by the EMA for
patients with liver impairment or with genetic polymorphisms [72,
73]. Figure 1.6 lists a few possible fields of applications for PBPK mod-
elling. Although, both the EMA and FDA guidance documents for PBPK

modeling do not specifically address the modeling of metabolites [64,
65], they stress the importance of ensuring the model’s quality and
validation. This is crucial for the effective contribution of MID3 towards
understanding a drug’s PK and PD. Overall, with the growing accep-
tance of PBPK modeling in D3 as well as in regulatory decision-making,
PBPK modeling is a powerful tool which can help to enhance the safety
and efficacy of the investigational drug with MID3 being encouraged
by regulatory agencies in new drug applications.



2
O B J E C T I V E S

The objectives of the presented thesis were to investigate and high-
light the role of metabolites for PBPK modelling, which includes their
impact on their parents’ pharmacokinetic behavior, demonstrated
within various drug-interaction scenarios. The presented compounds
bupropion, ketoconazole, 5-fluorouracil and uracil, as well as their
corresponding parent-metabolites PBPK models exemplify the signif-
icance in including the respective metabolites on all levels of PBPK
model development. Here, project I and II were developed as part
of the OSMOSES project, which tackled the further development of
the "Open Source Pharmacology Suite" (OSPS) [75], that is used for
complex PBPK modeling analyses. Project I and II were developed with
the aim to establish a publicly available PBPK compound library for use
in simulation and prediction of DDIs. Project III was developed under
the U-PGx project funded by the European Commission to understand
and investigate genotype-guided personalized medicine [76].

2.1 project i – physiologically based pharmacokinetic
modeling of bupropion and its metabolites in a
cyp2b6 drug-drug-gene interaction network

Project I aimed to establish a first CYP2B6 DDGIs network as part of
the publicly available compound library established in OSMOSES.
The main objectives were the development of a PBPK model for the
antidepressant bupropion, a sensitive substrate of CYP2B6, as well as
its most relevant metabolites to describe and predict CYP2B6 DGIs,
DDIs and DDGIs. Moreover, project I investigated the usefulness of
parent-metabolite ratios of bupropion and its metabolite formed
by CYP2B6 to evaluate the effect model for several CYP2B6 DD(G)I
scenarios [1].

2.2 project ii – a physiologically based pharmacoki-
netic model of ketoconazole and its metabolites
as drug-drug interaction perpetrators

Similarly, project II aimed to build a PBPK for the antimycotic
ketoconazole, a prominent DDIs perpetrator drug, which inhibits
several enzymes and transporters. Here, project II investigated
the contribution of its metabolites to the overall DDIs potential by
simulating DDIs with ketoconazole alone compared to DDIs with
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ketoconazole and its metabolites as perpetrators with a variety of DDIs

victim drugs [2].

2.3 project iii – personalized chronomodulated 5-
fluorouracil treatment : a physiologically based
pharmacokinetic precision dosing approach for op-
timizing cancer therapy

Project III aimed to investigate time-dependent DPD-mediated
metabolism and related DDTIs. For this, the primary objective of
project III was to develop a PBPK model for the anticancer drug
5-fluorouracil and its endogenous counterpart uracil as well as their
metabolites formed by DPD. The parent-metabolites PBPK models
were used to assess IIV of DPD chronotypes, as well as to develop a
novel personalized dosing approach of infusional chronomodulated
5-fluorouracil treatment [3].



3
M E T H O D S

3.1 pbpk modeling software

The open-source modeling software PK-Sim® and MoBi® as part of
the Open Systems Pharmacology Suite (version 9–11) was used for
model development. This software is released under the GPLv2 license
by the Open Systems Pharmacology Community (www.open-systems-
pharmacology.org [66]). Model input parameters were optimized by
minimizing the sum of least squares between simulated and observed
values using Monte Carlo and Levenberg-Marquardt optimizations,
and tested in local sensitivity analyses. Both model optimizations
and sensitivity analsyses were performed in PK-Sim® and MoBi®.
For digitization of published clinical data, GetData Graph Digitizer
2.26.0.20 (© S.Federov) was used. R (3.6.3 – 4.1.3, the R Foundation
for Statistical Computing, Vienna, Austria) using RStudio (RStudio
PBC, Boston, MA, USA) was used to compile the PK analyses, model
performance measures and plots.

3.2 pbpk – literature search

For model development, a broad literature search was performed
to gather drug-dependent parameters, e.g. through information on
physicochemical properties, as well as ADME-relevant processes of the
investigated compounds. Additionally, the literature search focused
on clinical studies that reported exposure data for parent drugs and
their metabolite in various tissues, including plasma, urine or feces.
These data were used to inform system-dependent parameters and
adjust drug-dependent parameters.

3.2.1 Drug-dependent Parameters | Physicochemical Properties and Bio-
chemical Processes

For model building, physicochemical properties, such as molecular
weight, lipophilicity or solubility were gathered from measured data
reported in literature, if available. In case of missing information, espe-
cially with regards to under-investigated metabolites, physicochemical
properties were also calculated by the online tool Chemicalize [77] to
provide input parameters for the respective compounds.
Biochemical processes were investigated to inform important ADME
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processes. These included data on transporter activity, metabolizing
enzymes, as well as inhibitory or inducive activities. Especially with
regards to the respective interaction models, literature data served
as a source for parameter input values, where possible. These could
include (i) different Michaelis-Menten constant values for various
CYP2B6 haplotypes in the CYP2B6 D(D)GI modeling of bupropion,
(ii) inhibition constants for CYP3A4 and P-gp autoinhibition for the
DDIs modeling of ketoconazole or (iii) the amplitude in oscillation of
diurnal variations in DPD activity for DDTIs modeling of 5-fluorouracil
and uracil.

3.2.2 System-dependent Parameters | Clinical Data

System-dependent data, such as tissue compositions, blood flow
rates, as well as organ volumes and surface areas are predefined in
the modeling software based on population databases describing
various demographics and ethnicities. Clinical data encompassed
demographic data, as well as data on drug exposure, such as
measured tissue concentration-time profiles or AUC values, derived
from published clinical studies reporting on the investigational drugs,
as well as their metabolites. All clinical data were divided into a
training dataset used for model building and a test dataset used for
model evaluation. Here, the training dataset included metabolite
exposure, different formulations, as well as a broad dosing range in
various administration protocols. Moreover, studies were assigned to
the dataset with a balance of sexes to account for differences between
male and female individuals.

3.3 pbpk model building

Based on the gathered data, virtual individuals, compounds and
respective administrations were defined to simulate the reported
clinical studies. Model parameters that either could not be adequately
informed by the literature or were involved in important quantitative
structure-activity relationship (QSAR) model estimates of permeability
and distribution processes were optimized by fitting the model
simultaneously to all plasma concentration-time profiles of the
training dataset [1–3].

3.3.1 Virtual Individuals

Mean and mode demographic data (age, ethnicity, sex, body height
and weight) were used according to the respective clinical study
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reports to create virtual individuals for each study. In case of missing
information; i.e., lacking information on height or weight, demo-
graphics were described based on the suggested value provided by
PK-Sim® based on the respective implemented population databases.
If no data were available, a virtual standard individual with default
values was created [1, 2]. For project III, rather than using default
values, which failed to accurately reflect the typical 5-fluorouracil
patient, a mean individual was estimated based on the available data
[3]. Tissue distributions of enzymes were implemented according to
the PK-Sim® expression database [78–80].

3.3.2 Virtual Populations

To create virtual populations, 500 virtual individuals were simulated
within the ranges of the demographic information (age range, sex
composition, ethnicity) derived from the respective clinical study
report. If no information on the study population was available,
a European male population with an age range of 20–50 years
was assumed [1]. System-dependent parameters were varied by
the implemented algorithm in PK-Sim® based on the limits of the
following databases: American: Third National Health and Nutrition
Examination Survey (NHANES) [81] database, Asian: Tanaka model
[82], European: International Commission on Radiological Protection
(ICRP) database [83]. The reference concentrations of the metabolizing
enzymes and transporters, listed in the respective supplementary
materials, were log-normally distributed according to the variabilty
reported in the ontogeny database implemented in PK-Sim® [84]. If no
information was available, reference concentrations were distributed
with a variability of 35% (geometric standard deviation of 1.4) [3].

3.3.3 Virtual Formulations

Within the scope of the projects represented in this thesis, oral
formulations were simulated using different hypotheses and models
to account for the individual liberation and absorption kinetics of
the investigational drugs. These approaches included: (i) dissolved
formulations for rapid drug absorption utilized in project III, (ii)
Weibull models to characterize different release kinetics (immediate,
sustained and extended release) in project I, and (iii) particle
dissolution methods incorporating literature-informed particle size
distributions to address for solubility-restricted absorption, applied in
project II.
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3.4 pbpk effect model building

Several different effects and interactions were simulated within the
presented projects.

3.4.1 Drug-Gene Interactions

DGIs were implemented in project I for the enzyme CYP2B6. To model
the effect of CYP2B6 genetic variants, CYP2B6 metabolism was split
into two pathways to allow combinations of different haplotypes, e.g.
CYP2B6*1 (wildtype), CYP2B6*4, CYP2B6*5, and CYP2B6*6. Difference
in enzyme activity was expressed by variation of the Michaelis-Menten
(KM) and catalytic rate constant (kcat) values for various genotypes
and haplotypes, which were either described by literature values or
estimated in parameter optimizations with clinical data based on
a population with the respective genotype. If no data on genotype
or phenotype of the investigated subjects was available, CYP2B6
wildtype was assumed. If mean plasma concentration-time profiles of
a population with mixed genotypes were reported, the most frequent
genotype was used for model simulations [1].

3.4.2 Drug-Drug and Drug-Drug-Gene Interactions

DDIs were described by implementation of induction (project I) and
reversible inhibitions (project II) processes. For project II, effects were
simulated with and without involvement of the metabolites. In case of
DDGIs, both effects of DGIs and DDIs were simulated concomitantly.

3.4.3 Drug-Daytime Interactions

Time-of-day variations during DDTIs were implemented using a time-
dependent sine function to simulate oscillation in enzyme activity or
chronomodulated drug infusion over 24 hours, as shown in Equation
3.1. For the majority of DDTIs, DPD amplitude could be derived from
literature. Otherwise, the amplitude had to be estimated individually
based in the observed 5-fluorouacil plasma concentrations. A mean
phase shift was adapted individually for all DDTIs [3].
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Diurnal variation

f (t) = (1 + Amp ∗ sin(
2π(t + TAcr)

24
)) ∗ V (3.1)

Amp = amplitude
t = simulation time [hours]
TAcr = phase shift [hours]
V = enzyme activity or infusion rate

3.4.3.1 PBPK Model Adaptation – Individualization of Chronomodulated
Treatment

Individual DPD chronotypes were assessed, by estimation of the
diurnal parameters, Amp and TAcr used in Equation 3.1, for (i) the in
vitro measurements of DPD activities in PBMCs or (ii) for DPD activities
estimated from measured gene coding for DPD (DPYD) messenger
RNA (mRNA) expressions. Subsequently, the individual diurnal
parameter sets served as input parameters for the daytime-dependent
DPD-mediated biotransformation of 5-fluorouracil in individual model
simulations. Here, novel chronomodulated administrations were
derived by varying the diurnal parameters (Equation 3.1) for the
chronomodulated administrations [3].

3.5 pbpk model evaluation

PBPK model evaluation was performed using several methods, which
included (i) graphical comparisons of model-predicted concentration-
time profiles to observed profiles from the respective clinical studies,
(ii) goodness-of-fit plots of predicted compared to observed concen-
tration values, AUClast and Cmax values, as well as (iii) quantitative
measures for model performance, namely MRD and median symmetric
accuracy (MSA) for predicted compared to observed concentration
values, as well as geometric mean fold error (GMFE) for predicted com-
pared to observed PK parameters. Overall MRD and GMFE values of ≤
2 were considered reasonable predictions. The respective equations
are listed below [1–3].
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Mean relative deviation

MRD = 10x with x =

√
1
n

n

∑
i=1

(log10 ĉi − log10 ci)2 (3.2)

ci = the ith observed plasma concentration
ĉi = the respective predicted plasma concentration
n = number of observed values

Median symmetric accuracy

MSA = 100(e(M(|loge(xi)|)) − 1) with xi = ci/ĉi (3.3)

ci = the ith observed plasma concentration
ĉi = the respective predicted plasma concentration
M = median

Geometric mean fold error

GMFE = 10x with x =
1
n

n

∑
i=1

|log10(
âi

ai
)| (3.4)

ai = observed AUClast or Cmax value
âi = predicted AUClast or Cmax value
n = number of studies

3.5.1 Effect Model Evaluation

For the effect model evaluations, the quantitative measures were
applied for effect ratios between the PK parameters calculated in
case of the effect and without the effect according to Equation 3.5 [1, 2].

Effect ratios of PK parameter values

E f f ect PK ratio =
PKe f f ect

PKcontrol
(3.5)

PK = PK parameter, such as AUC

PKcontrol = PK parameter without the effect
PKe f f ect = PK parameter during the effect, such as DGIs or DDIs
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In case of project I, parent-metabolite ratios of the respective PK

parameters were included, as shown in Equation 3.7. As a quantitative
measure of DGIs, DDIs, and DDGIs model performance for project I,
GMFE values of the predicted PKHBup/Bup values as well as their effect
ratios were calculated [1].

Hydroxybupropion/bupropion ratio

HBup/Bup =
PK(HBup)
PK(Bup)

(3.6)

E f f ectPKHBup/Bup =
HBup/Bupe f f ect

HBup/Bupcontrol
(3.7)

Bup = bupropion
control = no effect
e f f ect = effect, such as DGIs or DDIs

HBup = hydroxybupropion

3.5.2 Sensitivity analysis

Local sensitivity analyses were performed to assess the sensitivity of
model predictions, here calculated as the relative change in AUClast,
towards single parameter changes. A relative perturbation of 1000%
or 3000% for transporter-mediated process parameters was used (vari-
ation range 10.0 or 30.0, maximum number of 9 steps). Focus of the
analyses was on parameters that are likely to have an impact due
to their involvement of a variety of calculations, as well as parame-
ters that are uncertain, e.g. that had to be optimized or are linked
to optimized parameters. Local sensitivity was calculated according
to Equation 3.8. For all projects the local sensitivity analyses were
performed for parent and metabolites exposure with different admin-
istration formulations [1–3].
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Equation: Sensitivity analysis

S =
∆AUClast

∆p
∗ p

AUClast
(3.8)

S = sensitivity of the AUC to the examined model parameter
∆AUC = change of the AUC
AUC = simulated, AUC with the original parameter value
∆p = change of the examined parameter value
p = original parameter value

A sensitivity of + 1.0 signifies that a 10% increase of the examined
parameter value causes a 10% increase of the simulated AUC.

3.6 parent-metabolites pbpk models

To underline the role of metabolites for PBPK modeling, several dif-
ferent parent-metabolites PBPK models were developed. Therefore,
various metabolite characteristics were investigated, which include (i)
PD activity and disproportionality as bupropion and its metabolites hy-
droxybupropion, erythrohydrobupropion and threohydrobupropion
(project I), (ii) PK interactivity as ketoconazole and its metabolites N-
deacetylketoconazole and N-deacetyl-N-hydroxyketoconazole (project
II), as well as (iii) inactivity as 5-fluorouracil and uracil with their
respective metabolites dihydrofluorouracil and dihydrofluorouracil
(project III).

3.6.1 Bupropion

Bupropion is an antidepressant agent which is also used to support
smoking cessation, by administration as oral immediate release,
sustained release or extended release tablets [85, 86]. Its PD effects can
partly be attributed to its metabolites, such as hydroxybupropion,
erythrohydrobupropion and threohydrobupropion [85], showedMetabolism and Role

of Metabolites different affinities and binding kinetics to, for example, dopamine and
noradrenaline reuptake or muscarinic as well as nicotinic acetylcholine
receptors [87–89].
ADRs especially in case of bupropion intoxication [5] can be attributed
to its metabolites, such as occurrence of seizures (stronger than
bupropion itself) [38], as well as insomnia and dry mouth [90].
Bupropion is metabolized by CYP2B6 to hydroxybupropion, while
erythrohydrobupropion and threohydrobupropion are formed by the
11β-hydroxysteroid-dehydrogenase (HSD) [91–93]. An overview of
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bupropion’s metabolic pathways is shown in Figure 3.1.

Carbonyl reductases, e.g. 11β-HSDCarbonyl reductases, e.g. 11β-HSD

CYPs, e.g. CYP2B6, CYP2C19 and CYP3A4

UGTs, e.g.UGT2B7

UGTs, e.g.UGT2B7UGTs, e.g.UGT2B7

Feces Urine

Parent Metabolites Metabolites Parent

Metabolites
CYP2B6 = 21% 

11-βHSD = 72% (6% E + 66% T)
CYP2C19 = 6%

Oral Dose First Pass Systemic Dose

99 %

< 0.5 %< 0.5 %

??

(a)

(b)

Figure 3.1: Metabolic and elimination pathways of bupropion. (a) Bupro-
pion is metabolized via CYP enzymes, namely CYP2B6, CYP2C19
and CYP3A4 to hydroxybupropion and via carbonyl reductases,
such as 11β-HSD to erythrohydrobupropion and threohydrobupro-
pion. The metabolites are further degraded by UGT2B7 [91–94]. (b)
Quantitative mass-balance diagram of the elimination pathways
of bupropion, where metabolism via CYP2B6, via 11β-HSD and
CYP2C19 accounts for roughly 99% of total bupropion [95]. Less
than 0.5 % of unchanged bupropion is excreted into urine and
feces [96]. 11β-HSD: 11β-hydroxysteroid dehydrogenase, CYP:
cytochrome P450, E: erythrohydrobupropion, T: threohydrobupro-
pion

Bupropion’s metabolites also play a role during its drug interac- Drug Interaction
Potentialtions[96]. DGIs surrounding CYP2B6 led to minimal differences in

bupropion plasma levels across phenotype groups, whereas hydrox-
ybupropion exposure, e.g. in form of plasma AUC, is sensitive to
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changes in CYP2B6 activity [25].
Furthermore, the FDA lists bupropion as a strong inhibitor of CYP2D6
[37], as it reversibly inhibits CYP2D6 and down regulates its expression
[52–55]. Here, bupropion and its three metabolites individually at-
tribute to the CYP2D6 down regulation, with erythrohydrobupropion
showing the strongest effect on CYP2D6 reversible inhibition, e.g. half
maximal inhibitory concentration (IC50) values of 13.3 µM and 2.9 µM
for bupropion and erythrohydrobupropion respectively [52].

3.6.2 Ketoconazole

The antimycotic ketoconazole is mainly used in treatment of dermal
infections [97]. Systematic use of ketoconazole is limited, due its severe
hepatotoxicity and increased risk for torsades de pointes tachycardia
resulting from prolonged QT intervals [98, 99]. Moreover, ketoconazole
is one of the most prominent CYP3A4 and P-gp inhibitor drugs and
the FDA lists ketoconazole as a selective CYP3A4 and P-gp inhibitor for
use in clinical DDIs studies and drug labeling [37]. Next to CYP3A4
and P-gp, ketoconazole was also shown to inhibit further enzymes and
transporters, such as CYP2C9, breast cancer resistant protein (BCRP)
or organic anion transporting polypeptides (OATP) 1B1 [14]. It’s im-
portant to note, that despite ketoconazole short half-life of roughly
160 minutes [100] and reversible inhibition of protein activity [14], it
showed remarkable, long-lasting inhibitory effects. A part of ketocona-
zole’s inhibitory potential can be attributed to its metabolite formed
by arylacetamide deacetylase (AADAC), UGT1A4 and CYP3A4 [14, 101,
102]. The first metabolite N-deacetylketoconazole formed by AADACMetabolism and Role

of Metabolites was successfully quantified in plasma and observed to inhibit similar
proteins like ketoconazole itself, as reported in literature [14, 103].
Figure 3.2 shows the metabolic pathways of ketoconazole, assumed in
the results [2] of the presented work.

N-Deacetylketoconazole is assumed to accumulate intracellularly, asDrug Interaction
Potential its plasma exposure was significantly smaller compared to ketocona-

zole, e.g. Cmax of N-deacetylketoconazole was of 6.07 ng/ml, while
Cmax of ketoconazole was 4956.03 ng/ml [14]. N-Deacetylketoconazole
is further metabolized to structurally similar compounds, which have
yet to be quantified in plasma [103]. In general, several more (consecu-
tive) metabolites have been identified in vitro (human and mice data)
[105]. As reversible inhibition of several enzymes and transporters was
observed for both ketoconazole and N-deacetylketoconazole [14], a
cumulation of parent and metabolites inhibitory activity could explain
the long-lasting DDIs effect.
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Feces Urine

Parent Metabolites Metabolites Parent

Metabolites
formed by 

AADAC, UGT1A4, CYP3A4

Oral Dose First Pass Systemic Dose
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2–4 %10–37 %

9–11 %~ 20%

(a)

(b)

FMOs, e.g. FMO3

AADAC

CYP3A4 and UGTs

Figure 3.2: Metabolic and elimination pathways of ketoconazole. (a) Ke-
toconazole is metabolized via CYP3A4 and UGT1A4, as well as
AADAC which forms N-deacetylketoconazole and consecutively
N-deacetyl-N-hydroxyketoconazole through the FMO3 [101–103].
(b) Quantitative mass-balance diagram of the elimination path-
ways of ketoconazole, where 2–4 % and 10–37% of unchanged
ketoconazole is excreted into urine and feces [97, 104]. Fraction
metabolized were not found in literature. AADAC: arylacetamide
deacetylase, CYP: cytochrome P450, UGT: uridine diphosphate-
glucuronosyltransferases

3.6.3 5-Fluorouracil and Uracil

5-Fluorouracil is a prominent antitumor agent and part of first-line
treatment regimens, for example for colorectal or breast cancer [106–
108]. Mimicking the endogenous uracil, two of its anabolites , 5-fluoro- Metabolism and Role

of Metabolitesdesoxy-uridine triphosphate (FdUTP) and 5-fluoro-uridine triphos-
phate (FUTP), are incorporated into deoxyribonucleic acid (DNA) and
RNA, respectively, while a third anabolite, 5-fluoro-desoxy-uridine
monophosphate (FdUMP), inhibits the thymidylate synthase [109]. 5-
Fluorouracil’s catabolism is mediated by DPD responsible for detoxi-
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fication, with its resulting catabolites mainly eliminated renally [15].
Formed by DPD, dihydrofluorouracil is further transformed via the
dihydropyrimidinase (DPH) [109], as shown in Figure 3.3.

DPH

DPH

DPD

Feces Urine

Parent Metabolites Metabolites Parent

Metabolites
DPD = ≥80% 

Anabolism = 1-3%

Systemic Dose

~0%

~ 90%

~ 10 %

≥ 70%?

(a)

(b)

DPD

Several anabolites, e.g. 
UTP, dUTP and dUMP

Several anabolites, e.g. 
FUTP, FdUTP and FdUMP

Figure 3.3: Metabolic and elimination pathways of 5-fluorouracil and uracil.
(a) 5-Fluorouracil and uracil are metabolized to several active an-
abolites, namely their uridine phosphate analogues, as well as
to their inactive DPD metabolites, dihydrofluorouracil and dihy-
drouracil, which are further metabolized by DPH [109]. (b) Quan-
titative mass-balance diagram of the elimination pathways of
5-fluorouracil, where around 10% of unchanged 5-fluorouracil
is excreted in urine and nearly no elimination is expected in
feces [110]. Fractions metabolized were reported to be at least
80%, with the overwhelming majority mediated by DPD [106].
DPD: Dihydropyrimidine dehydrogenase, DPH: dihydropyrimid-
inase, dUMP: desoxy-uridine monophosphate, dUTP: desoxy-
uridine triphosphate, UTP: uridine triphosphate, FdUMP: 5-
fluoro-desoxy-uridine monophosphate, FdUTP: 5-fluoro-desoxy-
uridine triphosphate, FUTP: 5-fluoro-uridine triphosphate.
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As 5-fluorouracil clearance strongly correlates with DPD activity
and there is an established link between plasma AUC and clinical
outcomes, genetic polymorphisms or diurnal variations impacting
DPD enzyme activity are a crucial part for 5-fluorouracil safety and
efficacy [15, 26, 93, 111]. Assessment of DGIs through genotyping Drug Interaction

Potentialand phenotyping methods is mandatory with genotype-guided
5-fluorouracil treatment recommended through several guidelines
such as CPIC and DPWG [15–17]. However, circadian rhythmicity
affecting 5-fluorouracil metabolism and resulting variability in cellular
exposure in healthy and cancerous tissues is more complex to estimate
[26, 59, 112, 113]. While chronomodulated 5-fluorouracil treatment
which typically involves intravenous long-term continuous infusions
with peak 5-fluorouracil delivery at 4 am [58, 107, 108, 114], strong IIV

poses a noteworthy clinical challenge. For example, patients receiving
chronomodulated 5-fluorouracil exhibited varying individual plasma
exposure (e.g. up to 12-fold differences in Cmax), although receiving
similar relative doses at the same peak delivery [114]. Moreover,
sex-related difference in tolerability of chronomodulated 5-fluorouracil
were observed, with female patients suffering from more grade 3–4
toxicities, decreased response rates and less overall survival than male
patients [113].
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Abstract: The noradrenaline and dopamine reuptake inhibitor bupropion is metabolized by CYP2B6
and recommended by the FDA as the only sensitive substrate for clinical CYP2B6 drug–drug in-
teraction (DDI) studies. The aim of this study was to build a whole-body physiologically based
pharmacokinetic (PBPK) model of bupropion including its DDI-relevant metabolites, and to qualify
the model using clinical drug–gene interaction (DGI) and DDI data. The model was built in PK-Sim®

applying clinical data of 67 studies. It incorporates CYP2B6-mediated hydroxylation of bupropion,
metabolism via CYP2C19 and 11β-HSD, as well as binding to pharmacological targets. The impact
of CYP2B6 polymorphisms is described for normal, poor, intermediate, and rapid metabolizers,
with various allele combinations of the genetic variants CYP2B6*1, *4, *5 and *6. DDI model per-
formance was evaluated by prediction of clinical studies with rifampicin (CYP2B6 and CYP2C19
inducer), fluvoxamine (CYP2C19 inhibitor) and voriconazole (CYP2B6 and CYP2C19 inhibitor).
Model performance quantification showed 20/20 DGI ratios of hydroxybupropion to bupropion
AUC ratios (DGI AUCHBup/Bup ratios), 12/13 DDI AUCHBup/Bup ratios, and 7/7 DDGI AUCHBup/Bup

ratios within 2-fold of observed values. The developed model is freely available in the Open Systems
Pharmacology model repository.

Keywords: physiologically based pharmacokinetic modeling; bupropion; hydroxybupropion;
cytochrome P450 2B6 (CYP2B6); drug-drug-interactions (DDIs); drug-gene-interactions (DGIs)

1. Introduction

Bupropion is used for the treatment of major depressive disorders and to support
smoking cessation [1]. Nearly one out of 10 prescriptions among psychotherapeutics was
attributed to bupropion in 2018 [2]. In the treatment of depressive disorders, it is either used
as monotherapy or in combination with other antidepressant agents, and is administered
as oral immediate release, sustained release or extended release tablets [1,3].

Bupropion and various of its metabolites are pharmacologically active [4].
Hydroxybupropion is one of the major metabolites and is formed by cytochrome P450 (CYP)
2B6-mediated hydroxylation of bupropion. Bupropion and hydroxybupropion are known
inhibitors of dopamine and noradrenaline reuptake transporters. Furthermore, they act as
antagonists to various acetylcholine receptors and serotonin reuptake transporters [5–7].
Erythrohydrobupropion and threohydrobupropion are further metabolites of bupropion
and formed via 11β-hydroxysteroid-dehydrogenase (11β-HSD) as the rate-limiting step
in the reaction pathway [8]. After administration of a single dose of 200 mg bupropion,
nearly 97% of total bupropion was recovered in urine (87%) and feces (10%).
However, only 0.5% of unchanged bupropion was found in urine [9]. Adverse drug events
or symptoms of bupropion intoxications, i.e., insomnia, vomiting, dry mouth or seizures,
can be attributed to bupropion and its metabolites [10]. It was observed that erythrohy-
drobupropion plasma levels significantly correlate with insomnia, while threohydrobupro-

Pharmaceutics 2021, 13, 331. https://doi.org/10.3390/pharmaceutics13030331 https://www.mdpi.com/journal/pharmaceutics



Pharmaceutics 2021, 13, 331 2 of 22

pion is assumed to be responsible for dry mouth [11]. Moreover, hydroxybupropion
induced seizures more potently than bupropion in rodent experiments [12] and immediate
release administration of bupropion was associated with a higher incidence of seizures
than a sustained release administration in humans [10,13,14]. All three metabolites are
further metabolized via glucuronidation by uridine 5′-diphospho-glucuronosyltransferase
(UGT) 2B7 [15].

According to the United States Food and Drug Administration (FDA), bupropion is
listed as a sensitive substrate of CYP2B6 in clinical drug–drug interaction studies (DDIs),
ref. [16] and it is subject to various CYP2B6 DDIs, when inducers or inhibitors of CYP2B6
are administered concomitantly [17,18]. For example, HIV patients that are on bupropion
medication exhibited a 57% decrease in bupropion AUC at the initiation of antiviral
therapy with ritonavir, an inducer of CYP2B6 [19,20]. Clopidogrel, an antiplatelet drug
and known CYP2B6 inhibitor, was reported to decrease hydroxybupropion AUC by 60%
after pretreatment with 75 mg clopidogrel [21]. Even short-term use of CYP2B6 perpetrator
drugs can seriously affect bupropion hydroxylation, as shown for the administration of
fluvoxamine and voriconazole shortly before bupropion administration that caused a 90%
reduction in the hydroxybupropion to bupropion AUC plasma ratio (AUCHBup/Bup) [22].
In addition to its CYP2B6 interaction potential, bupropion is also listed as a strong clinical
inhibitor of CYP2D6 [16]. However, the inhibitory effect is primarily attributed to its
metabolites hydroxybupropion, erythrohydrobupropion, and threohydrobupropion [23].

In addition to its DDI potential, bupropion is also subject to CYP2B6 drug–gene
interactions (DGIs). Polymorphisms in the CYP2B6 gene can result in rapid, normal, inter-
mediate, or poor metabolizer phenotypes. Important genetic variants of CYP2B6 include
CYP2B6*1, *4, *5, and *6 with frequencies of 49%, 4%, 12%, and 23% in European pop-
ulations, respectively [17,24]. It has been shown that hydroxybupropion plasma levels
and hydroxybupropion to bupropion plasma ratios are significantly altered in rapid or
poor metabolizers, with 153% higher or 31% lower hydroxybupropion to bupropion AUC
ratios compared to wildtype [17]. However, the clinical relevance for CYP2B6 polymorphic
patients is still unclear and dose adjustment guidelines have yet to be developed.

Considering the DDI, DGI and drug–drug–gene interaction (DDGI) potential, the com-
plex pharmacokinetics of bupropion should be thoroughly investigated. Here, physiologically
based pharmacokinetic modeling (PBPK) can be a valuable tool to grasp the high level
of complexity and implications of genetic polymorphisms and perpetrator drugs on the
pharmacokinetics of bupropion [25]. However, a robust bupropion PBPK model connected
to a strong DDGI CYP2B6 network has not been developed yet.

The aim of the presented work was the development of a PBPK model of bupro-
pion including its three most relevant metabolites for the prediction of CYP2B6 DDI,
DGI, and DDGI scenarios, and the qualification of this model using clinical data of CYP2B6
polymorphic individuals and DDI studies with different perpetrator drugs in the first
published CYP2B6 DDGI network. The final model is shared with the modeling and
drug development community in the Open Systems Pharmacology model repository
(www.open-systems-pharmacology.org, December 2020) [26]. A transparent and compre-
hensive documentation of model development and evaluation is provided in the Supple-
mentary Materials.

2. Materials and Methods
2.1. Software

The PBPK model was developed with the open-source modeling software PK-Sim®

and MoBi® (Open Systems Pharmacology Suite 9.1, released under the GPLv2 license
by the Open Systems Pharmacology community, www.open-systems-pharmacology.org
(accessed on 31 December 2020)) [26]. GetData Graph Digitizer 2.26.0.20 (© S. Fedorov) was
used to digitize published clinical study data according to best practices [27]. Model input
parameters were optimized by application of the Levenberg–Marquardt algorithm with
multiple starting values. Local sensitivity analyses were performed within PK-Sim®.
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Non-compartmental analyses, model performance measures, and plots were compiled in R
3.6.3 (The R Foundation for Statistical Computing, Vienna, Austria) with RStudio 1.2.5033
(RStudio PBC, Boston, MA, USA).

2.2. Clinical Data

Clinical studies of bupropion in single-and multiple-dose regimens were gathered and dig-
itized from the literature [27]. The collected profiles were divided into a training (n = 19) and a
test dataset (n = 48), used for model building and model evaluation, respectively [3,17–22,28–57].
Studies in the training dataset were selected to include metabolite concentration-time
profiles, a wide dosing range, and different oral formulations. To minimize bias, the distri-
bution of data on female and male populations was balanced as well. The whole dataset
is documented in the clinical study tables, with their respective clinical data shown in
semilogarithmic as well as linear plots in Sections 2–4 of the Supplementary Materials.

2.3. PBPK Model Building

Model building was started with an extensive literature search for physicochemical
properties and information regarding absorption, distribution, metabolism, and excretion
(ADME) processes of bupropion and its investigated metabolites.

Averaged demographic information about age, sex, ethnicity, body weight, and height
listed in clinical study reports was used to create virtual individuals. If data on demograph-
ics was missing, a virtual standard individual with default values was created. Details on
standard individuals are listed in Table S1.2 of the Supplementary Materials. Virtual popu-
lations of 500 individuals were created based on the demographic information provided in
the clinical study reports. If no data was available, a male European population with an
age distribution of 20–50 years was assumed.

Tissue distribution of enzymes and binding proteins used for the ADME processes
of bupropion and its metabolites was implemented according to the PK-Sim® expression
database [58]. Information on their expression is provided in Table S1.1 of the Supplemen-
tary Materials.

Tablet formulations with different bupropion release kinetics were simulated using a
Weibull model (Section 1.1 in the Supplementary Materials). The Weibull shape and Weibull
time parameters (50% dissolved) were derived, if available, from dissolution profiles
reported in the literature. Model parameters that either could not be sufficiently informed
from the literature or were involved in important QSAR model estimates of permeability
and distribution processes were optimized by fitting the model simultaneously to all
plasma concentration-time profiles of the training dataset.

2.4. PBPK Model Evaluation

PBPK model evaluation was performed using several methods. Model predictions of
plasma concentration-time profiles were graphically compared to observed profiles from
the respective clinical studies. Subsequently, predicted plasma concentrations from all
studies were plotted against their corresponding observed values in goodness-of-fit plots.
The model performance was further evaluated by comparison of predicted to observed area
under the plasma concentration-time curve (AUC) and maximum plasma concentration
(Cmax) values. AUC values (predicted as well as observed) were calculated from the
time of drug administration to the time of the last concentration measurement (AUClast).
If measured profiles were missing, predicted AUC was calculated as reported in the
corresponding study. As quantitative measures of the model performance, mean relative
deviation (MRD) of all predicted and observed plasma concentrations and geometric mean
fold error (GMFE) of all predicted and observed AUClast and Cmax values were calculated
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according to Equations (1) and (2). Predictions with MRD and GMFE values ≤ 2 were
considered successful model predictions.

MRD = 10x; x =

√√√√ ∑k
i=1 (log 10ĉi− log10ci

)2

k
(1)

where ci = the ith observed plasma concentration, ĉi = the corresponding predicted plasma
concentration, and k = the number of observed values.

GMFE = 10x; x =
∑m

i=1 | log10

(
predicted PK parameteri
observed PK parameteri

)
|

m
(2)

where predicted PK parameteri = the ith predicted AUClast or Cmax value, observed PK
parameteri = the corresponding observed AUClast or Cmax value, and m = the number
of studies.

Local sensitivity of the AUC of bupropion, hydroxybupropion, erythrohydrobupro-
pion, and threohydrobupropion to single parameter changes was analyzed for bupropion
multiple dose administrations of the three different release formulations. Analyses in-
cluded parameters that were either optimized or assumed to have an impact on AUC.
A detailed description is provided in the Supplementary Materials Section 2.5.5.

2.5. DGI, DDI and DDGI Modeling

To model the effect of CYP2B6 genetic variants, difference in enzyme activity was ex-
pressed by variation of the Michaelis-Menten (KM) and catalytic rate constant (kcat) values
for CYP2B6*1/*1 (wildtype), CYP2B6*1|*4, CYP2B6*1|*6, CYP2B6*5|*5, and CYP2B6*6|*6
genotypes. Parameters that could not be informed from literature were optimized by fitting
the model to clinical data based on a population with the respective genotype. If no data on
genotype or phenotype of the investigated subjects was available, CYP2B6 wildtype was
assumed. If mean plasma concentration-time profiles of different genotypes were reported,
the most frequent one was used for model simulations.

To model the effect of DDIs, different interaction processes (competitive inhibition or
induction) were incorporated into the perpetrator PBPK model with the corresponding
in vitro interaction parameters values extracted from the literature. The different interaction
types are described in the Supplementary Materials Section 1.6. Previously published PBPK
models of the CYP2B6 perpetrator drugs rifampicin, voriconazole, and fluvoxamine were
used to simulate DDI scenarios with bupropion [59–61].

To predict the rifampicin-bupropion DDGIs in carriers of different CYP2B6 alleles,
inhibition and induction parameters for wildtype DDI simulations were assumed.

2.6. DGI, DDI and DDGI Model Evaluation

DGI, DDI, and DDGI model performance was evaluated by comparison of predicted
to observed plasma concentration-time profiles of bupropion (Bup) and its CYP2B6 metabo-
lite hydroxybupropion (HBup) after single administration and during concomitant ad-
ministration of CYP2B6 perpetrator drugs (rifampicin or fluvoxamine and voriconazole).
In addition, the metabolite–parent ratio HBup/Bup of the PK parameters AUC (AUClast or
AUCinf [AUC extrapolated to infinity]) and Cmax was calculated for predicted and observed
effect and control profiles according to Equation (3). HBup/Bup AUC and Cmax ratios
were used to calculate DGI, DDI, and DDGI effect ratios according to Equation (4).

PKHBup/Bup =
HBup PK
Bup PK

(3)
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where Bup PK = PK parameter of bupropion, and HBup PK = PK parameter of hydroxybupropion.

DGI, DDI or DDGI PKHBup/Bup =
PKHBup/Bup (DGI, DDI or DDGI)

PKHBup/Bup (reference)
(4)

where PKHBup/Bup = Hydroxybupropion-bupropion PK parameter ratio.
As a quantitative measure of DGI, DDI, and DDGI model performance, GMFE values

of the predicted and observed PKHbup/Bup values as well as PKHbup/Bup effect ratios were
calculated according to Equation (2).

3. Results
3.1. Model Building and Evaluation

A PBPK model for bupropion and its three metabolites, hydroxybupropion,
erythrohydrobupropion, and threohydrobupropion was developed. A total of 48 clin-
ical studies in which bupropion was administered in a wide dosing range (20–300 mg) as
immediate, sustained, and extended release tablets in single or multiple dose regimens
were used in the model development process. In total, all 48 studies included plasma
concentration-time profiles of bupropion, 40 of hydroxybupropion, and 17 of erythro- and
threohydrobupropion. Study details are listed in Table S2.1 of the Supplementary Materials.
For the extended release tablet formulation, Weibull parameters were calculated from
dissolution profiles from the literature according to Langenbucher et al. [62]. For additional
formulations, parameters were fitted to plasma concentration-time profiles of the training
dataset. Dissolution details are listed in Table S2.2 of the Supplementary Materials.

Figure 1a illustrates the basic structure of the developed whole-body PBPK model and
implemented DGI and DDI processes. Figure 1b summarizes the implemented metabolism
of bupropion via CYP2B6 to hydroxybupropion and via 11β-HSD to erythro- and thre-
ohydrobupropion. Moreover, CYP2B6 metabolism is influenced by genetic variants and
perpetrator drugs, such as the CYP2B6 inducer and inhibitor rifampicin [63,64] and the
CYP2B6 inhibitor voriconazole [65]. Bupropion metabolism via CYP2C19 was modeled to
reflect minor metabolic pathways of bupropion covered by other CYPs. Since binding to
therapeutic targets might influence the PK of bupropion, binding to a surrogate protein rep-
resenting various neurotransmitter transporters was implemented. Furthermore, the model
applied glucuronidation of the three metabolites via UGT2B7. UGT2B7 and CYP2C19
metabolism were also considered in DDI predictions, as fluvoxamine and voriconazole
inhibit CYP2C19 [65,66] and rifampicin induces CYP2C19. Moreover, both compounds
induce and inhibit UGT2B7 [64,67]. In summary, the simulated effects include: (i) CYP2B6
polymorphisms; (ii) induction of CYP2B6, CYP2C19 and UGT2B7, and inhibition of CYP2B6
and UGT2B7 by rifampicin; and (iii) inhibition of CYP2C19 by fluvoxamine as well as
inhibition of CYP2B6 and CYP2C19 by voriconazole.

Tables 1 and 2 provide an overview of the drug-dependent model parameters as well
as details on the implemented metabolic processes. A description of all implemented
processes and formulations with their respective model parameters is listed in the drug-
dependent parameter table in the Supplementary Materials.
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Figure 1. Modeling overview of the CYP2B6 DDGI Network. A whole-body PBPK model was augmented for the simulation
of CYP2B6 drug–drug, drug–gene, and drug–drug–gene interactions (a). The model describes bupropion’s metabolism
via CYP2B6, CYP2C19, and 11β-HSD (b). Its metabolites hydroxybupropion, erythro- and threohydrobupropion are
transformed via UGT2B7. Binding to an unspecific binding protein, representing bupropion’s pharmacological targets,
was implemented. Several effects on the bupropion PK were modeled, i.e., effects of genetic polymorphisms on CYP2B6;
induction of CYP2C19 by rifampicin; induction and inhibition of CYP2B6 and UGT2B7 by rifampicin; inhibition of CYP2C19
by fluvoxamine; and inhibition of CYP2B6 and CYP2C19 by voriconazole. Drawings by Servier, licensed under CC BY
3.0 [68]. 11β-HSD: 11β-hydroxysteroid-dehydrogenase, CYP2B6: cytochrome P450 2B6, CYP2C19: cytochrome P450 2C19,
UGT2B7: uridine 5′-diphospho-glucuronosyltransferase 2B7.



Pharmaceutics 2021, 13, 331 7 of 22

Table 1. Drug-dependent parameters of the bupropion PBPK model.

Parameter Value Unit Source Literature Reference Description

MW 239.74 g/mol lit. 239.74 [69] Molecular Weight
pKa 8.75 - lit. 8.75 [70] Acid dissociation constant

Solubility (pH = 7.40) 365.56 mg/mL lit. 365.56 [71] Solubility
log P 2.57 - fit. 3.27 [69] Lipophilicity

fu 16.00 % lit. 16.00 [23] Fraction unbound
Intestinal perm. 2.76 × 10−5 cm/min fit. - - Transcellular intestinal permeability

Partition coefficients Diverse - calc. Berez. [72] Cell to plasma partitioning
Cellular Perm. - - fit. PK-Sim [73] Permeability into the cellular space
GFR fraction 1.00 - asm. - Filtered drug in urine

EHC cont. fraction 1.00 - asm. - Bile fraction continuously released
KM CYP2B6*1→ HBup ‡ 25.80 µmol/L lit. ‡ 25.80 [74] Michaelis-Menten constant
kcat CYP2B6*1→ HBup * 10.87 1/min fit. - - Catalytic rate constant
KM CYP2B6*6→ HBup ‡ 61.26 µmol/L lit. ‡ 61.26 [74] Michaelis-Menten constant
kcat CYP2B6*6→ HBup * 9.52 1/min fit. - - Catalytic rate constant
KM CYP2B6*4→ HBup 12.70 µmol/L lit. 12.70 [75] Michaelis-Menten constant
kcat CYP2B6*4→ HBup a 18.13 1/min lit. * 18.13 [75] Catalytic rate constant
KM 11β-HSD→ EBup 39.10 µmol/L lit. 39.10 [76] Michaelis-Menten constant
kcat 11β-HSD→ EBup 2.15 1/min fit. - - Catalytic rate constant
KM 11β-HSD→ TBup 39.10 µmol/L lit. 39.10 [76] Michaelis-Menten constant
kcat 11β-HSD→ TBup 8.18 1/min fit. - - Catalytic rate constant

KM CYP2C19 8.30 µmol/L lit. 8.30 [77] Michaelis-Menten constant
kcat CYP2C19 2.59 1/min fit. - - Catalytic rate constant

KD Binding partner 0.44 µmol/L fit. b 0.35–0.60 [78–80] Dissociation constant for binding
koff Binding partner 0.05 1/min fit. - - Dissociation rate constant for binding

‡ in vitro values corrected for binding in the assay using fraction unbound to microsomal protein measurements from the same study, * half of the optimized parameter, a calculated mean of enantiomer selective
degradation, b also includes inhibition constant values (Ki), 11β-HSD: 11β-hydroxysteroid-dehydrogenase, asm.: assumed, Berez.: Berezhkovskiy calculation method, calc.: calculated, cont.: continuous, CYP2B6:
cytochrome P450 2B6, CYP2C19: cytochrome P450 2C19, EBup: erythrohydrobupropion, EHC: enterohepatic circulation, fit.: optimized parameter, GFR: glomerular filtration rate, HBup: hydroxybupropion, lit.:
literature, perm.: permeability, PK-Sim: PK-Sim® standard calculation method, TBup: threohydrobupropion.
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Table 2. Drug-dependent parameters of the hydroxybupropion, erythrohydrobupropion and threohydrobupropion PBPK models.

Parameter Value Unit Source Literature Reference Value Unit Source Literature Reference Description

Hydroxybupropion Erythro-and Threohydrobupropion

MW 255.74 g/mol lit. 255.74 [81] 241.76 g/mol lit. 241.76 [82] Molecular Weight

pKa 7.65 - lit. 7.65 [81] 9.71 - lit. 9.71 [82] Acid dissociation
constant

Solubility (pH = 7.40) 0.91 mg/mL lit. 0.91 [81] 82.98 mg/mL lit. 82.98 [82] Solubility
log P 1.90 - fit. 2.20 [83] 1.89 - fit. 2.98 [82] Lipophilicity

fu 23.00 % lit. 23.00 [23] 58.00 % lit. 58.00 [23] Fraction unbound

Partition coefficients Diverse - calc. Berez. [72] Diverse - calc. Berez. [72] Cell to plasma
partitioning

Cellular Perm. - - fit. Ch.d.S. [84] - - fit. Ch.d.S. [84] Permeability into the
cellular space

GFR fraction 1.00 - asm. - - 1.00 - asm. - - Filtered drug in urine

EHC cont. fraction 1.00 - asm. - - 1.00 - asm. - - Bile fraction
continuously released

KM UGT2B7 ‡ 14.64 µmol/L lit. 14.64 [15] (E) ‡ 9.33
(T) ‡ 6.22

µmol/L lit. (E) ‡ 9.33
(T) ‡ 6.22

[15] Michaelis-Menten
constant

kcat UGT2B7 1.09 1/min fit. - - (E) 0.63(T) 0.10 1/min fit. - - Catalytic rate constant
‡ in vitro values corrected for binding in the assay using fraction unbound to microsomal protein measurements from the same study, asm.: assumed, Berez.: Berezhkovskiy calculation method, calc.: calculated,
Ch.d.S.: Charge dependent Schmitt calculation method, cont.: continuous, E: erythrohydrobupropion, EHC: enterohepatic circulation, GFR: glomerular filtration rate, fit.: optimized parameter, lit.: literature,
perm.: permeability, T: threohydrobupropion, UGT2B7: uridine 5′-diphospho-glucuronosyltransferase 2B7.



Pharmaceutics 2021, 13, 331 9 of 22

Figure 2a–i presents simulations of bupropion administration as immediate,
sustained, and extended release tablets. The bupropion PBPK model accurately de-
scribed and predicted plasma concentration-time profiles of bupropion and its metabo-
lites after single and multiple dose administrations for the three different formulations.
Predicted concentration-time profiles of all 48 clinical studies compared to observed data
are provided on linear and semi-logarithmic scale in Figures S2.4.1–S2.4.14 in the Sup-
plementary Materials. All simulated plasma profiles were in good agreement with their
respective observed data.

Figure 2. Predicted plasma concentration-time profiles of selected clinical studies from test and training datasets for
bupropion, hydroxybupropion, erythro- and threohydrobupropion after application of single and multiple oral tablets with
immediate release (a–c), sustained release (d–f) and extended release (g–i) kinetics compared to observed data [3,28,32,51,54].
The geometric means of the population predictions (n = 500) are shown as solid lines and corresponding observed data
as dots (arithmetic mean ± standard deviation, if available). The shaded areas indicate the geometric standard deviation.
Detailed information on study protocols is provided in Table S2.1 of the Supplementary Materials. ER: extended release,
IR: immediate release, m.d.: multiple dose, n: number of participants, s.d.: single dose, SR: sustained release, ta: training
dataset, te: test dataset.



Pharmaceutics 2021, 13, 331 10 of 22

Model performance is demonstrated in Figure 3 as comparisons of predicted to ob-
served AUClast (a) and Cmax values (b). Both training and test data were well predicted
for all four compounds. In addition, Table 3 provides MRDs of plasma concentration-
time profiles and GMFEs of AUClast and Cmax for the four compounds. With 119/124
of the predicted AUClast and 121/124 of the predicted Cmax values within the 2-fold ac-
ceptance limits, total GMFEs of 1.31 (range 0.43–3.06) for predicted AUClast values and
1.29 (range 0.55–2.87) for Cmax values further confirmed an adequate model performance.
Individual MRD and GMFE values for all plasma profiles are listed in Tables S2.3 and S2.4
in the Supplementary Materials.

Figure 3. Goodness-of-fit plots of PK parameters for bupropion and metabolites. Predicted AUC
of the training (a) and test dataset (b) as well as Cmax values of the training (c) and test dataset
(d) compared to observed values. The solid line marks the line of identity, dotted lines indicate
1.25-fold, and dashed lines indicate 2-fold deviation. AUC: area under the plasma concentration-
time curve from the time of drug administration to the time of the last concentration measurement,
Cmax: maximum plasma concentration.
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Table 3. Summary of quantitative measures of model performance for bupropion and its metabolites,
separated by training and test dataset.

Mean MRD Mean GMFEAUC Mean GMFECmax

training test training test training test
Bupropion 1.62 1.90 1.20 1.42 1.20 1.41

Hydroxybupropion 1.16 1.30 1.14 1.34 1.10 1.32
Erythrohydrobupropion 1.48 1.38 1.25 1.46 1.26 1.38
Threohydrobupropion 1.36 1.21 1.36 1.23 1.17 1.30

Overall 1.51 1.31 1.29
Profiles with measure ≤ 2 103/124 119/124 121/124

Range 1.01–6.21 0.43–3.06 0.55–2.87
AUC: area under the plasma concentration-time curve from the time of drug administration to the time of the
last concentration measurement, Cmax: maximum plasma concentration, GMFE: geometric mean fold error,
MRD: mean relative deviation.

Sensitivity analysis of a 14-day multiple dose simulation of either 100 mg immediate
release three times daily, 150 mg sustained release twice daily, or 300 mg extended release
once daily, revealed that regardless of the bupropion formulation, the highest impact on
bupropion AUC can be attributed to the fraction unbound of bupropion, a fixed literature
value. Of the optimized parameters, the most impactful parameter was CYP2B6 kcat
for immediate and sustained release formulations. For the extended release formulation,
AUC was more sensitive to bupropion lipophilicity than to CYP2B6 kcat. A detailed
assessment of model sensitivity is provided in Section 2.5.5 of the Supplementary Materials.

3.2. DGI Modeling and Evaluation

The developed model was extended to describe effects of polymorphism in the
CYP2B6 gene on CYP2B6 activity and interaction with CYP2B6 perpetrator drugs. Most pub-
lished studies only reported mean profiles of populations, often exhibiting multiple differ-
ent genotypes, or only the respective AUC or HBup/Bup ratio of plasma AUC or single
concentrations at specific time points after administration. However, plasma concentration-
time profiles of four genetic variants could be gathered from the literature. These included:
CYP2B6*1 (or wildtype), CYP2B6*4, CYP2B6*5, and CYP2B6*6. Three studies reporting
profiles of bupropion and hydroxybupropion were used for development of DGI predic-
tions. Michaelis Menten constants (KM) were obtained from the literature and corrected
for binding in the microsomal assay, if necessary. The rate constant kcat was optimized for
the CYP2B6*6 haplotype. Table 1 provides bupropion KM and kcat values for the imple-
mented CYP2B6 alleles. Prediction of CYP2B6*4 heterozygous expression was simulated by
splitting the implemented CYP2B6-mediated pathway in two clearance processes. In vitro
parameters representing the CYP2B6 partition not produced by the CYP2B6*4 allele were
assumed to be equal to parameters for homozygous expression of the respective allele
(i.e., CYP2B6*1/*1 or CYP2B6*6/*6). For example, the CYP2B6*1 allele was simulated with
a KM value of 25.80 µmol/l from the literature and half of the optimized CYP2B6*1|*1
kcat value of 21.74 1/min. Figure 4 demonstrates the performance of the bupropion
DGI model with Figure 4a–c illustrating model-based simulations of 150 mg bupropion
as an immediate release tablet alongside their respective observed profiles of three dif-
ferent polymorphisms in comparison to CYP2B6*1|*1 (wildtype). The effect of DGIs,
especially on hydroxybupropion plasma levels, was well described for rapid (CYP2B6*1|*4),
normal (CYP2B6*1|*1 or wildtype), intermediate (CYP2B6*1|*6) and poor metaboliz-
ers (CYP2B6*6|*6). Plots documenting the model performance for all modeled bupro-
pion DGIs are provided in Figures S3.4.1 and S3.4.2 of the Supplementary Materials.
Figure 4d–e shows predicted compared to observed DGI HBup/Bup ratios calculated
for AUC (d) and Cmax (e). Predicted DGI HBup/Bup ratios were in good agreement
with observed ratios, with 20/20 of DGI AUCHBup/Bup and 8/8 of DGI Cmax HBup/Bup
values within the 2-fold acceptance limits and 18/20 of DGI AUCHBup/Bup and 7/8 of DGI
Cmax HBup/Bup values within the prediction success limits suggested by Guest et al. with
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1.25-fold variability [85]. Predicted and observed DGI AUCHBup/Bup ratios showed an
overall GMFE of 1.25 (range 0.64–1.77) and DGI Cmax HBup/Bup of 1.35 (range 0.41–1.29).
Tables S3.3 and S3.4 of the Supplementary Materials list all calculated MRD and GMFE val-
ues of predicted and observed plasma concentration-time profiles and the corresponding
AUC and Cmax values along with the DGI HBup/Bup ratios.

Figure 4. Bupropion CYP2B6 DGI model evaluation. Predicted compared to observed plasma concentration-time profiles
are illustrated for CYP2B6*1/*4 (a), CYP2B6*1/*6 (b) and CYP2B6*6/*6 (c) genotypes [17] in comparison to the CYP2B6*1/*1
genotype (wildtype, n = 21). The effects of respective genetic variants of CYP2B6 are shown in orange and blue for
bupropion and hydroxybupropion, respectively; the corresponding profiles of the CYP2B6*1/*1 genotype are shown in
red and green for bupropion and hydroxybupropion, respectively. The solid line illustrates the geometric mean of the
population predictions (n = 500) and the shaded area the geometric standard deviation. Predicted compared to observed
DGI effect ratios are shown for hydroxybupropion–bupropion ratios of AUC (d) and Cmax (e) with different colors indicating
the genotypes and different shapes the respective studies [17,35,40,44]. The straight solid line marks the line of identity,
the curved solid lines show the prediction acceptance limits proposed by Guest et al. including 1.25-fold variability [85].
Dotted lines indicate 1.25-fold and dashed lines indicate 2-fold deviation. Details on the study protocols and DGI ratios are
provided in the Supplementary Materials. AUC: area under the plasma concentration-time curve, Cmax: maximum plasma
concentration, DGI: drug–gene interaction, HBup/Bup: hydroxybupropion–bupropion ratio, IM: intermediate metabolizer,
IR: immediate release, PM: poor metabolize, RM: rapid metabolizer, s.d.: single dose.

3.3. Bupropion DDI Modeling and Evaluation

The bupropion DDI model was established and evaluated using a total of five clinical
DDI studies with the perpetrator drugs fluvoxamine together with voriconazole (one study)
and rifampicin (four studies). Details on the previously developed PBPK models for
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rifampicin [60], fluvoxamine [61], and voriconazole [59] are listed in the parameter tables
in Section 4 of the Supplementary Materials.

The rifampicin-bupropion DDI was predicted as an induction of CYP2B6, CYP2C19,
and UGT2B7 with interaction parameters obtained from the literature [63,64,67].
Additionally, competitive inhibition of CYP2B6 and UGT2B7 by rifampicin was included
as well [86,87].

The fluvoxamine-voriconazole-bupropion DDI was predicted as competitive inhi-
bition of CYP2B6 and CYP2C19 metabolism by voriconazole and competitive inhibition
of CYP2C19 by fluvoxamine. Literature CYP2C19 Ki values were used for both fluvox-
amine and voriconazole [65,66]. CYP2B6 Ki of voriconazole was adjusted via parameter
optimization.

Figure 5a–c illustrates predicted plasma concentration-time profiles before and dur-
ing DDI scenarios in comparison to the corresponding observed data from clinical DDI
studies. Induction by rifampicin and inhibition via fluvoxamine and voriconazole are
shown for bupropion and hydroxybupropion plasma levels on linear scale for three repre-
sentative studies (two for rifampicin DDIs with different bupropion release formulations
and one for fluvoxamine and voriconazole). In Section 4 of the Supplementary Materials,
predicted compared to observed profiles of all investigated rifampicin–bupropion DDIs
are presented. In the DDI studies, 600 mg rifampicin were administered daily with
150 mg bupropion given once either as immediate release (Figure 5a) or sustained re-
lease tablets (shown in Figure 5b, Figure 6 and in Section 4 of the Supplementary Materials).
Plasma concentration-time profiles during CYP2B6 inhibition were only provided in one
DDI study with a single dose of bupropion as a cocktail capsule [22]. For the fluvoxamine–
voriconazole–bupropion DDI scenario, fluvoxamine and voriconazole were administered
concomitantly, 2 h before the bupropion cocktail capsule. Further details on regimens
and population characteristics of the DDI studies are listed in Tables S4.4 and S4.5 of the
Supplementary Materials.

HBup/Bup ratios were calculated via Equations (4) and (5) for AUC and Cmax
values and are depicted in Figure 5d–e. Here, 12/13 DDI AUCHBup/Bup and 6/6 DDI
Cmax HBup/Bup values were within the limits proposed by Guest et al. assuming 1.25-fold
variability [85] with overall GMFE values of 1.23 (range 0.74–1.73) for DDI AUCHBup/Bup
and 1.46 (range 0.56–1.44) for DDI Cmax HBup/Bup. Calculated MRD and GMFE values of
all predicted DDI studies are listed in Tables S4.6 and S4.7 of the Supplementary Materials.
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Figure 5. Victim drug plasma concentrations and DDI HBup/Bup ratios for AUC and Cmax of the modeled bupropion DDIs.
Predicted compared to observed plasma concentration-time profiles of bupropion and hydroxybupropion are shown for
interactions with rifampicin (a,b) as well as fluvoxamine and voriconazole (c). The profiles during administration of CYP2B6
perpetrator drugs are shown in orange and blue for bupropion and hydroxybupropion, respectively, and the corresponding
profiles without DDI are shown in red and green for bupropion and hydroxybupropion, respectively. The solid line
illustrates the geometric mean of the population predictions (n = 500) and the shaded area the geometric standard deviation.
Predicted compared to observed effect ratio plots for the hydroxybupropion–bupropion ratios of AUC (d) and Cmax (e) show
data of four CYP2B6 inducer and one CYP2B6 inhibitor studies. Different shapes indicate the perpetrators and different
colors the respective studies [19,22,35,44]. The straight solid line marks the line of identity; the curved solid lines show the
prediction acceptance limits proposed by Guest et al. including 1.25-fold variability [85]. Dotted lines indicate 1.25-fold
and dashed lines indicate 2-fold deviation. Details on the study protocols and the values of all DDI ratios are provided in
the Supplementary Materials. AUC: area under the plasma concentration-time curve, Cap: capsule (Geneva Capsule [22]),
Cmax: maximum plasma concentration, DDI: drug-drug interaction, Fluvo/Vori: fluvoxamine and voriconazole, HBup/Bup:
hydroxybupropion–bupropion ratio, Ind: inducer, Inh: inhibitor, IR: immediate release, Rifa: rifampicin, s.d.: single dose,
SR: sustained release.
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Figure 6. Rifampicin–bupropion CYP2B6 DDGI. Predicted compared to observed plasma concentration-time profiles
are illustrated for the CYP2B6 bupropion DGI (CYP2B6*1|*6 compared to CYP2B6*1|*1) (a), for rifampicin–bupropion
DDI in individuals with the CYP2B6*1|*1 genotype (b) and for the rifampicin–bupropion DDGI for individuals with
the CYP2B6*1|*6 genotype compared to carriers of the CYP2B6*1|*1 genotype (c). The predicted and observed plasma
concentrations under the combined effects of CYP2B6 genetic polymorphism and perpetrators are shown in orange and blue,
respectively, while the control is shown in red and green. The solid line illustrates the geometric mean of the population
predictions (n = 500) and the shaded area the geometric standard deviation. Predicted compared to observed effect ratio plot
for the hydroxybupropion–bupropion ratio of AUC values are shown for six different genotypes after rifampicin induction
(d). Different colors indicate the genotypes and different shapes the respective studies ([35,44]). The straight solid line
marks the line of identity, the curved solid lines show the prediction acceptance limits proposed by Guest et al. including
a 1.25-fold variability [85]. Dotted lines indicate 1.25-fold and dashed lines indicate 2-fold deviation. Predicted effects of
rifampicin-bupropion DDGIs on the hydroxybupropion-bupropion AUC ratios were compared to CYP2B6*1|*1 without
co-administration of rifampicin (e). Details on study protocols and DDGI ratios are provided in the Supplementary
Materials. AUC area under the plasma concentration-time curve, DGI: drug–gene interaction, DDI: drug–drug interaction,
DDGI: drug drug gene interaction, HBup/Bup: hydroxybupropion–bupropion ratio, Ind: inducer, po: oral, s.d.: single dose,
SR: sustained release.

3.4. Bupropion DDGI Modeling and Evaluation

DDGIs, combinations of DGIs and DDIs, were predicted for the polymorphisms
CYP2B6*1, CYP2B6*4, CYP2B6*5, and CYP2B6*6 for bupropion intake in DDI scenarios
with concomitant rifampicin administration. Rifampicin was administered in multiple oral
doses of 600 mg (daily) before a single oral dose of 150 mg bupropion (sustained release)
was administered [35,67]. One DDGI study reported plasma concentration-time profiles
of bupropion and hydroxybupropion for CYP2B6*1|*1 and CYP2B6*1|*6 either with or
without rifampicin. Figure 6a–c shows predicted compared to observed profiles for a DGI
in CYP2B6*6 heterozygous subjects (a), a DDI with rifampicin in CYP2B6 wildtype subjects
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(b), and a DDGI with rifampicin in CYP2B6*6 heterozygous subjects (c) compared to CYP2B6
wildtype subjects receiving bupropion solely. Furthermore, HBup/Bup ratios of AUCinf
after rifampicin induction were reported for several CYP2B6 polymorphic individuals [44].
Figure 6d illustrates predicted compared to observed DDGI AUCHBup/Bup values for
several genetic variants of CYP2B6.

Figure 6e shows predicted AUCHBup/Bup values for all possible allele combinations of
the modeled CYP2B6 variants with or without rifampicin interaction. HBup/Bup ratios
were decreased in carriers of the variant CYP2B6*6 allele. A homozygous CYP2B6*6 ex-
pression with inducer was predicted to be lower in CYP2B6 activity than wildtype CYP2B6
without inducer resulting in a ~15% decrease in AUCHBup/Bup. CYP2B6*5|*6 individuals
were predicted to exhibit AUCHBup/Bup ratios similar to wildtype individuals, with or
without inducer. The highest AUCHBup/Bup was simulated for homozygous expression of
the gene variant CYP2B6*4 after rifampicin intake. However, it should be noted that for pre-
dictions of the genotypes CYP2B6*4|*4 and CYP2B6*5|*6, no observed data for validation
were available. In summary, DDGI predictions showed overall DDGI AUCHBup/Bup GMFE
values of 1.27 (range 0.85–1.60) with 7/7 of the predicted DDGI AUCHBup/Bup within the
acceptance limits of Guest et al., assuming 1.25-fold variability [85].

4. Discussion

In the presented work, a whole-body PBPK model of bupropion and its metabolites
hydroxybupropion, threohydrobupropion and erythrohydrobupropion was built and
evaluated to predict drug plasma concentrations over a wide dosing range (20–300 mg)
for three different oral formulations. Furthermore, the model was extended to describe
the effects of CYP2B6 DGIs, DDIs, and rifampicin-bupropion CYP2B6 DDGIs on the PK of
bupropion and its metabolites.

So far, only one other bupropion PBPK model has been published yet [88].
Despite demonstrating reasonable performance, in comparison to the presented work,
the model did not incorporate a similarly large amount of data for building and evaluation
and did not reflect the effects of different genetic alterations of CYP2B6. These shortcom-
ings, which we consider as necessary elements to qualify the bupropion PBPK model as a
part of the CYP2B6 network, were addressed in our model.

Bupropion is predominantly metabolized to hydroxybupropion in the liver and, to some
extent, also in the gut [10]. Even though CYP2B6 hydroxylation plays a major role in the
metabolism of bupropion, the implementation of CYP2C19 as minor metabolic pathway was
important to sufficiently describe the data including DDIs and DGIs [17,77]. In addition to
CYP2B6 and CYP2C19 metabolism, carbonyl reductases transform bupropion to erythro-
hydrobupropion and threohydrobupropion [10]. In the presented model, the metabolic
pathway along several carbonyl reductases was reduced to the rate-limiting enzymatic
step via 11β-HSD for the formation of erythrohydrobupropion and threohydrobupropion.
Here, the respective KM values for all implemented enzymes could be informed from the lit-
erature. After a single dose of 150 mg bupropion, the bupropion fractions metabolized were
predicted as 58%, 28%, and 13% via CYP2B6, 11β-HSD, and CYP2C19, respectively (Figure S2.1.1
of the Supplementary Materials). Furthermore, the model predicts an extensive metabolism
of bupropion (99%) after complete absorption with small fractions excreted unchanged to
urine and feces (~1%), which is consistent with the literature [9]. Reported bupropion frac-
tions metabolized varied with measurements from in vitro clearance data of 56% or 12% for
hydroxybupropion formation and 40% or 68% for threohydrobupropion formation [8,89],
which are in reasonable agreement with predicted values.

Bupropion shows affinity to a variety of therapeutic targets, such as numerous acetyl-
choline receptors and dopamine and noradrenaline reuptake transporters [10]. Target bind-
ing was incorporated into our model as it improved the description of the concentration-
time profiles. To simplify the complex binding of bupropion to several targets, only binding
to the noradrenaline reuptake transporter was implemented, as it covers the expression
in all relevant organs, such as brain or gastro-intestinal tract, where noradrenaline and
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dopamine reuptake transporters, as well as nicotinic acetylcholine receptors are expected.
The applied KD value is in good agreement with literature values describing binding or
inhibition of the different relevant targets [78–80].

The bupropion metabolism is especially sensitive to genetic polymorphisms in CYP2B6 [17].
Unfortunately, documentation on genetic polymorphisms of participants was poor in most
clinical studies. Either mean profiles of mixed populations were presented or no genotype
information was reported. Nevertheless, gene variants CYP2B6*1, *4, *5, and *6 were
included in our model and described the available plasma concentration-time profiles
of bupropion and hydroxybupropion sufficiently well. Dose adjustment guidelines for
genetic polymorphisms have not been implemented yet. However, as hydroxybupropion
might play an important role in the occurrence and onset of seizures after rapid bupropion
absorption [10,12–14], the presented model could support a rational individualized CYP2B6
polymorphism-guided dose selection.

The presented DDI network includes interactions via CYP2B6, CYP2C19, and UGT2B7.
The rifampicin–bupropion DDI covers the induction of CYP2B6, CYP2C19, and UGT2B7,
with simultaneous competitive inhibition of CYP2B6 and UGT2B7. All rifampicin–bupropion
interaction parameters were derived from the literature [45–48]. However, inhibition is
relatively weak with inhibition constants (Ki) of 118.50 µmol/L and 554.87 µmol/L for
CYP2B6 and UGT2B7 [86,87] and presumably negligible; especially after multiple dose
applications of rifampicin. For single dose administrations, rifampicin’s inhibitory activity
on bupropion could not be evaluated, due to a lack of clinical bupropion DDI data.

Voriconazole is a known CYP2B6 inhibitor that displayed interactions with bupropion
and efavirenz [74]. The reported Ki value of voriconazole was not strong enough to fully
describe the observed in vivo effects. This seems reasonable, since the metabolite voricona-
zole N-oxide is also responsible for the inhibitory effect on CYP2B6 [90], but was not
implemented in the published PBPK model [59]. Moreover, a polymorphism-dependent
CYP2B6 inhibition of voriconazole was previously described for efavirenz hydroxylation,
where lower Ki values were reported for CYP2B6*6 than for CYP2B6*1 [74]. In the DDI
study conducted by Bosilkovska et al. [22], six of 10 subjects exhibited a CYP2B6*6 poly-
morphism, which could potentially explain a deviation in prediction. Due to the lack of
relevant clinical data, the Ki value of voriconazole for CYP2B6 had to be optimized and
could not be validated yet. Hence, further in vitro studies are needed to optimize and
evaluate the voriconazole DDI. Inhibition of CYP2C19 was implemented, as fluvoxam-
ine and voriconazole are listed as strong and weak inhibitors for CYP2C19 by the FDA,
respectively [16]. As bupropion is also a known CYP2D6 inhibitor, we assumed that
the inhibitory effect on CYP2D6-mediated fluvoxamine metabolism is negligibly small,
as fluvoxamine is given 2 h prior to bupropion administration, and as bupropion’s strong
CYP2D6 inhibition potential is predominately attributed to its metabolites and a CYP2D6
downregulation after long-term bupropion intake [91].

The model correctly predicted DDGI plasma profiles of bupropion co-administered
with rifampicin in CYP2B6*6 heterozygous subjects. Furthermore, DDGI model perfor-
mance was successfully evaluated by comparison of predicted and reported HBup/Bup
AUC ratios. Subsequently, potential DDGIs were simulated for combinations of the ge-
netic CYP2B6 variants CYP2B6*1, CYP2B6*4, CYP2B6*5, and CYP2B6*6. The simulated
scenarios illustrate the models’ potential to investigate the effect of DDGIs on bupropion
and hydroxybupropion plasma levels. Whether the simulated DDGI combinations lead
to the predicted changes in HBup/Bup ratios, especially the profound increase in rapid
metabolizers receiving the CYP2B6 inducer rifampicin, should be carefully evaluated in
clinical studies. Moreover, pharmacological implications of bupropion intake, with or
without perpetrator, in CYP2B6 polymorphic patients, are still unclear. While clinical
efficacy or tolerability can be correlated to plasma levels of bupropion or its metabolites,
guidelines regarding bupropion dosing have yet to be established. Our presented model
demonstrated its flexibility in simulations of various DDGI scenarios and can be applied to
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develop rational dosing recommendations for bupropion drug labeling or clinical study
design.

5. Conclusions

A comprehensive parent-metabolite PBPK model of bupropion including whole-body
PBPK models of bupropion and the metabolites hydroxybupropion, erythrohydrobupro-
pion, and threohydrobupropion was developed. Bupropion pharmacokinetics were thor-
oughly described for tablets with different release formulations in single and multiple dose
regimens. The established CYP2B6 network incorporates reliable prediction of DGIs with
several polymorphisms, DDIs and DDGIs as combinations of DGIs and DDIs. A transparent
and detailed documentation of the model development and performance further under-
lines the model quality. The final PBPK model files are freely available in the Open Systems
Pharmacology repository (www.open-systems-pharmacology.org, December 2020) [26] to
assist the development of bupropion dosing guidelines and to support DDI studies in drug
discovery and development.

Supplementary Materials: The following are available at https://www.mdpi.com/1999-4923/13/3
/331/s1, Electronic Supplementary Materials: A comprehensive reference manual, providing docu-
mentation of the complete model performance assessment.
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Abstract: The antifungal ketoconazole, which is mainly used for dermal infections and treatment of
Cushing’s syndrome, is prone to drug–food interactions (DFIs) and is well known for its strong drug–
drug interaction (DDI) potential. Some of ketoconazole’s potent inhibitory activity can be attributed
to its metabolites that predominantly accumulate in the liver. This work aimed to develop a whole-
body physiologically based pharmacokinetic (PBPK) model of ketoconazole and its metabolites
for fasted and fed states and to investigate the impact of ketoconazole’s metabolites on its DDI
potential. The parent–metabolites model was developed with PK-Sim® and MoBi® using 53 plasma
concentration-time profiles. With 7 out of 7 (7/7) DFI AUClast and DFI Cmax ratios within two-fold
of observed ratios, the developed model demonstrated good predictive performance under fasted
and fed conditions. DDI scenarios that included either the parent alone or with its metabolites were
simulated and evaluated for the victim drugs alfentanil, alprazolam, midazolam, triazolam, and
digoxin. DDI scenarios that included all metabolites as reversible inhibitors of CYP3A4 and P-gp
performed best: 26/27 of DDI AUClast and 21/21 DDI Cmax ratios were within two-fold of observed
ratios, while DDI models that simulated only ketoconazole as the perpetrator underperformed: 12/27
DDI AUClast and 18/21 DDI Cmax ratios were within the success limits.

Keywords: physiologically based pharmacokinetic (PBPK) modeling; ketoconazole; cytochrome
P450 3A4 (CYP3A4); P-glycoprotein (P-gp); reversible inhibition; metabolites; drug–food interaction;
drug–drug interaction

1. Introduction

The imidazole derivative ketoconazole is used topically for the treatment of dermal
fungal infections and systemically as therapy for Cushing’s syndrome [1,2]. For systemic
applications, ketoconazole is administered as oral tablets in dose ranges of 200–400 mg [3].
For doses below 400 mg, pronounced drug–food interactions (DFIs) have also been ob-
served for the biopharmaceutical classification system (BCS) class II compound as its oral
bioavailability is highly limited by its poor solubility of 0.006 mg/mL (at a pH of 7.5) [4,5].
In contrast, at higher doses, DFIs do not significantly modulate ketoconazole exposure [6].

Upon absorption, ketoconazole is mainly bound to albumin and blood cells, and
only 1% is unbound in plasma [1]. Moreover, ketoconazole has been discussed as a sub-
strate of the efflux transporter P-glycoprotein (P-gp) as well as a substrate of cytochrome

Pharmaceutics 2023, 15, 679. https://doi.org/10.3390/pharmaceutics15020679 https://www.mdpi.com/journal/pharmaceutics



Pharmaceutics 2023, 15, 679 2 of 22

P450 3A4 (CYP3A4), arylacetamide deacetylase (AADAC), and uridine diphosphate glu-
curonosyltransferase 1A4 (UGT1A4) [7–11]. Roughly 10–37% of unchanged ketoconazole
is eliminated in feces, while 2–4% can be found in urine [5].

A systemic administration of ketoconazole for the treatment of fungal infections is
not recommended, as oral ketoconazole intake might result in liver injury and can lead
(similar to other azole antifungals) to prolonged QT intervals; therefore, an increased
risk for torsades de pointes tachycardia [11,12]. The efficacy of ketoconazole in reducing
cortisol levels for the treatment of Cushing’s disease may outweigh the risk of potential
side effects [2]. The likelihood of experiencing severe adverse drug reactions can be
further amplified due to ketoconazole’s strong drug–drug interaction (DDI) potential. Here,
the exposure of the co-administered drug might be increased via inhibition of its drug
metabolism [12,13].

Based on its strong DDI potential, ketoconazole is systematically administered in
clinical studies as a DDI perpetrator drug [14,15]. Here, it serves as a potent inhibitor
of CYP3A4 and P-gp, among other proteins, with substantial increases in drug exposure
of victim compounds being reported in the literature. For example, the administration
of 400 mg of ketoconazole over four days led to a 15-fold increase in the area under
the plasma concentration-time curve (AUC) of midazolam [16], while pretreatment with
200 mg of ketoconazole twice daily over three days increased the AUC of triazolam 11-
fold [17]. However, since ketoconazole inhibits CYP3A4 and P-gp reversibly and has
a mean half-life of only 160 min (after a 400 mg dose) [18], long-term inhibitory effects
cannot be explained by the involvement of the parent compound alone [19]. In the case of
itraconazole, which is also an azole antimycotic as well as a potent DDI perpetrator drug,
its metabolites contribute to its DDI activity; e.g., by reversibly inhibiting CYP3A4 [20].
Equivalently, some of ketoconazole’s inhibitory potential can also be attributed to its
metabolites. One important metabolite, N-deacetylketoconazole (M1), which is formed
via AADAC, was reported to inhibit the same enzymes and transporters as ketocona-
zole itself, including CYP3A4 and P-gp [13]. As for itraconazole, because three of its
metabolites are involved in DDIs, it might be reasonable to assume that M1 is not the only
metabolite responsible for ketoconazole-mediated DDIs; for example, the structurally
similar N-deacetyl-N-hydroxyketoconazole (M2) among other metabolites might also
contribute [7,21]. However, the individual contributions of ketoconazole’s metabolites to
the observed DDI effects are still unknown, especially regarding their long-term inhibitory
effects. To investigate the involvement of a perpetrator’s metabolites in DDIs, model simu-
lations can be performed to assess their contributions and impact on their parent’s overall
DDI potential. Here, physiologically based pharmacokinetic (PBPK) modeling can assist
in testing hypotheses regarding the potential impacts of metabolites on ketoconazole’s
strong observed DDI potential. The usefulness of parent–metabolite PBPK modeling for
the investigation of drug interactions by imidazole derivatives was previously demon-
strated in the application of an itraconazole–metabolites PBPK model within an extensive
CYP3A4–P-gp–DDI network by Hanke et al. [22]. In general, the application of PBPK
modeling is recommended by both the European Medicines Agency (EMA) and the U.S.
Food and Drug Administration (FDA) for the different stages of the drug development
pipeline [23–25].

Thus, the aims of the present study were (i) to build a PBPK model for ketoconazole
under fasted and fed conditions and (ii) to investigate the contributions of its metabolites;
i.e., M1 and M2, to ketoconazole’s DDI potential by predicting DDIs with the parent alone
in comparison to DDIs with the parent alongside its metabolites as perpetrators impacting
the pharmacokinetics of the victim drugs alfentanil, alprazolam, midazolam, triazolam
(CYP3A4 victim drugs), and digoxin (P-gp victim drug). The developed parent–metabolites
PBPK model files will be made publicly available at http://models.clinicalpharmacy.me.
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2. Materials and Methods
2.1. Software

The PBPK model was developed with the open-source modeling software PK-Sim®

and MoBi® (Open Systems Pharmacology Suite 11 released under the GPLv2 license
by the Open Systems Pharmacology community; www.open-systems-pharmacology.org
(accessed on 20 April 2022)) [26]. Published clinical study data were digitized using
GetData Graph Digitizer 2.26.0.20 (© S. Federov) according to best practices [27]. Model
input parameter estimation using Monte Carlo or Levenberg–Marquardt optimizations, by
minimizing the sum of squares between the simulation and measurements from all included
studies, and local sensitivity analyses were performed within PK-Sim®. Pharmacokinetic
parameter analysis, model performance measures, and plots were compiled in R 4.1.3 (The
R Foundation for Statistical Computing, Vienna, Austria) using RStudio 1.2.1335 (RStudio
PBC, Boston, MA, USA).

2.2. Clinical Data

Clinical trials of ketoconazole with single-dose and multiple-dose regimens in fasted
and fed participants were gathered and digitized from the literature [27]. Moreover,
additional mean and individual plasma concentration-time profiles for ketoconazole and
M1 were kindly provided by Weiss et al. [13]. Collected plasma concentration-time profiles
were divided into a training dataset for model building and a test dataset for model
evaluation. Studies in the training dataset were selected to include ketoconazole and M1
plasma concentration-time profiles and a wide ketoconazole dosing range administered
in different formulations. No plasma concentration-time profiles of the metabolite M2
could be found in the literature. The compiled training and test datasets are documented
in clinical study tables in Sections S2 and S3 of the Supplementary Materials.

2.3. PBPK Model Building

The model-building process began with an extensive literature search for physico-
chemical properties and information about the absorption, distribution, metabolism, and
excretion processes of ketoconazole and its metabolites.

Mean and mode demographic information (age, sex, ethnicity, body weight, and
height) listed in clinical study reports was used to create virtual individuals for each study.
If entries were partially missing; i.e., lacking information on weight or height, data were
informed based on the suggested value provided by PK-Sim® computed from the respective
implemented population databases. If no data were available, a virtual standard individual
with default values was created (see Section S1.2).

Tissue distributions of enzymes were implemented according to the PK-Sim® expres-
sion database and are listed in Table S1.1 in the Supplementary Materials.

Model parameters that either could not be adequately informed by the literature
or were involved in important QSAR model estimates of permeability and distribution
processes were optimized by fitting the model simultaneously to all plasma concentration-
time profiles of the training dataset.

2.4. Drug–Food Interaction Modeling

The compiled clinical studies included data on ketoconazole administration under
fasted or fed conditions. Data on particle size distributions were gathered from the literature
to inform the parametrization of formulation models for oral ketoconazole solutions and
tablets for simulations with and without the intake of food. To simulate the effect of DFIs
on oral ketoconazole absorption, intestinal permeabilities were estimated based on the
fasted and fed datasets, and gastric emptying time was adapted for the fed state. If no
information about fasted or fed study conditions was provided, the fed state was assumed
if (i) a delay in the time of maximum plasma concentration (Tmax) of more than two hours
could be observed, (ii) multiple doses were administered within a day (as a continuous
fasted state was considered unlikely), or if (iii) single doses as oral tablets of 800 mg or
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higher were administered (as differences in ketoconazole plasma exposure were found to
be negligible for higher doses between fasted and fed states) [6].

2.5. Drug–Drug Interaction Modeling

To model the effect of DDIs, reversible inhibition of CYP3A4 and P-gp using keto-
conazole and its metabolites was implemented into the parent–metabolites PBPK model
using the respective in vitro data derived from the literature (if available). Previously
published PBPK models of the CYP3A4 victim drugs alfentanil, alprazolam, midazolam,
and triazolam as well as the P-gp victim drug digoxin were used to simulate DDI scenar-
ios with ketoconazole co-administration [22,28,29]. The victim drug PBPK models were
used to evaluate the performance of the ketoconazole model in DDI scenarios. Interaction
partner models were selected if (i) the FDA listed them as sensitive or moderately sensi-
tive substrates for CYP3A4 and P-gp [30], (ii) the evaluation as CYP3A4 and P-gp victim
models was thoroughly investigated in DDI networks [22,31], (iii) models were developed
in the Open System Pharmacology Suite, and (iv) model files were publicly available
and accessible. Here, simulations were performed with and without the inclusion of
ketoconazole metabolites.

2.6. PBPK Model Evaluation

Model evaluations included graphical comparisons of (i) predicted and observed
plasma concentration-time profiles by plotting model predictions alongside their respective
observed data, (ii) predicted and observed plasma concentration values in goodness-of-fit
plots, and (iii) predicted and observed area under the plasma concentration-time curve
calculated from the time of drug administration to the time of the last concentration
measurement (AUClast) and maximum plasma concentration (Cmax) values. Additionally,
as quantitative measures of the model performance, the mean relative deviation (MRD) of
all predicted plasma concentrations and geometric mean fold error (GMFE) of all predicted
AUClast and Cmax values were calculated according to Equations (1) and (2). Predictions
with MRD and GMFE values ≤ 2 were considered successful model predictions.

MRD = 10x; x =

√√√√ ∑k
i=1 (log 10ĉi − log10ci

)2

k
(1)

where ci = the ith observed plasma concentration, ĉi = the corresponding predicted plasma
concentration, and k = the number of observed values.

GMFE = 10x; x =
∑m

i=1

∣∣∣log10

(
P̂Ki
PKi

)∣∣∣
m

(2)

where P̂Ki = the ith predicted AUClast or Cmax value, PKi = the corresponding observed
AUClast or Cmax value, and m = the number of studies.

Local model sensitivity to single parameter changes was analyzed for the AUC of
ketoconazole and M1 after multiple dose administrations in fasted and fed states. Analyses
included parameters that were either optimized or assumed to impact the AUC. Section
S2.6 of the Supplementary Materials provides a detailed description of the performed local
sensitivity analyses.

2.7. Drug–Food and Drug–Drug Interaction Model Evaluation

To assess the model performance of DFI and DDI effects, model predictions were
evaluated with graphical comparisons of plasma concentration-time profiles, AUClast, and
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Cmax values. Furthermore, effect ratios were calculated for the PK parameters AUClast and
Cmax according to Equation (3):

DFI or DDI PK =
PKeffect

PKreference
(3)

where PK = PK parameter (AUClast or Cmax) either of the DFI or DDI effect profile (PKeffect)
or of the respective control or placebo profile as the reference (PKreference).

In the case of DFIs, comparisons between fed (effect) and fasted (reference) conditions
were only conducted for self-controlled studies with equal-dose regimens. In the case
of DDIs, victim-drug plasma concentration-time profiles and PK parameters during co-
administration of ketoconazole as the perpetrator drug (effect) were compared to respective
measures without ketoconazole administration (reference).

As a quantitative measure of the effect model performance, GMFE values of the
predicted AUClast and Cmax values as well as their effect ratios were calculated according
to Equation (2).

3. Results
3.1. Model Building

Whole-body PBPK models for ketoconazole and its metabolites M1 and M2 were
developed in PK-Sim® and MoBi®. The compiled clinical dataset consisted of 53 studies
with a dosing range of 100–1200 mg administered as solutions, capsules, or tablets to
492 participants in total. The respective population characteristics and details of the clinical
trials are listed in Table S2.2 in the Supplementary Materials.

As depicted in Figure 1, ketoconazole is metabolized by CYP3A4, AADAC, and
UGT1A4. Here, AADAC catalyzes the formation of M1, which is further metabolized by
flavin-containing monooxygenase 3 (FMO3) to M2. These processes were implemented
via Michaelis–Menten kinetics using Michaelis–Menten constants (KM) for AADAC and
FMO3 transformations from the literature. As no KM value for CYP3A4 metabolism
of ketoconazole was found in the literature, the inhibition constant (Ki) of ketocona-
zole’s CYP3A4 inhibition was used as a surrogate value for KM [13]. M2 metabolism
via FMO3 was implemented as FMO3-mediated first-order clearance, as no data on this
process were available. The developed parent–metabolites model included reversible
autoinhibition of CYP3A4 and P-gp. DDIs with the CYP3A4 victim drugs alfentanil,
alprazolam, midazolam, and triazolam as well as the P-gp victim drug digoxin were simu-
lated. An overview of the drug-dependent parameters and the respective implemented
metabolic processes is summarized in Table 1 and listed in more detail in Table S1.3 in
the Supplementary Materials.
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Figure 1. DDI PBPK modeling overview. Whole-body PBPK models for ketoconazole and its
metabolites were established and used to simulate the inhibitory effect of ketoconazole, which is
substrate of CYP3A4, AADAC, UGT1A4, and P-gp. Its metabolite M1, which is formed by AADAC
biotransformation, is metabolized by FMO3 to M2, which is metabolized via FMO3 as well. Both the
parent compound and the metabolites concomitantly inhibit CYP3A4 and P-gp. CYP3A4-related DDIs
were simulated with the CYP3A4 victim drugs alfentanil, alprazolam, midazolam, and triazolam.
P-gp DDIs were simulated with the P-gp victim drug digoxin. Drawings by Servier (licensed under
CC BY 3.0) [32]. AADAC: arylacetamide deacetylase, CYP3A4: cytochrome P450 3A4, FMO3: flavin-
containing monooxygenase 3, M1: N-deacetylketoconazole, M2: N-deacetyl-N-hydroxyketoconazole,
P-gp: P-glycoprotein, UGT1A4: uridine diphosphate glucuronosyltransferase 1A4.

Table 1. Drug-dependent parameters of the parent–metabolite PBPK models for ketoconazole, M1
and M2.

Parameter Unit Value Literature Value Literature Value Literature Reference Description

Ketoconazole M1 M2

MW g/mol 531.43 531.43 489.40 489.40 505.40 505.40 [33–35] Molecular weight

pKa - 2.94
6.51

2.94
6.51

0.20
6.42
8.90

0.20
6.42
8.90

3.42
6.42

3.42
6.42 [33–35] Acid dissociation

constant

Solubility
(pH) mg/L

2.03·104

(1.2)
4.3·104 (3)
7.00 (6.8).
5.40 (7),

6.00 (7.5)

2.03·104

(1.2)
4.3·104 (3)
7.00 (6.8).
5.40 (7),

6.00 (7.5)

1.24·103

(6.5)
1.24·103

(6.5)
4.40·103

(6.5)
4.40·103

(6.5)
[4,34,35] Solubility

log P - o 2.52 2.73 o 3.75 4.58 4.20 4.20 [34–36] Lipophilicity
fu % 1.00 1.00 a 1.00 - a 1.00 - [1] Fraction unbound

Partition
coefficients - Various Berez. Various R&R Various Berez. - Cell-to-plasma

partitioning
Cellular
perm. - - PK-Sim - Ch.d.S. - Ch.d.S. Permeability into the

cellular space
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Table 1. Cont.

Parameter Unit Value Literature Value Literature Value Literature Reference Description

Ketoconazole M1 M2

GFR
fraction - 1.00 - 1.00 - 1.00 - - Fraction of filtered drug

in urine
EHC cont.
fraction - 1.00 - 1.00 - 1.00 - - Bile fraction

continuously released
Intest.
perm.
fasted

cm/min o 1.56·10−5 c 4.28·10−6 - - - - [37] Transcellular intestinal
permeability

Intest.
perm. fed cm/min o 9.95·10−6 c 4.28·10−6 - - - - [37] Transcellular intestinal

permeability
GET fasted min 15 d 15 - - - - [37] Gastric emptying time

GET fed min a 45 45–120 - - - - [38] Gastric emptying time
KM

AADAC µmol/L 1.88 1.88 - - - - [7] Michaelis–Menten
constant

kcat
AADAC 1/min o 0.87 - - - - - - Catalytic rate constant

KM CYP34 µmol/L a 0.008 - - - - - - Michaelis–Menten
constant

kcat CYP34 1/min o 0.10 - - - - - - Catalytic rate constant
KM

UGT1A4 µmol/L 7.00 7.00 - - - - [10] Michaelis–Menten
constant

kcat
UGT1A4 1/min o 0.31 - - - - - - Catalytic rate constant

KM FMO3 µmol/L - - 1.77 1.77 - - [39] Michaelis–Menten
constant

kcat FMO3 1/min - - o 378.65 - - - - Catalytic rate constant

Cl FMO3 l/µmol/min - - - - o 0.09 - - First order clearance
rate constant

KM P-gp µmol/L a 0.035 - - - - - - Michaelis–Menten
constant

kcat P-gp 1/min o 0.33 - - - - - - Catalytic rate constant

Ki CYP3A4 µmol/L 0.008 ‡ 0.008 0.022 ‡ 0.022 a 0.022 - [13] Conc. for half-maximal
inhibition

Ki P-gp µmol/L 0.035 ‡ 0.035 0.119 ‡ 0.119 a 0.119 - [13] Conc. for half-maximal
inhibition

‡ In vitro values calculated from respective IC50 values. a Assumed; c calculated; d default value; o optimized
value. AADAC: arylacetamide deacetylase; Berez.: Berezhkovskiy calculation method [40]; Ch.d.S.: charge-
dependent Schmitt calculation method [41]; conc.: concentration; cont.: continuous; CYP3A4: cytochrome
P450 3A4; EHC: enterohepatic circulation; FMO3: flavin-containing monooxygenase 3; GET: gastric emptying
time; GFR: glomerular filtration rate; intest.: intestinal; KTZ: ketoconazole; M1: N-deacetylketoconazole; M2:
N-deacetyl-N-hydroxylketoconazole; perm.: permeability; P-gp: P-glycoprotein; PK-Sim: PK-Sim® standard
calculation method [37]; R&R: Rodgers and Rowland calculation method [42]; UGT1A4: uridine diphosphate
glucuronosyltransferase 1A4.

3.2. Drug–Food Interaction Model Evaluation

The PK of ketoconazole was investigated under both fasted and fed conditions, as
clinical data showed considerable influences of food intake on the plasma levels of ketocona-
zole, especially for doses below 400 mg. To simulate oral solutions, capsules, and tablets,
particle dissolution was simulated either with negligible particle radii under 0.002 µm
for immediately dissolved particles or with a particle size distribution extrapolated from
in vitro data [43] as described in Table S1.3 in the Supplementary Materials. Exemplary
simulations of ketoconazole administrations as single and multiple doses under fasted
conditions are presented in Figure 2. For this, the observed plasma concentration-time
profiles were well described for ketoconazole and its metabolite M1. Model predictions
and observations of all plasma concentration-time profiles can be found in Sections S2.1
and S2.2 of the Supplementary Materials.



Pharmaceutics 2023, 15, 679 8 of 22

(a) (b) (c)

(d) (e) (f)

1
Figure 2. Graphical comparison of predicted and observed plasma concentration-time profiles
of exemplary clinical trials of ketoconazole under fasted and fed conditions. (a–d) Single-dose
administrations of tablets in fasted state with metabolite measurements; (e,f) multiple-dose admin-
istrations of capsules and tablets in fasted state [1,13,44–48]. The model predictions are shown as
solid lines and the corresponding observed data as dots (arithmetic mean ± standard deviation (if
available)). Detailed information on study protocols is provided in Table S1.2 in the Supplementary
Materials. fasted: fasted condition, fed: fed conditions, M1: N-deacetylketoconazole, n: number of
study participants.

To model the effect of food intake, the gastric emptying time was optimized to
45 min, which was three times higher than for fasted simulations. Additionally, the intesti-
nal permeability was adapted for fed simulations separately by optimizing the parameter
to observed data. Here, the adapted permeability for fed simulations was 1.6-fold lower
compared to the fasted state (9.95·10−6 versus 1.56·10−5 cm/min) as listed in Table 1.

To further underline the impact of DFIs, Figure 3a–c show exemplary plasma concen-
tration-time profiles of ketoconazole administrations under fed conditions, while
Figure 3d,e depict comparisons of participants in fasted and fed states. For this, the
participants either received ketoconazole after an overnight fast or at the end of a standard
breakfast [6,49]. Model-predicted plasma concentration-time profiles were illustrated for
doses of 200, 400, and 600 mg during the fasted and fed state alongside their respective
observed data. Here, the effect of DFIs was well predicted, especially for the delayed
plasma concentrations in fed conditions. Comparisons of observed and predicted plasma
concentration-time profiles of 800 mg ketoconazole are shown in Figures S2.17 and S2.18
in the Supplementary Materials. Graphical comparisons of all predicted and observed
plasma concentration-time profiles are shown on a linear and semi-logarithmic scale in
Figures S2.1–S2.14 in the Supplementary Materials.
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(a) (b) (c)

(d) (e) (f)

1
Figure 3. Ketoconazole DFI model performance. Illustrated are plasma concentration-time pro-
files of exemplary clinical trials of (a–c) single- and multiple-dose administrations of tablets in fed
state [46,48,50]. Moreover, comparisons of fasted (red) and fed (blue) predicted and observed plasma
concentration-time profiles are illustrated for 200 mg (d), 400 mg (e), and 600 mg (f) single-dose
administrations of ketoconazole [6,49]. The model predictions are shown as solid lines and the
corresponding observed data as dots (arithmetic mean). Detailed information on the study protocols
is provided in Table S1.2 in the Supplementary Materials. fasted: fasted condition; fed: fed condition;
n: number of participants.

The general model performance is shown in Figure 4 as the comparison of the predicted
and observed AUClast and Cmax values for the training (a,b) and test dataset (c,d). The PK
of ketoconazole and its metabolite M1 was well predicted for fasted, fed, and unknown
food states. As shown in Table 2, the overall MRD of 1.45 and the respective GMFEs of
1.37 for AUClast (1.00–2.57) and 1.26 for Cmax (1.00–2.15) underlined an adequate model
performance. Here, 69/77 of the predicted AUClast and the predicted Cmax values were
within the two-fold acceptance limits.
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(a) AUClast of training dataset (b) Cmax of training dataset

(c) AUClast of test dataset (d) Cmax of test dataset

(e) DFI AUClast ratio (f) DFI Cmax ratio

1
Figure 4. Goodness-of-fit plots of PK parameters for ketoconazole and M1. Predicted AUClast

values of the training (a) and test dataset (c) as well as Cmax values of the training (b) and test
dataset (d) were compared to the respective observed data. Predicted (as compared to observed)
DFI effect ratios of AUClast (e) and Cmax (f) are shown for the single doses of 200, 400, 600, and
800 mg [6,49,51]. The straight solid line marks the line of identity, dotted lines indicate 1.25-fold,
and dashed lines indicate 2-fold deviation. The curved solid lines show the prediction acceptance
limits proposed by Guest et al. (including 1.25-fold variability) [52]. Detailed information on the
study protocols is provided in Table S1.2 in the Supplementary Materials. AUClast: area under the
plasma concentration-time curve calculated from the first to the last concentration measurement;
Cmax: maximum plasma concentration; DFI: drug–food interaction; fasted: fasted condition; fed:
fed condition, M1: N-deacetylketoconazole; n: number of study participants; unknown: unknown
food intake.
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Table 2. Summary of quantitative measures of model performance for ketoconazole and its metabolite M1.

Compound (n) Mean MRD Mean GMFE AUClast Mean GMFE Cmax

Ketoconazole (52) 1.42 1.37 1.24
M1 (1) 2.51 1.48 2.15

Overall 1.45 1.37 1.26
Profiles with measure ≤ 2 49/53 50/53 52/53

Range 1.09–2.69 1.00–2.57 1.00–2.15

AUClast: area under the plasma concentration-time curve from the time of drug administration to the time of the
last concentration measurement; Cmax: maximum plasma concentration; GMFE: geometric mean fold error;
M1: N-deacetylketoconazole; MRD: mean relative deviation; n: number of mean plasma concentration-
time profiles.

Figure 4e,f depict the predicted compared to observed DFI ratios calculated for AUClast
(e) and Cmax (f). Table 3 lists the mean GMFEs of the predicted compared to observed
DFI PK ratios stratified according to the administered dose. For AUClast, DFIs were
more pronounced for single doses of 400 and 600 mg of ketoconazole and showed an
approximately 50% increase in the observed AUClast [6]. For Cmax, the impact of DFIs
decreased with increasing doses; the strongest effect was predicted and observed for
single doses of 200 mg. Here, Cmax decreased up to 33% under DFIs [6,49,51]. For the
administration of 800 mg, the DFI effect on Cmax was negligible. With an overall GMFE of
1.19 (1.02–1.47) for AUClast and 1.15 (1.02–1.32) for Cmax, the model predictions for the DFI
ratios were in good agreement with the observed data. Here, 7/7 of the AUClast and Cmax
ratios were within the prediction success limits suggested by Guest et al. with a 1.25-fold
variability [52]. Implemented DFIs are further documented in Tables S2.4 and S2.5 in the
Supplementary Materials. Moreover, Table S2.6 in the Supplementary Materials lists the
calculated GMFE values of the predicted and observed plasma concentration-time profiles
and the corresponding AUClast and Cmax values along with the respective DFI PK ratios.

Table 3. Predicted and observed DFI PK ratios alongside quantitative measures of DFI mo-
del performance.

Single-Dose Ketoconazole (mg) (n) Mean GMFE DFI AUClast Mean GMFE DFI Cmax

200 (4) 1.21 1.12
400 (1) 1.20 1.23
600 (1) 1.13 1.12
800 (1) 1.13 1.02

Overall GMFE 1.19 1.15
DFIs within guest limits 7/7 7/7

Range 1.02–1.47 1.02–1.32

AUClast: area under the plasma concentration-time curve from the time of drug administration to the time of
the last concentration measurement; Cmax: maximum plasma concentration; DFI: drug–food interaction; GMFE:
geometric mean fold error; n: number of DFI ratios.

Sensitivity analyses for a 7-day multiple-dose simulation of 200 mg of ketoconazole
once daily showed that ketoconazole AUC was especially sensitive to changes in the
parent’s lipophilicity and fraction unbound. Moreover, changes in the gastric emptying
time as well as metabolism via and inhibition of CYP3A4 were among the model parameters
to which the AUC was most sensitive. Further details on the performed sensitivity analyses
are provided in Section S2.8 of the Supplementary Materials.

3.3. Drug–Drug Interaction Modeling and Evaluation

For DDI model performance evaluation, 31 clinical DDI studies covering the CYP3A4
victim drugs alfentanil, alprazolam, midazolam, and triazolam as well as the P-gp vic-
tim drug digoxin were used. The collected DDI studies investigated the concomitant
treatment of the respective perpetrator alongside the victim drug as well as time-delayed



Pharmaceutics 2023, 15, 679 12 of 22

administrations of the perpetrator and victim drugs. Information about the used PBPK
models of the victim drugs with the respective model parameters are listed in Section S3 of
the Supplementary Materials.

First, CYP3A4 and P-gp DDIs with (auto)inhibition by ketoconazole were simulated
with a reversible inhibition via the parent compound alone (DDI scenario: P). For this, the
respective Ki values that described the inhibition of CYP3A4 and P-gp were extracted from
the literature [13]. Here, ketoconazole DDIs were simulated for perpetrator and victim
drug administration without and with a dosing time gap.

Second, to examine the possible effects of ketoconazole’s metabolites, the DDIs were
extended to include reversible inhibition by M1 (DDI scenario: P + M1) and M2 (DDI
scenario: P + M1 + M2) as well. While M1 was reported to inhibit CYP3A4 and P-gp and
implemented Ki values for M1 could be derived from the literature [13], the inhibition by
further metabolites was described via inclusion of M2 with Ki values for inhibition by M2
surrogated by M1 Ki values, as no in vitro data were available (see Table 1).

To investigate the impact of these metabolites (especially for the (long-lasting) DDI
potential of ketoconazole), the DDI model performance was compared between simulations
with an inhibitory effect by the parent alone (P), the parent with first metabolite (P + M1),
and the parent with both metabolites (P + M1 + M2).

Figure 5a demonstrates the predicted concentrations of ketoconazole and its metabo-
lites after a single oral ketoconazole dose in liver cells. The second metabolite (M2) showed
a Tmax roughly 10 h later and a 3.7-fold higher half-life (t1/2) in the liver than ketoconazole
itself (Tmax: 13.05 vs. 2.20 h; t1/2: 45.94 vs. 12.31 h). While the model predicted low concen-
trations of M1 in plasma (see Figure 2c), thereby indicating minor extracellular distribution,
no M2 was simulated to distribute into the plasma.

Figure 5b–e illustrate the plasma concentration-time profiles of the victim drugs given
for the case of concomitant dosing with ketoconazole alongside their respective observed
data. Here, representative studies of midazolam (Figure 5b,c), alprazolam (Figure 5d), and
digoxin (Figure 5e) are depicted and the three DDI scenarios P, P + M1, and P + M1 + M2
compared. In contrast to DDIs with ketoconazole alone (DDI scenario P), model predictions
with all three compounds as perpetrators (DDI scenario P + M1 + M2) performed better for
the ketoconazole–midazolam and ketoconazole–alprazolam DDIs. Here, the DDI AUClast
ratio of the ketoconazole–alprazolam DDI was 0.97 for the DDI scenario P + M1 + M2,
while it was only 0.67 for the scenarios P + M1 and P. Here, the DDI scenarios P + M1 and
P were very similar, and simulations without dosing time gaps between the victim and
perpetrator could not be distinguished by the naked eye. All three scenarios simulated a
similar DDI effect for the ketoconazole–digoxin interaction.

Similarly, Figure 6 shows the exemplary plasma concentration-time profiles of the
victim drugs given in DDIs with a dosing time gap between victim and perpetrator for
alfentanil (Figure 6a,b), midazolam (Figure 6c,d), alprazolam (Figure 6e), and triazolam
(Figure 6f) alongside their respective observed data. Again, DDIs were simulated for the
three DDI scenarios (P, P + M1, and P + M1 + M2).

Simulations of scenario P performed worst in all illustrated DDIs by underpredicting
most of the DDI plasma concentration-time curves. In particular, for the ketoconazole–
alfentanil DDIs, predictions with ketoconazole alone showed no effect, as the simulated
concentrations were comparable to the respective reference simulation; e.g., alfentanil ad-
ministration without perpetrator intake. For DDIs with dosing time gaps of 8 h and longer,
simulations that included only M1 (DDI scenario P + M1) performed better compared to
simulations of ketoconazole alone (DDI scenario P). For example, the DDI AUClast ratios
were 0.25 (DDI scenario P + M1) and 0.18 (DDI scenario P) for the ketoconazole–alfentanil
DDIs (see Figure 6b). For the remaining simulations, the performance of scenarios P and P
+ M1 was comparable (as shown in Figure 6d–f).
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(d) (e)

1
Figure 5. Ketoconazole DDI model simulations without a dosing time gap between victim and
perpetrator. Predicted intracellular concentrations in liver cells are illustrated for ketoconazole
and its metabolites (M1 and M2) on a semi-logarithmic scale (a). Predicted compared to observed
plasma concentration-time profiles are illustrated for DDIs with the victim drugs midazolam (b,c),
alprazolam (d), and digoxin (e) [15,53–55]. Illustrated are DDI predictions (i) with the parent alone
(P) (long dashed line in grey), (ii) with the parent and M1 (P + M1) (dashed line in black), and
(iii) with the parent and both metabolites (P + M1 + M2) (solid line in a brighter colored shade)
alongside their respective reference profile (solid line in a darker colored shade). Corresponding
observed data are shown as dots (arithmetic mean ± standard deviation (if available)). Detailed
information on the study protocols is provided in Table S3.7 in the Supplementary Materials. bid:
twice daily; DDI: drug–drug interaction; KTZ: ketoconazole; M1: N-deacetylketoconazole; M2: N-
hydroxy-N-deacetylketoconazole; n: number of participants; P: ketoconazole alone; qd: once daily;
sd: single dose, sol: solution; tab: tablet.
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1
Figure 6. Ketoconazole DDI model simulations. Predicted (as compared to observed) plasma
concentration-time profiles are illustrated for DDIs with the victim drugs alfentanil (a,b), midazolam
(c,d), alprazolam (e), and triazolam (f) [17,19,56]. The time of victim drug intake was 8 or 12 h after
(a–c), 4 h before (d), and 1 h after (e,f) ketoconazole administration. Illustrated are DDI predictions
(i) with the parent compound alone (P) (long dashed line in grey), (ii) with the parent compound
and M1 (P + M1) (dashed line in black), and (iii) with the parent compound and both metabolites
(P + M1 + M2) (solid line in a brighter colored shade) alongside their respective reference profiles
(solid line in a darker colored shade). Corresponding observed data are shown as dots (arithmetic
mean ± standard deviation (if available)). The dosing of ketoconazole–alfentanil DDIs (a,b) was
normalized to the respective control to highlight the comparison of DDI and control, while the
Supplementary Materials show the data from the respective studies that were simulated as described
in their clinical trials reports for the DDI model evaluation and documentation [19]. Detailed
information on the study protocols is provided in Table S3.7 in the Supplementary Materials. For
the DDI studies illustrated in (c,d), no reference profiles were available. Note: bid: twice daily;
DDI: drug–drug interaction; KTZ: ketoconazole; M1: N-deacetylketoconazole; M2: N-hydroxy-N-
deacetylketoconazole; n: number of participants; P: ketoconazole alone; qd: once daily; sd: single
dose; tab: tablet.
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Overall, the joint parent–metabolites DDI model (DDI scenario P + M1 + M2) demon-
strated the most convincing performance compared to the models that included either one
or no metabolite (DDI scenarios P + M1 and P) for the prediction of long-lasting DDI effects,
especially if ketoconazole was administered several hours before the victim drug.

All simulated DDI profiles with their respective observed data are shown in
Section S3.3.1 of the Supplementary Materials together with a detailed description of
regimens and population characteristics in Table S3.7.

Figure 7 illustrates the comparison of the predicted and observed DDI ratios for the
AUClast and Cmax of all victim drugs. Figure 7a–c show the calculated DDI AUClast ratios,
whereas Figure 7c–e depict the respective calculated DDI Cmax ratios. Goodness-of-fit plots
were stratified for the three DDI scenarios (P, P + M1, and P + M1 + M2).

Here, 26/27 of the predicted DDI AUClast ratios of the P + M1 + M2 DDI model were
within the limits proposed by Guest et al. [52], while only 12/27 of the DDI ratios were
well predicted for the P and P + M1 DDI models. All predicted DDI AUClast ratios for DDI
simulations with dosing time gaps between victim and perpetrator administration were
outside of the acceptance limits. For DDI Cmax predictions, all 21/21 of the DDI ratios of
the joint P + M1 + M2 model were within the limits proposed by Guest et al. [52], while
only 19/21 and 18/21 met the acceptance criterion if DDIs were simulated for P + M1 and
P, respectively.

The mean GMFE values of the calculated DDI PK ratios of all victim drugs are shown
in Figure 7g,h for existing dosing time gaps stratified according to the three DDI scenarios
(P, P + M1, and P + M1 + M2).

The overall GMFEs for the DDI performance that included both metabolites
(P + M1 + M2) were 1.35 (1.01–2.41) for DDI AUClast and 1.27 (1.02–1.96) for DDI
Cmax. For the DDI model that included only M1 (P + M1), the mean GMFEs for DDI
AUClast and DDI Cmax were 2.44 (1.01–5.34) and 1.42 (1.02–3.28), respectively. For DDI
prediction without metabolite inhibition (P), the mean GMFEs were 2.64 (1.01–6.75) for
DDI AUClast and 1.52 (1.02–4.15) for DDI Cmax. In general, the DDI model performance
was the best for DDI P + M1 + M2 compared to DDI P + M1 and DDI P, and there
was a larger impact on DDI AUClast than on DDI Cmax ratios. The calculated AUClast
and Cmax ratios as well as the GMFE values of all predicted DDI studies are listed in
Table S3.9 in the Supplementary Materials.
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(a) DDI AUClast (P) (b) DDI AUClast (P+M1) (c) DDI AUClast (P+M1+M2)

(d) DDI Cmax (P) (e) DDI Cmax (P+M1) (f) DDI Cmax (P+M1+M2)

(g) GMFEs for DDI AUClast ratios (h) GMFEs for DDI Cmax ratios

1

Figure 7. Ketoconazole DDI model evaluation. Predicted DDI AUClast ratios of DDI simulations of
three scenarios (P (a), P + M1 (b), and P + M1 + M2 (c)), as well as DDI Cmax ratios of three scenarios
(P (d), P + M1 (e), and P + M1 + M2 (f)) were compared to the respective observed data. The straight
solid line marks the line of identity, and the curved solid lines show the prediction acceptance limits
proposed by Guest et al. (including 1.25-fold variability) [52]. Calculated mean GMFE values for DDI
AUClast (g) and DDI Cmax ratios (h) for the three scenarios (P, P + M1, and P + M1 + M2) stratified
according to victim with or without a dosing time gap between ketoconazole administration. Dotted
lines indicate 1.25-fold and dashed lines indicate two-fold deviation. Detailed information on the
study protocols is provided in Table S3.7 in the Supplementary Materials. AUClast: area under the
plasma concentration-time curve calculated from the first to the last concentration measurement;
Cmax: maximum plasma concentration; DDI: drug–drug interaction; GMFE: geometric mean fold
error; KTZ: ketoconazole; M1: N-deacetylketoconazole; M2: N-hydroxy-N-deacetylketoconazole; P:
ketoconazole alone.
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4. Discussion

A whole-body PBPK model for ketoconazole and its metabolites M1 and M2 was built
and evaluated to cover ketoconazole administrations as oral solutions, capsules, or tablets
for a wide dosing range of 100–1200 mg to model DFIs and CYP3A4 and P-gp DDIs.

The available literature lacked studies on ketoconazole intravenous injections or
infusions in humans, and only data on oral or dermal applications were available [3]. For
oral intake, the absorption of ketoconazole is highly limited by its poor solubility, which
rapidly decreases with increasing pH [4]. As food consumption can influence gastric
pH, it is reasonable to assume that this might also modulate the oral bioavailability of
ketoconazole [6]. The liberation of oral ketoconazole formulations was described as a
particle-dissolution process. For oral solutions, particles were assumed to be immediately
dissolved; in the case of oral tablets, particle radii and distribution were estimated from
observed data [57]. Moreover, supersaturation of the poorly soluble ketoconazole over
the modeled dosing range (up to 1200 mg) was assumed, since in the current literature,
potential oversaturation was discussed for ketoconazole and other imidazole derivatives
with known poor solubility [58].

Generally, the intake of food might lead to delayed gastric emptying times of up to two
hours depending on the meal composition [38]. Thus, ketoconazole’s residence time in the
gut (and therefore at the absorption site) can be prolonged during DFIs. This can result in an
increased absorption as well as a delay in Tmax. To model ketoconazole absorption in the fed
state, a specific intestinal permeability was estimated, and the transit time in the stomach
compartment was prolonged to describe the delay in Tmax compared to the fasted state.
Here, the gastric emptying time was set to 15 min (default value) for fasted simulations.
For all fed simulations, a gastric emptying time of 45 min was optimal to describe the
observed data, although the relative time of food intake varied in the investigated studies;
i.e., either simultaneous intake or 0.5–1 h before or after ketoconazole administration. For
doses of 200–600 mg, Tmax was delayed by 1–1.5 h compared to ketoconazole administered
in a fasted state [6]. Observed Cmax values were not affected by food intake, while the
respective AUClast values were higher for fasted scenarios [6]. With increasing doses of
administration, differences in plasma exposure were less pronounced for ketoconazole.
For AUClast, the impact of DFIs was especially relevant for doses of 400 and 600 mg with
observed DFI ratios of 1.59 and 1.45, respectively, while only unnoticeable differences in
the plasma concentration-time curves between 800 mg ketoconazole in the fasted and fed
states could be observed [6].

If the intake of food was not specified in the clinical study protocol, a DFI was assumed
if fasted simulations were not appropriate to describe the respective data. This was the
case in the following scenarios: First, if Tmax was observed more than two hours after
ketoconazole administration. Second, if multiple doses were administered within a day or
over several days, as it was assumed that participants were not in a fasted state throughout
the entirety of their study protocol. Third, if doses of orally administered ketoconazole
were higher than 600 mg, as differences in absorption between the fasted and fed states
substantially decrease with increasing dose (e.g., differences in the observed Tmax and Cmax
of 800 mg ketoconazole were unnoticeable in both cases) [6]. This can be explained by a
delayed absorption of higher doses due to ketoconazole’s limited solubility rather than the
intake of food alone.

The developed ketoconazole PBPK model included metabolism via AADAC and
UGT1A4 [7,10]. Here, KM values could be extracted from the literature. Implementation
of AADAC-mediated metabolism was essential to describe the formation of M1 and M2.
UGT1A4 was implemented to cover ketoconazole degradation irrespective of inhibitory
DDI effects, as it was neither involved in the formation of the modeled metabolites nor
affected by ketoconazole’s autoinhibition.

Moreover, ketoconazole metabolism via CYP3A4 and transport via P-gp also were im-
plemented as discussed in the literature [8,9,59]. Although CYP3A4-mediated metabolism
and P-gp-mediated transport have not been fully investigated for ketoconazole and no
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information guiding kinetic parametrization (e.g., KM or Vmax) has been reported yet,
metabolism via CYP3A4 was implemented to describe a potential accumulation of keto-
conazole during multiple-dose administrations due to its autoinhibition [5]. The Ki that
described the CYP3A4 autoinhibition by ketoconazole was used as a surrogate value for a
missing KM of CYP3A4 since a similar parametrization strategy was already successfully
applied during the PBPK model development of the imidazole derivative itraconazole by
Hanke et al. [22]. The implementation of P-gp as an efflux transporter was included to
thoroughly describe ketoconazole excretion, as between 10–37% of unchanged ketoconazole
could be found in feces [5]. For this, the presented model predicted a fraction excreted to
feces of around 27% after a single-dose administration of 200 mg of ketoconazole as an oral
tablet in the fasted state. The KM for P-gp transport was also taken from the Ki value used
to describe the autoinhibition of P-gp.

The metabolite M1, which is formed by AADAC transformation of ketoconazole, is
further metabolized to M2 via FMO3 [7,39]. The KM value of FMO3-mediated metabolism
was derived from the literature [39], while kcat was optimized to fit the observed data.
However, only one study by Weiss et al. reported plasma concentration-time profiles
of M1 [13]; its exposure in plasma was only a fraction of its parent with observed Cmax
values of 6.07 ng/mL compared to 4956.03 ng/mL for ketoconazole after a single dose of
400 mg in the fasted state [13]. As metabolite concentrations are low in plasma, the authors
assumed M1 accumulation in the liver [13]. In previous studies, M1 could not even be
detected in plasma [60], and its metabolite M2, which is also metabolized by FMO3, was
never reported to appear in plasma. Thus, in the present parent–metabolites PBPK model,
M2 accumulation in liver cells was assumed, and permeation into plasma was prevented to
account for the lack of reported M2 quantification in plasma. However, to precisely assess
M2 disposition kinetics, more research is required. For the FMO3-mediated metabolism of
M2 in the cell [39] no in vitro measurements were available. Hence, an FMO3-mediated
clearance was implemented and optimized to thoroughly predict the respective DDIs. It
should be noted that the implementation of M2-mediated inhibition captured the potential
involvement of several metabolites, which could be important to ketoconazole’s inhibitory
effect. Here, M2 served as a representative metabolite of various metabolites that are not
fully understood and also need to be further investigated [21,39].

While M1 has also been observed to inhibit CYP3A4 and P-gp [7,13] (with respective Ki
values available in the literature), M2-mediated inhibition was not reported. To investigate
the importance of both M1 and M2, which may account for further unknown metabolites,
for ketoconazole’s inhibitory effect, DDIs were simulated for the parent alone (P), with only
M1 (P + M1), and with both metabolites (P + M1 + M2). For M2-mediated inhibition of
CYP3A4 and P-gp, the respective Ki values were surrogated from literature Ki values used
for M1 inhibition. CYP3A4 and P-gp DDIs were simulated with the victim drugs alfentanil,
alprazolam, midazolam, triazolam, and digoxin.

In general, the modeling of both metabolites (P + M1 + M2) outperformed predictions
without metabolites (scenarios P and P + M1), and apparent differences were most notable
in the following two scenarios: First, if victim drug exposure was observed over a long time.
Here, victim drug plasma concentrations measured 10 hours after administration were
better predicted if modeling of M1 and M2 was included (Figure 5). Second, DDI perfor-
mance of P + M1 + M2 was superior if the perpetrator and victim drug were administered
at different times. This was especially apparent when comparing the DDI AUClast and
Cmax ratios in evaluations without modeling M1 and M2. In the case of dosing time gaps
between the victim and perpetrator, the inclusion of only M1 performed slightly better than
modeling the DDIs with only the parent compound. For the remaining model scenarios, P
+ M1 and P performed equally well. Moreover, the modeling of M1 or M2 did not impact
ketoconazole exposure.

Simulations of various DDI scenarios illustrated that reversible inhibition via ke-
toconazole alone was not sufficient to describe the impact on AUClast and Cmax of the
victim compounds, especially if dosing time gaps of several hours between the victim
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and perpetrator were considered. Similarly, a successfully developed parent–metabolites
PBPK model for itraconazole included its three metabolites that participated in the DDIs
as well [22]. Hence, it is reasonable to assume that ketoconazole is not solely responsi-
ble for its DDI effect. For ketoconazole, a potential mechanism-based inhibition; e.g., of
CYP3A4, was discussed, but the contributions of ketoconazole’s metabolites were not
investigated [61,62]. In more recent studies, a reversible rather than a mechanism-based
inhibition was reported [13,63]. In the present work, all inhibitions were described as
reversible inhibitions, as it could be assumed that the supposed mechanism-based inhibi-
tion of ketoconazole might be a sequence of reversible inhibitions by ketoconazole and its
metabolites intracellularly.

Overall, the developed parent–metabolites PBPK model of ketoconazole was capable
of describing and predicting DDIs with CYP3A4 and P-gp victims successfully, especially
for dosing time gaps between perpetrator and victim drug administration. There were
potential biases when it came to the model development and application. Potential sources
of bias might have included: (i) the selection of clinical study reports for the training
and test datasets from publicly available data sources; (ii) the demographic distribution
of modeled individuals due to the inclusion criteria of the respective clinical trials and
thus potential heterogeneities in the respective physiology of the investigated participants;
(iii) heterogeneities in the modeled pathophysiology (mostly healthy individuals were
covered in our analysis); and (iv) the potential to miss the implementation of important
but yet unknown metabolism or transport processes. Moreover, several assumptions had
to be made to inform the implemented processes; for example, assuming KM values to
estimate kcat values for CYP3A4 metabolism or P-gp transport. A previously published
PBPK model of ketoconazole discussed its impact as a perpetrator on DDIs with alprazolam
and midazolam [15]. For this, only ketoconazole administrations of 200 mg twice daily and
400 mg once daily as oral solutions in the fed state were investigated. In addition, our
modeling work also investigated the inhibition of P-gp and the potential involvement of
ketoconazole metabolites in DDIs to cover a broad dosing regimen with multiple victim
drugs. Based on the presented simulations, the modeled metabolites might play a crucial
and important role in the overall inhibitory effect of ketoconazole. The developed PBPK
models can serve to generate hypotheses regarding the impact of metabolites on a drug’s
interaction potential, especially in polymedicated individuals. Moreover, since ketocona-
zole is classified by the FDA as a strong inhibitor of CYP3A4 and P-gp, the presented PBPK
models can be coupled with further victim models to simulate different DDI scenarios and
also to interpret the extensive DDI evidence already collected using this compound.

5. Conclusions

A parent–metabolites PBPK model for ketoconazole and its metabolites M1 and M2
was developed. The comprehensive PBPK model was capable of predicting the effect of
DFIs on ketoconazole. Moreover, the presented model captured the potential importance of
metabolites for ketoconazole’s prominent inhibitory effect as a CYP3A4 and P-gp perpetra-
tor drug in various investigated DDI scenarios. The PBPK model files are freely available at
http://models.clinicalpharmacy.me to support further DDI studies in drug development
and discovery.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/pharmaceutics15020679/s1, S1: PBPK Model Building; S2: Ketocon-
azole—PBPK model evaluation; S3: Ketoconazole—DDI Modeling.
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Personalized Chronomodulated 5- Fluorouracil 
Treatment: A Physiologically- Based 
Pharmacokinetic Precision Dosing Approach 
for Optimizing Cancer Therapy
Fatima Zahra Marok1, Jan- Georg Wojtyniak1,2 , Dominik Selzer1 , Robert Dallmann3, Jesse J. Swen4 , 
Henk- Jan Guchelaar4 , Matthias Schwab2,5,6  and Thorsten Lehr1,*

The discovery of circadian clock genes greatly amplified the study of diurnal variations impacting cancer 
therapy, transforming it into a rapidly growing field of research. Especially, use of chronomodulated treatment 
with 5- fluorouracil (5- FU) has gained significance. Studies indicate high interindividual variability (IIV) in diurnal 
variations in dihydropyrimidine dehydrogenase (DPD) activity – a key enzyme for 5- FU metabolism. However, 
the influence of individual DPD chronotypes on chronomodulated therapy remains unclear and warrants further 
investigation. To optimize precision dosing of chronomodulated 5- FU, this study aims to: (i) build physiologically- 
based pharmacokinetic (PBPK) models for 5- FU, uracil, and their metabolites, (ii) assess the impact of diurnal 
variation on DPD activity, (iii) estimate individual DPD chronotypes, and (iv) personalize chronomodulated 5- FU 
infusion rates based on a patient’s DPD chronotype. Whole- body PBPK models were developed with PK- Sim(R) and 
MoBi(R). Sinusoidal functions were used to incorporate variations in enzyme activity and chronomodulated infusion 
rates as well as to estimate individual DPD chronotypes from DPYD mRNA expression or DPD enzymatic activity. 
Four whole- body PBPK models for 5- FU, uracil, and their metabolites were established utilizing data from 41 5- FU 
and 10 publicly available uracil studies. IIV in DPD chronotypes was assessed and personalized chronomodulated 
administrations were developed to achieve (i) comparable 5- FU peak plasma concentrations, (ii) comparable 5- FU 
exposure, and (iii) constant 5- FU plasma levels via “noise cancellation” chronomodulated infusion. The developed 
PBPK models capture the extent of diurnal variations in DPD activity and can help investigate individualized 
chronomodulated 5- FU therapy through testing alternative personalized dosing strategies.
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Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE 
TOPIC?
	; 5- Fluorouracil (5- FU) is a widely used anticancer drug, that 

is influenced by diurnal variations and often administered as 
chronomodulated intravenous infusions. Pronounced interin-
dividual variability (IIV) of dihydropyrimidine dehydrogenase 
(DPD) chronotypes was shown in patients with cancer.
WHAT QUESTION DID THIS STUDY ADDRESS?
	; The presented study aimed to question the use of uniformed 

chronomodulated 5- FU treatment on an individual patient level.
WHAT DOES THIS STUDY ADD TO OUR 
KNOWLEDGE?
	; Physiologically- based pharmacokinetic (PBPK) models 

of endogenous uracil and 5- FU together with their respective 

metabolites formed by DPD were developed to include the 
impact of diurnal variations on DPD and to investigate the in-
fluence of IIV in DPD chronotypes for 5- FU exposure during 
various treatment scenarios.
HOW MIGHT THIS CHANGE CLINICAL PHARMA-
COLOGY OR TRANSLATIONAL SCIENCE?
	;With help of the successfully developed PBPK models, the 

study proposes a new and personalized treatment approach of 
5- FU therapy based on an individuals’ DPD chronotype.
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5- Fluorouracil (5- FU) is a potent anticancer agent that is exten-
sively used in treatment of various cancers, for example, as first- line 
treatment in combinations with other anticancer drugs.1,2 Given 
its structural similarity to the endogenous nucleobase uracil, 5- FU 
effectively inhibits tumor growth by interfering with the synthesis 
of DNA, RNA, and other nucleosides. Due to its highly variable 
oral bioavailability (ranging from 0 to 80%2), narrow therapeutic 
window,2 and improved toxicity profile, 5- FU is commonly ad-
ministered as a combination of an intravenous bolus injection fol-
lowed by a continuous infusion, or solely as a continuous infusion 
over a period of 22–96 hours, in repeated cycles covering several 
months of treatment.3

Dihydropyrimidine dehydrogenase (DPD) catalyzes the rate- 
limiting reaction in the conversion of 5- FU to inactive metab-
olites. Several genetic variants within the gene coding for DPD 
(DPYD) have been identified that lead to altered enzyme activity 
and subsequently result in reduced 5- FU metabolism.4 Thus, con-
sidering the narrow therapeutic window,2 certain DPYD alleles 
are associated with potentially life- threatening toxicities during 
chemotherapy.1,4,5 Furthermore, cellular circadian clocks strongly 
modulate 5- FU metabolic pathways, which can affect both cat-
abolic pathways, such as DPD metabolism, as well as anabolic 
pathways, for example, mediated by the uridine monophosphate 
synthase. Specifically, diurnal variation significantly influences the 
expression of DPYD messenger RNA (mRNA) and, hence, DPD 
biosynthesis. This leads to pronounced diurnal patterns in plasma 
levels of its endogenous substrate uracil, as well as the ratio of 
dihydrouracil- to- uracil (DHU/U).6- 9 Additionally, studies have 
indicated diurnal variations in plasma concentrations of 5- FU 
during continuous constant- rate infusions, as reported in the lit-
erature.10- 13 Notably, these studies have documented inter-  and  
intraindividual variability regarding both the time and extent 
of peak DPD activity.8,14,15 Chronomodulated 5- FU treatment 
schedules have peak infusion rates at 4 am,6 often in various 
combinations with chronomodulated irinotecan and oxaliplatin 
like the chronoFLO4 treatment.6,16,17 Compared with constant- 
rate infusions, chronomodulated infusions with peak delivery at 
4 am were better tolerated by male patients, whereas female pa-
tients experienced more grade 3–4 toxicities and demonstrated 
decreased response rates and overall survival under chronomod-
ulated treatment.16,17 Mathematical analyses using semimecha-
nistic models unveiled considerable interpatient variability in the 
pharmacokinetics (PK) during chronomodulated therapy with 
5- FU.18 Despite all patients receiving 5- FU treatment (combined 
with irinotecan and oxaliplatin) with the same peak delivery rate 
and relative dose per body surface area, significant differences in 
maximum plasma concentrations (Cmax) and areas under plasma 
concentration- time curves (AUC) could be observed.18,19 As 
5- FU clearance strongly correlates with DPD activity, inter-
individual variability (IIV) regarding diurnal DPD- mediated 
5- FU metabolism could attribute significantly to the variability  
observed in 5- FU plasma exposure.20

In order to better understand the intricate interplay between 
the circadian clock and the time- of- day dependent variation in 

5- FU therapy, our primary objective in this study was to formu-
late a personalized strategy for chronomodulated 5- FU treatment. 
We achieved this by using physiologically- based pharmacokinetic 
(PBPK) modeling, a mathematical technique to describe and pre-
dict a drug’s behavior in various physiological tissues. Here, the 
versatility of the whole- body PBPK framework enables the explo-
ration of various treatment scenarios, including intravenous, intra- 
arterial, or oral administrations of 5- FU.

Thus, the objectives of this study are as follows: (i) to pre-
dict the impact of diurnal variation on time- dependent DPD- 
mediated metabolism by developing whole- body PBPK 
models for 5- FU, uracil, and their metabolites dihydrofluoroura-
cil (DHFU) and dihydrouracil (DHU); (ii) to simulate contin-
uous infusions of 5- FU with chronomodulated administration 
rates; (iii) to estimate individual DPD chronotypes based on 
observed mRNA expressions, enzyme activities, or endogenous 
uracil levels; and (iv) to ultimately derive personalize chrono-
modulated 5- FU treatment tailored to the estimated individual 
DPD chronotypes.

METHODS
Software
For model development, PK- Sim and MoBi (Open Systems Pharmacology 
Suite 9.1, released under the GPLv2 license by the Open Systems 
Pharmacology community, www. open-  syste ms-  pharm acolo gy. org)21 
were utilized. Model parameter estimation was carried out using Monte 
Carlo and Levenberg–Marquardt algorithms implemented in PK- Sim(R) 
and MoBi(R). Published concentration- time profiles of 5- FU, uracil, and 
their metabolites were digitized using GetData Graph Digitizer (version 
2.26.0.20, S. Fedorov). PK parameter analysis, model performance eval-
uation, and figures were generated using the R programming language 
(version 3.6.3, R Core Team; R: A Language and Environment for 
Statistical Computing. R Foundation for Statistical Computing, Vienna, 
Austria, 2021).

Clinical data
Data from clinical studies of 5- FU and uracil were obtained from the lit-
erature and digitized following the approach of Wojtyniak and cowork-
ers.22 Plasma concentration- time profiles of endogenous uracil, [2- 13C]
uracil after oral administration in healthy subjects, and 5- FU during and 
after intravenous administration in patients with cancer were compiled 
and divided into a training and a test data set used for model building and 
model evaluation, respectively. The training data set included metabolite 
concentration- time profiles, a broad dosing range, and various adminis-
tration protocols. To account for the known sex differences, studies were 
assigned to the respective training and test data sets for a balanced dis-
tribution of female and male subjects. Demographic information of all 
collected profiles can be found in the clinical study tables in Sections S2 
and S3 of the Supplementary Materials.

PBPK model building
An extensive literature search was conducted to gather data on the phys-
icochemical properties, PK processes, as well as clinical studies. Whole- 
body PBPK models were built with virtual individuals based on the mean 
and mode of reported demographic information, including age, body 
weight, height, ethnicity, and sex for each study. If demographic data 
were unavailable for a study, virtual standard individuals were created 
with details listed in Table S1.3. Tissue distributions of relevant enzymes 
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and transporters were implemented, using the PK- Sim(R) expression data-
base.23 Detailed information on the used expression profiles derived from 
the PK- Sim(R) expression database is provided in Tables S1.1 and S1.2.

Model input parameters that could not be sufficiently informed from 
the literature or were involved in important quantitative structure–ac-
tivity relationship model estimates of permeability and distribution pro-
cesses were optimized by fitting the models simultaneously to all plasma 
concentration- time profiles of the training data set.

Implementation of diurnal variations
For simulations of continuous infusions, a time- dependent sine function 
was used to describe oscillation over 24 hours (Eq. 1) accounting for di-
urnal variations in enzyme activity of DPD and dihydropyrimidinase 
(DPH), which catalyzes biotransformations of 5- FU and uracil metab-
olites. Similarly, variations in chronomodulated infusion rates were also 
calculated according to (Eq. 1):

where Amp is the amplitude, t represents the simulation time in 
hours, TAcr is the phase shift, and V is the respective enzymatic ac-
tivity rate or infusion rate.

The amplitude was either derived from studies reporting mean DPD 
activities over a period of 24 hours7,9 for the majority of studies, or ad-
justed to fit the respective observed plasma concentrations, as listed in 
Table S3.3. Because the time of peak DPD activity (acrophase) and result-
ing minimal 5- FU plasma concentrations differed between several stud-
ies,15,18,20,24 a mean phase shift parameter TAcr could not be derived from 
the literature. Hence, if no data on DPD activity of patients were available 
and their respective acrophase was unknown, TAcr was estimated. This esti-
mation was also necessary if information regarding the time- of- day for the 
start of 5- FU administration or plasma concentration measurements was 
missing. When incorporating diurnal variations in DPH activity, values 
for Amp and TAcr (Eq. 1) were estimated, as no activity profiles were avail-
able in the existing literature.

PBPK model evaluation
Model performance was evaluated by visual predictive checks of predicted 
and observed profiles from the corresponding clinical studies. Moreover, 
goodness- of- fit plots of predicted vs. observed plasma concentrations, AUC 
calculated from the time of the first to the last concentration measurement 
(AUClast) as well as Cmax values were generated. To quantify the descriptive 
and predictive performance of the models, mean relative deviation (MRD) 
and median symmetric accuracy (MSA) of all plasma concentration pre-
dictions together with geometric mean fold error (GMFE) of all AUC and 
Cmax predictions were computed. For this, MRD and GMFE values ≤ 2 
were considered successful model predictions. Details on the quantitative 
model evaluation can be found in Section S1.1.

Local sensitivity to single parameter changes was analyzed for the AUC 
of 5- FU, uracil, and their metabolites as described in Section S1.2 with 
visualized results in Section S2.4.5 and S3.4.5.

In vitro–in vivo- extrapolation of individual DPD chronotypes 
for dose individualizations
To estimate individual DPD chronotypes, diurnal patterns were derived 
from in vitro measurements of DPD activities or from in vitro measure-
ments of DPYD mRNA expressions, which were then translated into 
DPD activities.7,8 Next, the Amp and TAcr of the diurnal pattern (see 
Eq. 1) were estimated to fit the observed DPD activities. Subsequently, 
the estimated diurnal parameters served as input for the DPD- mediated 
biotransformation in in vivo predictions of 5- FU or uracil plasma 
 concentrations with the developed PBPK models.

RESULTS
PBPK model development: Implementation of diurnal 
variations
Whole- body PBPK models for 5- FU, uracil, and their metabolites 
DHFU and DHU were developed based on clinical data from 41 
5- FU studies involving 777 patients and 10 uracil studies involv-
ing 104 volunteers. The administered doses of 5- FU ranged from 
140 to 600 mg/m2 for injections, 250–1750 mg/m2/day for infu-
sions and 300–580 mg/m2 for oral solutions. Oral [2- 13C]uracil 
studies involved dosing ranging from 50 to 1,000 mg. Overall, 
16 profiles were compiled in the training data set and 89 profiles 
were used for the test data set. All clinical studies used for model 
development are listed in Tables S2.1, S3.1, and S4.1.

A structure of the whole- body 5- FU and uracil PBPK models is 
depicted in Figure 1a. The biotransformation of 5- FU and uracil 
via DPD to DHFU and DHU, respectively, which are then further 
metabolized via DPH or transported via multidrug resistance- 
associated protein 4 (MRP4) are illustrated in Figure 1b.

Cellular endogenous uracil synthesis was simulated with a 
constant rate for each intracellular compartment, which was op-
timized to fit the observed data of endogenous plasma concentra-
tions measured throughout the day. For DPD-  and DPH- mediated 
metabolism, Michaelis–Menten kinetics were assumed, with the 
Michaelis–Menten constants derived from literature26,27 and re-
spective activity rates optimized to fit the observed data. Diurnal 
rhythms were implemented for DPD and DPH- mediated metabo-
lism according to Eq. 1. Additionally, active transport of 5- FU and 
uracil via MRP4 was implemented and optimized as well. The re-
spective drug- dependent parameters of the models are summarized 
in Tables S2.2, S2.3, S3.2, S3.3, and S4.2.

The model predictions of observed plasma concentrations of ura-
cil as [2- 13C]uracil from oral solutions, 5- FU from intravenous bolus 
and continuous administrations, and their metabolites are shown 
in selected profiles in Figure 2. Diurnal variations in DPD activity 
were implemented with AmpDPD (0.124) derived from literature7 
and TAcr,DPD optimized to fit the observed plasma concentrations. 
The impact of diurnal variation in DPD activity is further detailed 
in Figure 3 with exemplary plasma concentration- time profiles of 
endogenous uracil, DHU and their corresponding parent- metabolite 
plasma ratio (DHU/U; often used to assess DPD phenotypes), as 
well as profiles of 5- FU and DHFU during continuous infusions of 
5- FU with constant and chronomodulated rates.

For all model simulations presented in Figure 3, a literature 
value for AmpDPD (0.124)7 was used, appropriate to capture the 
extent of diurnal variations in mean uracil and 5- FU plasma 
concentrations, whereas TAcr,DPD was optimized individually. 
Because both the constant rate infusion (Figure 3b) and the 
chronomodulated infusion (Figure 3c) were administered in the 
same cohort,36 TAcr,DPD of 1,285 min resulting in an acrophase at 
7 pm was used for both simulations. To simulate chronomodu-
lated infusions (Figure 3c,d), variations in administration rates 
described with the parameters Amp and TAcr (here AmpINF and 
TAcr,INF) according to Eq.  1 were estimated based on the ob-
served plasma concentration- time profiles. Overall, patients re-
ceived ~ 60% of the daily 5- FU dose during the night with a peak 
delivery rate at 4 am.

(1)f (t) =

(

1 + Amp∗ sin

(

2�
(

t + TAcr

)

24

))

∗V
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Additionally, diurnal variations in DPH activity were sim-
ulated based on the assumption that clock genes may influ-
ence DPH as well. The diurnal parameters for DPH activity 
(AmpDPH and TAcr,DPH) were optimized to match the respective 
metabolite profiles (Figure 3a,b). By considering diurnal DPH 
activity, the diurnal patterns observed in the metabolite plasma 
concentrations were well- predicted, particularly in the case of 
DHFU, whose plasma levels substantially exceeded the oscilla-
tion of the parent plasma levels. MRD values for the metabo-
lite predictions with a diurnal DPH activity were 1.06 and 1.68 
for DHU and DHFU, respectively. Predictions of metabolite 
plasma concentrations with a constant DPH activity are shown 
in Sections S2.3 and S4.4.

Overall, the assessed performance of the models predicting ob-
served plasma concentrations of 5- FU and uracil as well as their 
metabolites are shown in goodness- of- fit plots with selected 
plasma concentration- time profiles in Sections S2.4.3, S3.4.3, and 
S4.5.3. All predictions were in good agreement with the observed 
data, with 96 of 98 of predicted AUClast and 27 of 28 of predicted 
Cmax values within the 2- fold acceptance limits. Total GMFEs for 
the 5- FU and uracil model performance were 1.23 and 1.12 (1.00–
2.43) for AUClast values as well as 1.20 and 1.20 (1.00–2.06) for 
Cmax values, respectively.

All predicted compared with observed plasma concentration- time 
profiles on a linear and semilogarithmic scale, as well as AUClast and 
Cmax values for the test and training data sets are given in Sections 
S2.4, S3.4, and S4.5, and MRD, MSA, and GMFE values summa-
rized in Tables S2.4, S2.5, S3.4, S3.5, S4.3, and S4.4.

PBPK model adaptation: Personalized dosing based on 
individual DPD chronotypes
To investigate the extent of IIV in DPD activity and its impact on 
5- FU therapy, individual DPD chronotypes were estimated for pa-
tients with cancer and healthy subjects. DPD chronotypes in patients 
with cancer were derived from two different groups. First, individ-
ual DPD chronotypes were estimated from observed 5- FU plasma 
concentration- time profiles reported by Lévi et al.19 (Lévi group) 
by adapting AmpDPD and TAcr,DPD to match the observed 5- FU 
plasma profiles for every individual (Figure 4a). Here, all 10 patients 
received chronomodulated 5- FU with a peak delivery rate at 4 am. 
The administration rates were obtained from the respective study. 
Individual 5- FU plasma levels were observed to vary greatly, with 
peak concentrations differing by up to 12- fold between patients, de-
spite receiving the same dose and infusion rate. Second, DPD chro-
notypes were extrapolated from DPYD mRNA expression profiles 
reported from cancer patients by Raida et al.8 (Raida group). Here, 
the parameters AmpDPD and TAcr,DPD were estimated from leuko-
cyte DPYD mRNA expressions, neglecting the short translation 
time of 1.7 minutes (translation rate of 10 amino acids per seconds38 
for a 1,025 amino acid long DPD protein39).

The respective values for AmpDPD and TAcr,DPD for the Lévi and 
Raida groups were used according to (Eq. 1) to calculate DPD ac-
tivity over time, based on VDPD (baseline DPD activity) as shown 
in Figure 4b,c.

DPD chronotypes in healthy individuals were determined from 
measured DPD enzyme activities7 (Figure 4e). In healthy sub-
jects, acrophase and extent of enzyme activity exhibited greater 

Figure 1 Schematic overview of the PBPK models of 5- FU and uracil. (a) The whole- body PBPK model comprises compartments representing 
organs and tissues, interconnected via blood flow. Each organ compartment is further divided into four subcompartments: plasma, red 
blood cells, and interstitial and intracellular space. Multi- compartment models were built to describe and predict the PKs of 5- FU and uracil 
considering drug- clock time interactions. (b) An illustrative depiction of the implemented processes: 5- FU is inactivated by DPD to DHFU. DHFU 
is subsequently metabolized by DPH. Similarly, uracil is transformed to DHU via DPD with subsequent metabolism of DHU via DPH. Drawings 
by Servier, licensed under CC BY 3.0.25 5- FU, 5- fluorouracil; DHFU, dihydrofluorouracil; DHU, dihydrouracil; DHP, dihydropyrimidinase; DPD, 
dihydropyrimidine dehydrogenase; DPH, dihydropyrimidinase; DHU, dihydrouracil; MRP4, multidrug resistance- associated protein 4; PBPK, 
physiologically- based pharmacokinetic; U, uracil.

(a) (b)

ARTICLE

 15326535, 0, D
ow

nloaded from
 https://ascpt.onlinelibrary.w

iley.com
/doi/10.1002/cpt.3181 by U

niversitaet D
es Saarlandes, W

iley O
nline L

ibrary on [06/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



CLINICAL PHARMACOLOGY & THERAPEUTICS | VOLUME 0 NUMBER 0 | Month 2024 5

homogeneity, whereas both cancer patient groups displayed more 
pronounced IIV. This distinction is further emphasized when com-
paring the individual DPD maximum activity at their acrophases 
between healthy subjects and patients with cancer throughout the 
day (Figure 4d). DPD acrophases in healthy subjects were observed 

during the night between 1 and 5 am, whereas in both patients with 
cancer groups they were distributed across the entire day, with the 
majority occurring during daytime hours. The standard deviation of 
mean DPD acrophases for patients with cancer was 3.6- fold higher 
than for the healthy group (9:53 am ±5.29 hours for patients with 

Figure 2 PBPK model performance. (a,b) Predicted (solid lines) and observed (dots) plasma concentration- time profiles of [2- 13C]uracil and 
dihydrouracil after application of 6 mg/kg body weight and 500 mg/m2 body surface area [2- 13C]uracil as an oral solution with observed data 
from Mattison et al.28 and Van Staveren et al.29 (c—f) Predicted (solid lines) and observed (dots) plasma concentration- time profiles of 5- FU 
and dihydrofluorouracil after intravenous bolus injections of 250 mg/m2, 370 mg/m2, 500 mg/m2 and 600 mg/m2 5- FU with observed data 
from Bocci et al.,30 Paolo et al.,31 and Bardakji et al.32 Additionally predicted (dashed line) and observed (triangles) fractions excreted in urine 
after administration of 500 mg/m2 5- FU as bolus injections.33 (g,h) Predicted (solid lines) and observed (dots) plasma concentration- time 
profiles of 5- FU after intravenous bolus injections of 400 mg/m2 as loading dose and intravenous continuous infusions at a constant rate 
of 600 and 900 mg/m2 over 22 hours as maintenance dose with observed data from Joel et al.34 and Joulia et al.35 5- FU, 5- fluorouracil; bol, 
bolus injection; conc, concentration; cons, constant rate continuous infusion; inf, infusion; iv, intravenous; n, number of subjects; PBPK, 
physiologically- based pharmacokinetic; po, oral; sol, solution.
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cancer vs. 2:49 am ±1.45 hours for healthy subjects). The estimated 
maximum DPD enzyme activity for both patients with cancer and 
healthy subjects was more uniformly distributed in the range of 10 
and 20 nmol/mg/hour (12.94 ± 1.89 nm/mg/hour for healthy sub-
jects vs. 12.50 ± 2.13 nmol/mg/hour for patients with cancer).

Overall, the importance of diurnal variations and their impact 
on individual plasma concentrations led to the development of a 
potential model- informed precision dosing approach for chrono-
modulated 5- FU treatment, as illustrated in Figure 5 based on 3 rep-
resentative individuals from the Raida group (shown in Figure 4c). 
Individual DPD chronotype estimation can be performed using 
measured DPYD mRNA expressions, DPD enzyme activities (e.g., 
in PBMC cells) or DPD substrate concentrations, such as endoge-
nous uracil or 5- FU plasma levels. After estimating the amplitude 
and acrophase (AmpDPD and TAcr,DPD) required to describe diurnal 
DPD activity, the PBPK models were used to introduce alternative 
modified infusion rates for different chronomodulated infusion 

scenarios. As demonstrated in Figure 5, these include (i) a chro-
nomodulated infusion rate with peak delivery at 4 am, resulting in 
comparable peak plasma concentrations, (ii) a chronomodulated 
infusion rate with peak rate at an individual time, resulting in com-
parable shapes, peak plasma concentrations and AUCs, and finally 
(iii) a “noise canceling” infusion rate, resulting in constant linear 
plasma levels.

DISCUSSION
5- FU is a widely used and potent anticancer agent with complex 
PKs, which were captured and assessed by our developed PBPK 
models, providing a ground for further examination. In this study, 
both 5- FU and uracil, as well as their metabolites DHFU and 
DHU, were simulated to comprehensively characterize the impact 
of diurnal variations and their (interpatient) variability in DPD 
activity on drug exposure. The models are capable of predicting 
various administrations of intravenous and oral 5- FU across a 

Figure 3 Physiologically- based chronopharmacokinetic model performance. (a) Predicted (lines) and observed mean (dots) plasma 
concentration- time profile of endogenous uracil (U, dark red) and dihydrouracil (DHU, dark green) with respective DHU/U ratios (black).7  
(b) Predicted (solid line) and observed (dots) mean 5- FU plasma concentration- time profile after a constant rate infusion of 5,250 mg/m2  
5- FU over 3 days (dashed line).36 (c) Predicted (solid line) and observed (dots) mean 5- FU plasma concentration- time profile after a 
chronomodulated infusion of 5,250 mg/m2 5- FU over 3 days (dashed line).36 (d) Predicted (solid lines) and observed (dots) mean 5- FU and 
dihydrofluorouracil plasma concentration- time profiles after a chronomodulated infusion of 2,600 mg/m2 5- FU over 48 hours (dashed line).37 
Dihydrouracil and dihydrofluorouracil were simulated with a DPH- mediated metabolism with an adapted diurnal activity rate. Parameters 
describing circadian DPD activity were derived from reported activity measurements in peripheral blood mononuclear cells (PBMCs).7 5- FU, 
5- fluorouracil; conc, concentration; DHU/U, dihydrouracil to uracil plasma ratio; inf, infusion; iv, intravenous; n, number of subjects; PBMC, 
peripheral blood mononuclear cells; PBPK, physiologically- based pharmacokinetic.
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broad dosing range (143—2,800 mg/m2), as well as orally admin-
istered and endogenous uracil and were successfully evaluated by 
comparing predicted and observed plasma concentration- time 
profiles and fractions excreted in urine, AUClast and Cmax values 
and calculations of their respective MRDs, MSAs, and GMFEs.

Several PK models have previously been published to describe the 
PK of 5- FU or uracil. For example, one approach focused on pre-
dictions of 5- FU as a metabolite of capecitabine,40 whereas also de-
scribing 2 intermediate metabolites. Additionally, a PBPK model was 

developed to describe the 3- step metabolism for orally administered 
[2- 13C]uracil.41 A previously published semimechanistic PK model, 
which assessed interpatient variability for PK parameters, modeled 
chronomodulated infusions of 5- FU with irinotecan and oxalipla-
tin.18 Our study builds on the concepts of these previously published 
models and incorporates a broad dosing range for various adminis-
trations, including constant and chronomodulated infusions of 5- FU, 
endogenous synthesis of uracil, and diurnal variations in DPD and 
DPH activity, as well as 5- FU and uracil metabolites. Moreover, our 

Figure 4 IIV of DPD chronotypes in healthy subjects and patients with cancer. (a) Predicted (solid lines) and observed (dots) mean and individual 
5- FU plasma concentration- time profiles after a chronomodulated hepatic arterial infusion of 2,800 mg/m2 over 3 days.19 The corresponding 
administration rate (dashed line) was simulated to fit the reported (triangles) administration rate. (b) Mean and individual DPD chronotypes in 
patients with cancer estimated from observed 5- FU plasma concentration- time profiles reported by Lévi et al.19 (Lévi group). Individual DPD 
enzyme activities were adapted to fit the observed plasma concentration- time profiles and are shown in (a). (c) Mean and individual DPD 
chronotypes in cancer patients estimated from observed relative DPYD mRNA expression reported Raida et al.8 (Raida group). (d) Maximum 
DPD activity at its respective acrophase estimated in cancer patients derived from Lévi et al.19 and Raida et al.8 compared with healthy subjects 
compiled from Jacobs et al.7 The lines indicate mean ± SD of maximum activity and acrophase. (e) Mean and individual DPD chronotypes 
as enzyme activities estimated from observed DPD activities in healthy subjects reported by Jacobs et al.7 5- FU, 5- fluorouracil; chrono, 
chronomodulated; conc, concentration; DPD, dihydropyrimidine dehydrogenase; H#, healthy individual; inf, infusion; iv, intravenous; L#, patient with 
cancer from the Lévi group; n, number of individuals; PBMC, peripheral blood mononuclear cells; R#, patient with cancer from the Raida group.
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models incorporate an efflux transporter mimicking MRP4’s active 
transport,42 as both 5- FU and uracil are subject to a variety of trans-
porter proteins,43- 46 of which MRP4 and its associated ABCC4 gene 
polymorphisms were discussed to impact on treatment efficacy for 
colorectal cancer in 5- FU and capecitabine chemotherapy.24

As fluctuating plasma levels were observed in literature,7,37 diur-
nal variations in DPD activity were effectively incorporated using 
a time- dependent sine function. Additionally, diurnal activity in 
DPH was simulated, based on the assumption that human cellu-
lar clocks influence DPH, similarly to observed diurnal patterns 
in DPH activity in mice.47 In the case of endogenous uracil, dif-
ferences in the oscillation of metabolite plasma levels between the 
simulated constant and circadian DPH activities were negligible, 

although these data were measured in healthy subjects.7 In patients 
with cancer, oscillations in plasma concentrations were more pro-
nounced for DHFU than for 5- FU, the parent, itself.37 Here, the 
metabolite plasma levels were successfully predicted only when 
assuming diurnal variations to impact DPH as well. However, 
it remains unclear if and to what extent DPH is under circadian 
control and whether differences in diurnal activity exist between 
healthy subjects and patients with cancer, or between endogenous 
uracil and administered 5- FU.

Nonetheless, the impact on DPH activity may be of relevance, 
for instance, when using endogenous uracil or DHU/U ratios as 
biomarkers for DPD activity. Before initiating treatment with 
fluoropyrimidine- based medications, it is suggested to undertake 

Figure 5 Model- based chronomodulated precision dosing. To address the prevalent interindividual variability in diurnal variations concerning 
5- FU treatment, a model- based precision dosing approach was developed using the presented PBPK models. The DPD chronotype can be 
determined through measurements of DPYD mRNA expressions, DPD enzyme activities, or endogenous plasma levels of dihydrouracil and 
uracil. Upon estimating the TAcr and AmpDPD (in this example, for 3 individuals), the respective parameters can be utilized to simulate diurnal 
DPD activities according to Eq. 1. Here, 3 scenarios were simulated: individual chronomodulated infusion of 5,250 mg/m2 5- FU over 3 days 
with (left) individual peak rates at 4 am to achieve similar Cmax at 4 am; (middle) individual peak rates at individual clock times to achieve similar 
Cmax and AUC with a similar shape in the plasma concentration–time profiles; (right) “noise canceling” infusion rates to achieve constant 
plasma concentrations. The infusion rates are illustrated in the top row (dashed lines) and the respective 5- FU plasma concentrations are 
shown in the bottom row (solid lines). 5- FU, 5- fluorouracil; a.u., arbitrary units; AUC, area under plasma concentration- time curve; Cmax, 
maximum plasma concentration; conc, concentration; DPD, dihydropyrimidine dehydrogenase; DPYD, gene coding for dihydropyrimidine 
dehydrogenase; DHU/U: dihydrouracil to uracil plasma ratio, mRNA: messenger ribonucleic acid; PBPK, physiologically- based pharmacokinetic.
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alternative or complementary testing for DPD phenotyping in 
addition to DPYD genotyping. These recommendations are in ac-
cordance with the guidelines proposed by the European Medicines 
Agency and various international guidelines.4,48 Phenotyping 
methods often include single measurements of DHU/U ratios.4,48 
Regardless of the phenotyping method, such as DHU/U plasma 
or DPD PBMC activity measurements, clinicians should generally 
consider conducting repeated measurements over 24 hours when 
phenotyping for DPD. This would enable a more accurate predic-
tion of its activity in polymorphic patients and consequently im-
prove efficacy and safety in fluoropyrimidine treatment.

Within the framework of 5- FU treatment, simulations were 
conducted to model diurnal variations for both average and indi-
vidual DPD chronotypes. For the underlying DPD chronotypes 
of observed mean plasma concentrations in study populations, 
AmpDPD could be described by two values derived from literature 
(0.1249 and 0.2457), whereas TAcr differed for most study popula-
tions and had to be estimated for each profile.7,9 When simulating 
plasma concentrations for individual patients, parameters AmpDPD 
and TAcr had to be adapted individually, as patients showed pro-
nounced IIV in their DPD chronotypes.

In general, DPD chronotypes could be estimated (i) retrospec-
tively from observed DPD substrate concentrations, such as 5- FU 
plasma concentrations, (ii) from observed DPD enzyme activities, 
or (iii) from observed DPYD mRNA expressions in leukocytes. 
Although, whereas DPD activity perfectly correlates with 5- FU clear-
ance,20 knowledge on the correlation between 5- FU clearance and 
DPYD mRNA expression is missing. In this analysis, the correlation 
between 5- FU clearance and DPYD mRNA expression was explored, 
acknowledging the challenges in establishing a direct relationship. 
Although a calculated very short translation rate (1.7 minutes) was 
used to extrapolate DPD enzyme activity from DYPD mRNA ex-
pression, the timing and extent of this correlation, particularly con-
sidering the enzyme’s activity, require further investigation, as studies 
such as Barrat et al.,49 which observed circadian variations in DPD 
activity in specific tissues (e.g., oral mucosa, suggested that this rela-
tionship might be complex and tissue- dependent). Understanding 
these nuances is essential before confidently using such correlations to 
chronotype patients for DPD in a clinical setting.

Lévi et al.19 treated patients with 5- FU via a hepatic artery in-
fusion with a peak rate at 4 am. Although individual plasma con-
centrations showed a consistent time to reach Cmax (Tmax) due 
to uniform drug administration rates, there was still significant 
variability between individuals in Cmax with an up to a 12- fold 
difference between minimum and maximum observed Cmax val-
ues. Similarly, interpatient variability was apparent among indi-
vidual DPD chronotypes extrapolated from the patients’ 5- FU 
plasma concentration- time profiles, particularly concerning their 
respective acrophases, which is comparable to IIV estimated from 
DPD chronotypes extrapolated from DPYD mRNA expressions 
measured in patients with cancer. A lower IIV was observed in 
DPD activities measured in healthy volunteers.8 When compar-
ing estimated DPD chronotypes in healthy subjects and patients 
with cancer, acrophases were homogenous within nighttime for 
healthy individuals. In contrast, acrophases for the patients with 
cancer groups were distributed throughout the day. Although the 

presented modeling approach successfully captured IIV in diurnal 
DPD function, inherent limitations may exist in estimating diurnal 
parameters (Amp and TAcr) from sparse PK data. Future studies 
with more extensive data sets are required to validate and refine 
these estimations, ensuring a more robust understanding of the cir-
cadian rhythm of DPD function in patients with cancer. However, 
recent advances in circadian biology introduce methods to deter-
mine an individual’s circadian phase without frequent biosamples. 
These techniques use biomolecular markers and computational 
analyses, offering a less invasive patient chronotyping.50 Although, 
extension of these established methods to assess the DPD chrono-
type would have to be investigated further.

The notable IIV in DPD chronotypes among patients with cancer 
suggests that a uniform chronomodulated infusion rate could result 
in varying efficacy. For instance, Takimoto et al.51 reported no major 
differences in toxicity for 5- FU therapy between constant and chro-
nomodulated infusions. Conversely, in a phase III trial comparing 
conventional to chronomodulated chemotherapy conducted in 2006, 
the treatment efficacy of infusional 5- FU administered with a constant 
rate and a chronomodulated rate was investigated.16 Here, an increase 
in response rates and overall survival as well as a decrease in grade 3–4 
toxicities was observed in men receiving chronomodulated cancer 
therapy. However, women experienced lower response rates and overall 
survival along with increased toxicities.16 In case of chronomodulated 
therapy with other anticancer drugs, irinotecan is widely discussed re-
garding differences in tolerability between men and women.52 One ap-
proach for personalizing chronomodulated irinotecan treatment was 
based on the patient’s sex. Here, Innominato et al. investigated the time 
of lowest toxicity of irinotecan, finding that men tolerated irinotecan 
better when receiving peak delivery in the morning, whereas women 
experienced the least toxicity in the afternoon.52 In this case, patients 
would benefit from receiving irinotecan treatment tailored to their re-
spective sex. Similarly, this could suggest a potential advantage of per-
sonalized dosing for anticancer treatment with 5- FU.

To offer an alternative to chronomodulated 5- FU infusions with 
uniformed peak rate at 4 am, different scenarios were simulated in 
virtual individuals exhibiting estimated DPD activities from the 
Raida cancer patient group.8 Instead of a common peak rate at 4 am, 
infusion rates were simulated to achieve comparable peak concen-
trations at 4 am. Additionally, infusion rates were adapted to reach 
comparable 5- FU peak concentrations at individual clock times to 
maintain comparable shapes in their plasma concentration- time 
curves. We accomplished this by adjusting the peak rate during pe-
riods of minimum DPD enzyme activity to prevent excessively high 
infusion rates. Additionally, we tested an individualized “noise- 
canceling” infusion rate to maintain constant plasma levels of 5- FU.

The clinical impact of achieving peak 5- FU plasma levels at 
different clock times compared with 4 am on therapy efficacy 
and tolerability for individual patients remains to be determined 
in dedicated studies specifically designed to examine personalized 
chronomodulated 5- FU treatment. Relevant chronopharmacody-
namic pathways which involve the formation of intracellular active 
metabolites or target enzyme activity, such as thymidylate synthase, 
were not implemented, as relevant data were unavailable. These fac-
tors deserve further investigation and consideration in future adap-
tations of 5- FU treatment strategies. Moreover, several assumptions 
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had to be made for model development and its application for per-
sonalized chronomodulated treatment simulations. This might 
lead to potential sources of bias as well as related limitations and 
risks including (i) missing data from clinical study reports on time 
of administration and thus description of related diurnal DPD pa-
rameters, (ii) on demographic data mainly body surface area leading 
to potentially inadequately estimated simulated dosing, (iii) inclu-
sion criteria of the clinical trials resulting in heterogenous distribu-
tions in the study demographics and the respective physiology, and  
(iv) pathophysiology and co- administration of the included pa-
tients, as well as (v) the pharmacological implications of the chro-
nopharmacodynamic processes of 5- FU treatment. Nonetheless, 
the presented PBPK models might be useful to guide the design of 
dosing adaptation by simulating various 5- FU treatment scenarios 
based on individual DPD chronotypes.

In summary, the developed whole- body PBPK models effectively 
describe and predict the complexity of 5- FU PKs, as they account for 
the significant interpatient variability in DPD chronotypes and their 
impact on 5- FU therapy. The developed models might be particularly 
impactful for the future practice of cancer medicine as they provide 
an innovative framework for precision dosing of 5- FU based on pa-
tients’ unique DPD chronotypes. The Open Systems Pharmacology 
(OSP) framework was utilized for a detailed mechanistic imple-
mentation of 5- FU PKs inside a whole- body PBPK framework and, 
thus, the flexibility to address 5- FU chronopharmacology at both 
organ and cellular levels. In contrast, Bayesian frameworks in pop-
ulation PK approaches might be superior capturing IIV but require 
specific individual data sets and typically lack mechanistic depth. 
Future advancements may pave the way for more integrative mod-
eling methods that could improve our mechanistical understanding 
on a patient- individual level. For this, the developed PBPK models 
are publicly available for open access (GitHub repository on http://
models. clinicalpharmacy.me). [Correction added on 31 January 
2024, after first online publication: In the above sentence, URL to 
GitHub repository has been corrected in this version.] However, they 
could guide design and dosage adaptations in future clinical trials,  
emphasizing their translational relevance in the field of oncology.
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5
D I S C U S S I O N

During the investigation and development of projects I–III, the ne-
cessity to include metabolites for the PBPK modeling process became
more and more evident. While the drugs investigated in project I
(bupropion), project II (ketoconazole) and project III (5-fluorouracil)
were completely different in their pharmacodynamic nature, as well
as their drug interaction behavior, parent-metabolites PBPK modeling
crystallized itself to be the key element in all of the presented projects.
The underlying importance of metabolites for PBPK modeling was,
therefore, thoroughly elaborated in the presented thesis.

5.1 leveraging invaluable metabolite-related knowl-
edge

5.1.1 Exploiting Existing Metabolite-related Data

Metabolites harbor an invaluable amount of data, that once properly
investigated, should be excessively exploited. Especially in case of
PBPK modelling, where data is key to a model’s reliability and capabil-
ities, metabolites provide an extended view into the investigational
drug’s profile. As a prime example for this, project I illustrated the
great potential of existing metabolites’ data, especially regarding their
PK and associated drug interactions [1].
As hydroxybupropion was observed to be impacted by changes in
CYP2B6 activity to a greater extent than bupropion [25], modelling
the metabolite was helpful in effectively implementing and evaluating
several CYP2B6 interactions, namely CYP2B6 DGIs including CYP2B6 in-
termediate metabolizer and CYP2B6 rapid metabolizer and related CYP2B6
DDGIs. Here, CYP2B6 DGIs could go unnoticed when only observing
the parent compound alone, as bupropion’s metabolism could be com-
pensated by further enzymes [91–93]. However, as the formation of
hydroxybupropion is mainly mediated by CYP2B6 [92], data related
to hydroxybupropion was useful in implementing several CYP2B6
interactions. These especially included CYP2B6 DDGIs, that were only
reported through the HBup/Bup AUC ratios in the literature. By consid-
ering metabolite data early on in the modeling development process,
several genetic variants could be investigated and reflected in the
developed parent-metabolites interaction PBPK model.
Moreover, two further metabolites, erythrohydrobupropion and threo-
hydrobupropion, were included in the analyses within the scope of
project I [1]. These bear a great potential in expanding the existent
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model to cover a magnitude of complex D(D)GI scenarios surrounding
CYP2D6, as all three metabolites alongside bupropion showed com-
parable potency in down regulation of CYP2D6 expression [52–55].
Therefore, regardless of their relation to CYP2B6, the existing data on
erythrohydrobupropion and threohydrobupropion allowed for the
model’s flexibility and adaptability to various different use-cases out-
side of the already established and published model-predicted CYP2B6
interaction scenarios, which could focus around CYP2D6 and its sub-
strates [52].
Further use-cases could also be of pharmacodynamic nature, as bupro-
pion’s metabolites showed pharmacological activity, especially with
contributions to the occurrence of ADRs. Overall, the PBPK interaction
model performance benefitted greatly from acknowledging, exploiting
and integrating existing metabolite data throughout the entire model
development process, as they complemented the already existing par-
ent data perfectly [1].
While bupropion is an exceptional case of well investigated and docu-
mented PK data on an investigational drug, it does not represent the
norm especially considering publicly available clinical data. For some
drugs, several potential interactions they could partake are under-
investigated, and respective data are hardly available, which could
bear many challenges especially for whole-body PBPK model develop-
ment. Here, knowledge gaps could make or break a model’s capability
in describing and predicting complex drug interactions.

5.1.2 Closing Knowledge Gaps of Parent Drugs

Missing data and expected knowledge gaps could impede PBPK model
development, especially when focusing on mechanistically describing
and predicting complex drug interactions. However, upon focusing
beyond the investigational drug itself, metabolites could help bridg-
ing knowledge gaps, that couldn’t be explained through the parent
compound alone. Here, project II (ketoconazole) was especially inter-
esting regarding how parent-metabolites modeling played an integral
part in covering blind spots of a drug’s PK profile. In this project, a
whole-body PBPK model of ketoconazole was developed focusing on
its strong DDIs potential [2].
Based on the literature, ketoconazole was observed to impact vic-
tim drug exposure significantly long after its administration even in
single dose regimens, illustrating its long-lasting inhibitory effects.
For example, in a reported ketoconazole-alfentanil DDIs study, where
ketoconazole was administered the evening before an alfentanil dose
in the next morning, ketoconazole managed to increase alfentanil ex-
posure as the plasma AUC by up to 8-fold [45]. However, ketoconazole
was also observed to inhibit target proteins such as CYP3A4 or P-gp

reversibly, while “only” exhibiting a relatively short half-life of around
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160 minutes [14, 100]. When looking at ketoconazole’s interaction
profile, a reversible inhibition by ketoconazole alone would therefore
be unlikely. Upon focusing on its metabolite N-deacetylketoconazole,
which was quantified for the first time in 2022 in human plasma
during in vivo ketoconazole studies, ketoconazole’s ambiguous DDIs

profile became a bit clearer, as N-deacetylketoconazole was reported
to inhibit similar proteins as ketoconazole itself, although reversibly
as well [14]. As ketoconazole was shown to have a range of chemically
similar metabolites, including N-deacetylketoconazole [103], it was
assumed during the PBPK model development process, that further
metabolites could be potentially involved in the long-lasting effect of
ketoconazole-mediated reversible inhibition, as focusing on ketocona-
zole alone did not lead to satisfying DDIs model performance.
For example, a former approach to model ketoconazole DDIs by im-
plementing irreversible inhibition of CYP3A4 and P-gp would not only
be wrong contrary to recent findings [14], it would also lead to im-
plications in simulating and predicting ketoconazole disposition in
various tissues, particularly its observed excretion into feces of up to
37% [97, 104] which would contradict an irreversible-autoinhibition of
ketoconazole own P-gp-mediated elimination.
To test the hypothesis of a cumulative and concomitant reversible
inhibitory effect by parent and metabolites, an approach to effectively
include ketoconazole’s metabolite N-deacetylketoconazole as well as
the following metabolite N-hydroxy-N-deacetylketoconazole [103], as
a surrogate for remaining underreported metabolites, was considered,
where both metabolites were implemented to inhibit CYP3A4 and P-gp

reversibly to cover effects that could not be explained by the par-
ent alone. As such, the cumulative effect of parent’s and metabolites’
reversible inhibition was sufficient to describe and predict DDIs, partic-
ularly long-lasting DDIs effects with dosing time gaps of several hours
between ketoconazole and victim drugs [2, 115, 116].
With regards to the antimycotic imidazol derivate itraconazole, similar
decisions were made for its PBPK model development by Hanke et al.,
which performed well in predicting several DDIs for a variety of victim
drugs. The reported itraconazole PBPK model includes three modeled
metabolites, which all reversibly inhibit CYP3A4. However, biochemi-
cal data for their activity were available in literature, providing a level
of certainty for its metabolites’ DDI effects [117].
Of course, with the implementation of the second surrogate metabo-
lite of ketoconazole purely based on the assumption that it inhibits
target proteins similarly to its precursors, this approach might in-
clude sources of bias. However, the similarities in the chemical struc-
tures of ketoconazole, N-deacetylketoconazole and N-hydroxy-N-
deacetylketoconazole, as well as the observed inhibitory effects of
ketoconazole and N-deacetylketoconazole indicate a potential ground
for the hypothesized reversible inhibition by remaining metabolites
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such as N-hydroxy-N-deacetylketoconazole [14, 103].
While the versatility of parent-metabolites PBPK modeling was espe-
cially helpful in testing such hypotheses, it’s even more important
to emphasize the need for further investigation on that subject, as
there is a tremendous potential in thoroughly describing ketoconazole-
mediated DDIs, as ketoconazole has been used regularly clinical DDIs

studies with ketoconazole being a prominent DDIs perpetrator drug
recommended by the FDA [37]. The parent-metabolites PBPK model
development process of ketoconazole and the assumption made along
its way illustrated, that considering metabolites, especially early on,
could help overcome knowledge gaps towards the parent’s PK behav-
ior.
In principle, closing knowledge gaps with the help of investigation of
metabolites should be considered during PBPK model development, as
well as during drug development in general. However, taking a closer
look towards an investigational drug’s metabolites behavior can also
help identifying new knowledge gaps altogether.

5.1.3 Identifying Knowledge Gaps in Drug Behavior

PBPK modeling is an exceptional tool for investigation of a drug’s
behavior, as it allows for a very flexible approach to simulate and
predict drug disposition in various different drug interaction scenar-
ios. Here, a model-based investigation of a metabolite’s behavior can
reveal knowledge gaps, and raise questions that should be addressed
to thoroughly understand and assess the parent drug’s safety, efficacy
and toxicity, not only within the drug development process but also
after drug approval.
In project III, a novel approach to personalize 5-fluorouracil treatment
was developed, where parent-metabolites PBPK modeling was an es-
sential part [3]. Investigating and simulating the inactive metabolites
(i) dihydrofluorouracil in cancer patients receiving 5-fluorouracil and
(ii) endogenous dihydrouracil in healthy subjects, led to several ques-
tions, that could not be informed by existing literature. For example,
as the key enzyme DPD is coordinated by diurnal variations [26], one
approach to individualize 5-flurouracil treatment proposed in the
project III was chronotyping individuals for DPD activity, by analyzing
DHU/U ratios in the respective patients [3].
However, metabolite modeling revealed that the oscillation of the
inactive metabolite’s drug exposure in plasma could be described
by solely implementing circadian variation in DPD activity for dihy-
drouracil, but not for dihydrofluorouracil, where it’s elimination via
DPH had to be varied throughout the day, as well. Here, according
to parameter estimates, DPD and DPH showed different patterns of
diurnal variation [3]. This poses the question whether these differences
in diurnal variations of inactive metabolite’s plasma levels depend
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on (i) the pathophysiological implications on DPD in cancer patients
compared to healthy subjects, (ii) the kinetic differences between in-
fusional 5-fluorouracil compared to endogenous uracil, (iii) diurnal
variations impacting DPD and DPH through different circadian clocks,
(iv) unknown mechanisms, or (v) a complex interplay of all of these
hypotheses.
Although, as measuring DHU/U ratios is also a clinically established
phenotyping method for DPD and 5-fluorouracil treatment is associ-
ated with a high risk for to some extent even life-threatening ADRs [15–
17, 107], addressing the before-mentioned questions is not only rele-
vant to the newly developed and innovative dosing approach, but also
to re-assess the already existing ones. Here, parent-metabolites PBPK

modeling was especially helpful in personalizing chronomodulated
treatment as presented in project III, where it was used to generate
novel dose adaptations. Especially, since generating these approaches
in a clinical setting could be unethical due to 5-fluorouracil’s severe
toxicity, parent-metabolites PBPK modeling can bear a great potential
for novel dosing strategies.

5.2 parent-metabolites modeling during mid3 and fu-
ture directions

As metabolites pose a crucial part in the overall picture of their parent’s
PK and PD, they should be reflected effectively in the PBPK modeling
process within MID3. While the inclusion of PBPK modeling in D3

is often done case-by-case and regulatory agencies mainly provide
(non-binding) recommendations, neither FDA nor EMA guidelines men-
tioned the simulation of metabolites in their PBPK guidance documents
[64, 65]. The decision on whether to include metabolites in the PBPK

analyses would have to be assessed individually by the respective
model developer. However, as parent-metabolites modeling holds an
unbeknownst potential to improve understanding of a drugs behavior,
there are several considerations that could be made to help decide
whether simulation of metabolites could be useful towards the specific
context of the intended model. At first, the model purpose indicates
whether involvement of a metabolite, regardless of their pharmacolog-
ical activity or pharmacokinetic interactivity, could be irrelevant and,
therefore, excluded from the analyses. For example, if the PBPK model
is planned to describe antibodies or physico-chemical drug interac-
tions, where metabolites could be negligible. Although, the majority
of model applications can be influenced by metabolites. Therefore,
if the model purpose could be impacted by a metabolite, e.g. DDIs,
not considering and investigating metabolites would be unfavorable
and potentially extend the development process of the PBPK model, if
considered too late.
Secondly, regulatory agencies already give recommendations on when
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to test for metabolites in vitro or in vivo, hence, similar assumptions
could be helpful to decide on whether and when to include metabo-
lites in the PBPK model development process (in silico). These are, for
example, (i) pharmacodynamic activity, e.g. activity at the target site,
or association with ADRs and toxicity, or (ii) pharmacokinetic inter-
activity, such as enzyme or transporter inhibition and induction [29,
69, 71–74]. In these cases, metabolites participate actively in shaping
the PD and PK profile of the parent drug. Thus, future PBPK models
would benefit from including these metabolites as early as possible
in the development process. Moreover, preclinically inactive metabo-
lites are emphasized by the agencies as well, if they happen to be
disproportionate metabolites. As they represent major metabolic path-
ways, they could hold a significant role in a parents PD and PK profile,
when tested further in patients, that would fall into sub-populations
susceptible towards changes in these metabolic pathways [71–74]. In
this case, if an intended PBPK model was initially build to be applied
in these sub-populations (differentiated by age, genetics or disease
state), the ambiguous metabolite behavior in vivo could hold relevant
effects, such as an increased occurrence of associated ADRs. Here, a
parent-metabolite PBPK model analysis alongside additional nonclin-
ical testing would help the assessment of an investigational drug’s
efficacy and safety. An overview on how to determine the role of a
metabolite for a PBPK analysis is illustrated in Figure 5.1.

Lastly, if the investigational nature of PBPK modeling is of interest
for the intended model, simulating metabolites, regardless of their
activity, can attribute tremendously towards understanding the under-
lying research questions, such as for model-informed personalized
medicine, where they could help derive novel treatment approaches,
especially for already approved compounds. Here, PBPK modeling
in general, parent-metabolites PBPK modeling in particular, can be
beneficial, as parent-metabolites ratios already hold a strong position
when it comes to dosing adaptions and optimizations [16, 112]. For
example an administered compound and its metabolic ratio can give
insights into the respective phenotype and the appropriate dosing of
the medication in question. Parent-metabolite ratios being extensively
used as a state-of-the-art phenotyping method and reflected in many
dosing guidelines as established by the CPIC or DPWG [15, 17], could
bear a similar potential when using model-based dose adaptation
approaches. As an example, using the measured parent-metabolites
ratios to estimate individual parameters of the respective PBPK model
can help to give a personalized dosing recommendation for a patient
susceptible for specific DGIs.
A similar approach was tackled within project III, however in this case
the used parent-metabolite ratios were used to assess enzyme activity
beyond genetic polymorphisms. While parent-metabolite ratios of
uracil and dihydrouracil are well used in mandatory pretesting for
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Model purpose
In case a potential metabolite could be involved, is there a 
possibility that it could be relevant to the model‘s intended

purpose?

Metabolite characteristics

Pharmacodynamically active
e.g. active at target site or associated with ADRs

Pharmacokinetically interactive
e.g. takes active part in DDIs

Disproportionate
e.g. high or elevated plasma concentrations in relation to parent

Inactive
no PD effects, PK 

interactions or 
ambigously high 

exposure 

Determination of Role of Metabolite
based on the model purpose and metabolite characteristics

Disproportionate
metabolites can help

understand major
metabolic pathways, 

which could differ
across disease state or 

sub-populations

PD active
metabolites can 

serve as targets for 
dose adaptations, 

e.g. sum of 
exposure of all 

compounds 

PK interactive
metabolites can 

participate in drug 
interations, e.g. by 

inducing or inhibiting
enzymes

Metabolites, 
regardless of their 

exposure or (inter-) 
activity can help

investigate the parent, 
e.g. in case of 

phenotyping or 
missing fm

Intended model purpose is 
not susceptible to 

metabolite involvement
(e.g. phys-chem DDIs), or 

metabolite shows no 
relevant characteristics

→ Implementation is 
not important

Figure 5.1: Determining the role of metabolites in MID3. In the first step to
decide on whether to implement a metabolite in the PBPK model
development, the model purpose needs to be discussed under the
assumption that an active metabolite could be present (in red in
the top row). If a present metabolite would be irrelevant, there
is no need for an implementation. If the presence of a metabolite
could be relevant towards the model purpose, the metabolite’s
characteristics should be investigated (in yellow in the middle
row). Lastly, the role of the metabolite should be determined
based on the model purpose and metabolite characteristics (in
turquoise in the bottom row) to thoroughly plan their implemen-
tation into the PBPK model. ADRs: adverse drug reactions, DDIs:
drug-drug interactions, fm: fraction metabolized, PD: pharmaco-
dynamics, PK: pharmacokinetics.

DPD activity to derive starting doses of 5-fluorouracil [15–17], we used
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endogenous DHU/U as a means to assess the DPD chronotype, which
showed great IIV between investigated cancer patients. Individual
parameter values, in this case for the DPD amplitude and acrophase,
could potentially be estimated from observed DHU/U and used to
predict and individualize chronomodulated 5-fluorouracil treatment
in the respective patient [3]. This novel approach was developed
through the parallel use of parent-metabolite PBPK modeling for
the endogenous biomarker and the respective therapeutic drug. It’s
especially important to emphasize that the metabolites modeled
in project III were inactive metabolites, with no PD or PK-relevant
contributions, yet they bore great usefulness in the model-based
investigation of novel 5-fluorouracil chronomodulated treatment [3].

To summarize, there are two key elements that can help identify
the need for inclusion of a metabolite into the PBPK analyses. As
shown in Figure 5.1, these are (i) the intended model use and the
dynamics of the model’s application, as well as (ii) the metabolite
archetype and its characteristics that could already imply a need for
its implementation, illustrating the potential role of a metabolite for
PBPK model. Naturally, these should be determined early in the PBPK

model development process, preferably during the literature search
or in vitro and in vivo drug investigation. Hence, the true impact
and value of a metabolite for PBPK model development can only be
assessed when looking beneath the surface of the parent drug.



6
C O N C L U S I O N

In this thesis, parent-metabolites PBPK models were presented for
three drugs, the antidepressant bupropion (project I), the antimycotic
ketoconazole (project II) and the anticancer drug 5-fluorouracil along-
side its endogenous biomarker uracil (project III). While all three
drugs show completely different clinical relevance, their PBPK model
development greatly benefitted from inclusion of their metabolites.
Here, parent-metabolites PBPK modeling proved itself to be effective
in addressing drug interactions at various levels. However, as con-
siderations of metabolites for a PBPK analysis are barely reflected in
dedicated regulatory PBPK guidance documents, and their role could
potentially be overlooked, the presented thesis discussed their useful-
ness for PBPK model analyses. Moreover, an initial guidance towards
determination of the necessity and role of metabolites for PBPK de-
velopment, especially in the context of D3, was generated within this
thesis, that could pose as resource for future decision-making in MID3.
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1 PBPK modeling

1.1 PBPK model building

A parent-metabolite PBPK model for bupropion and its metabolites hydroxybupropion, erythrohydrobupro-
pion and threohydrobupropion was developed. The metabolic pathways and interactions implemented to
describe their pharmacokinetics in the CYP2B6 network are illustrated in Figure S1.1.1. Physiological
parameters, such as tissue volumes or surface areas, are predefined in the PBPK modeling software PK-
Sim® (Version 9.1) [1]. Further system-dependent parameters such as reference concentrations (concen-
tration in the tissue with the highest expression) and tissue expression profiles of metabolizing enzymes
and transporters, are listed in Table S1.1. Demographic data were derived from the collected clinical study
reports and are listed in the study tables of the respective sections. The drug-dependent parameters of
the developed bupropion parent-metabolite PBPK model are listed in Section 2.

Bupropion
Binding 
Partner

Voriconazole

sink

sink

Rifampicin 

DGI

11β-HSD 

Hydroxybupropion
Erythrohydrobupropion
Threohydrobupropion

Binding

Induction

Inhibition

Metabolism

Polymorphism

CYP2B6

UGT2B7  

Fluvoxamine

CYP2C19  

Figure S1.1.1: Metabolic pathways and interactions implemented in the CYP2B6 network. Bupro-
pion is metabolized via CYP2B6 to hydroxybupropion and via 11β -HSD to erythrohy-
drobupropion and threohydrobupropion. Additionally, CYP2C19-mediated metabolism was
included. Since bupropion binds to different therapeutic targets, binding to an unspe-
cific protein (Binding Partner) was implemented as well. The metabolites are further de-
graded by UGT2B7. Drug-gene-interactions (DGIs), drug-drug-interactions (DDIs) as well
as drug-drug-gene-interactions (DDGIs) were simulated for CYP2B6 with the perpetra-
tors rifampicin, fluvoxamine and voriconazole. 11β -HSD, 11β -hydroxysteroid dehydro-
genase; CYP, cytochrome P450; DGI, drug-gene-interaction; UGT, uridine 5’-diphospho-
glucuronosyltransferase.
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Bupropion formulations

For simulation of oral tablets with different bupopion release, the weibull function was used according to
Equation S1 [73], to describe immediate, sustained, and extended release formulations, as well as the
cocktail capsule formulation (Geneva cocktail [74]) used in the Bosilkovska et al. 2014 and 2016 studies
[24, 74].

Weibull model

m = 1− exp

(
−(t−T b

lag)

a

)
with a = (Td)

b (S1)

a = scale parameter
b = shape paramter

m = fraction of the dissolved drug at time t
Td = time needed to dissolve 63% of the formulation

Tlag = lag time before the onset of dissolution

The parameters used in the presented model are listed in the drug-dependent parameter table (Table
S2.2).

Page 5



1.2 Quantitative PBPK model evaluation

The model performance was evaluated by comparing predicted plasma concentration-time profiles to ob-
served data which are displayed in the following sections in linear and semilogarithmic scale (Figures
S2.4.2-S2.4.15) and in goodness-of-fit plots (Figure S2.5.16). Furthermore, the models were evaluated
by comparing predicted to observed area under the plasma concentration-time curve (AUC) and maxi-
mum plasma concentration (Cmax) values (Figures S2.5.17-S2.5.18). Figures S2.5.19-S2.5.22 illustrate
results of local sensitivity analyses as bar graphs.
As quantitative performance measures, the mean relative deviation (MRD) was calculated for all profiles
from their respective predicted and observed plasma concentrations (Equation (S2)). Furthermore, the
geometric mean fold errors (GMFE) of the AUClast (AUC from the first time point to the last time point of
concentration measurement of drug administration) and Cmax were calculated according to Equation (S3).

Equation: Mean relative deviation

MRD = 10x with x =

√
1
n

n

∑
i=1

(log10 ĉi− log10 ci)2 (S2)

ci = the ith observed plasma concentration
ĉi = the respective predicted plasma concentration

n = number of observed values

Overall MRD values of ≤ 2 were considered reasonable predictions.
The GMFE was calculated for all AUClast and Cmax values according to Equation (S3).

Equation: Geometric mean fold error

GMFE = 10x with x =
1
n

n

∑
i=1
|log10(

âi

ai
)| (S3)

ai = the ith observed AUClast or Cmax value
âi = the respective predicted AUClast or Cmax value

n = number of studies

Overall GMFE values of ≤ 2 were considered reasonable predictions.

1.3 Sensitivity analysis

Sensitivity of the final models to single parameter changes (local sensitivity analysis) was calculated as
relative change of the AUClast. It was carried out using a relative perturbation of 1000% (variation range
10.0, maximum number of 9 steps). Parameters were included into the analysis if they were optimized
or assumed to have an impact on AUC. Sensitivity to a parameter was calculated as the ratio of relative
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change of the simulated AUClast to the relative variation of the parameter value used in the final model
according to Equation (S4).

Equation: Sensitivity analysis

S =
∆AUClast

∆p
∗ p

AUClast
(S4)

∆AUC = change of the AUClast

AUC = simulated AUClast with the original parameter value
∆p = change of the examined parameter value

p = original parameter value
S = sensitivity of the AUClast to the examined model parameter

A sensitivity of + 1.0 signifies that a 10% increase of the examined parameter value causes a 10% increase
of the simulated AUClast.
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1.4 System-dependent parameters

System-dependent parameters, such as reference concentrations and tissue expression profiles of me-
tabolizing enzymes and transporters, are listed in Table S1.1.

Table S1.1: System-dependent parameters.
Protein (Gene) Reference concentration Relative expression a Localization Half-life [h]

Meanb [µmol/l] GeoSDc Liver Intestine

CYP2B6 (CYP2B6) 1.56 d1.40 RT-PCR [2] intracellular 32 23
CYP2C19 (CYP2C19) 0.76 1.79 [16] RT-PCR [2] intracellular 26 23
11β -HSD (HSD11B1) e1.0 d1.40 Array [3] intracellular 36 23
UGT2B7 (UGT2B7 ) f 0.28 [4] 1.56 [16] EST [5] intracellular 36 23
NRTg (SLC6A2) e1.0 d1.40 EST [5] hmembrane 36 23

11β -HSD, 11β -hydroxysteroid dehydrogenase 1; conc., concentration CYP, cytochrome P450; Array, microarray expression pro-
file; EST, expressed sequence tag expression profiles from UniGene; NRT, noradrenaline reuptake transporter; RT-PCR, reverse
transcription-polymerase chain reaction measured expression profile; UGT, uridine 5’-diphospho-glucuronosyltransferase.
a, in the different organs (PK-Sim® expression database profile)
b, µmol protein/l in the tissue of highest expression
c, geometric standard deviation of the reference concentration
d , if no information was available, a moderate variability of 35% CV was assumed (1.40 GeoSD)
e, no information was available, thus, the mean reference concentration was set to 1.0 µmol/l and the catalytic rate constant (kcat) was
optimized according to Meyer et al. 2012 [6].
f , calculated from transporter per mg membrane protein times 26.2 mg human kidney microsomal protein per g kidney tissue [7]
g, expression profile used for general binding partner
h, extracellular membrane

Virtual individual

Proteins were implemented for every modeled individual. The individuals were created based on the
demographics mentioned in the respective clinical study report. If no data was available a standard indi-
vidual was used. This standard individual, similar to the Standard European Male implemented in OSP®,
is based on the demographic databases used in the modeling software. Additionally, every individual had
an activated enterohepatic circulation (EHC continuous fraction = 1). The characteristics of the standard
individuals are compared in Table S1.2.

Virtual population

Virtual population were created based on 500 individuals, with their demographic information (age range,
sex composition, ethnicity) derived from the respective clinical study report. If no information on ethnicity
and sex composition was given, a 100% European male population with and age range of 20-50 years was
assumed. System-dependent parameters, e.g. weight, height, organ volumes or blood flow rates, were
varied by the implementd algorithm in PK-Sim® based on the limits of the following databases: American:
Third National Health and Nutrition Examination Survey (NHANES)[15] database, Asian: Tanaka model
[9], European: International Commission on Radiological Protection (ICRP) database [8]. The reference
concentrations of the metaolizing enzymes and transporters as listed in Table S1.1, were log-normaly
distributedmaccording to the variabilty reported in the ontogeny database implemented in PK-Sim® [16].
If no information could be found, reference concentrations were distributed with a variability of 35% CV
(geometric standard deviation of 1.4).

Page 8



Table S1.2: Standard individual demographics.
Individual Age [years] Weight [kg] Height [cm] BSA [m²] BMI [kg/m²] Reference

OSP® - Standard European Malea 30 73 176 1.89 23.57 [8]
European Femaleb 30 60 163 1.65 22.58 [8]
Asian Malec 30 60 170 1.68 20.78 [9]

BMI, body mass index; BSA, body surface area; OSP®, open systems pharmacology®.
a, standard individual implemented in the modeling software, used for every study where demographical data was missing
b, only used for Palovaara 2003 [10]
c, only used for Fan 2009 [11], Gao 2012 [12], Gao 2016 [13] and Qin 2012 [14], since asian populations was assumed.

Page 9



1.5 Implementation - Interaction modeling

1.5.1 Drug-gene-interaction

In order to describe the effect of different CYP2B6 genotypes on the compounds’ PK, the enzyme activity
was implemented as two enzymes for each allele. The single alleles were modeled with Michaelis-Menten
constant (KM) values from literature (after correction for microsomal binding). For two genetic variants
(CYP2B6*4 and CYP2B6*5), the catalytic rate constant, kcat was calculated from reported maximum ve-
locity (Vmax) in vitro measurements. For CYP2B6*1 and CYP2B6*6, kcat was optimized with reported
plasma concentration-time profiles of populations with homozygous expression of the respective haplo-
type. All DGI parameters are shown in Table S3.2 in Section 3.1.

1.5.2 Drug-drug-interaction

DDIs were simulated for bupropion as the victim drug. For the CYP2B6 interaction network, the investi-
gated perpetrators included rifampicin as inducer and fluvoxamine and voriconazole as inhibitors. Interac-
tion parameters were informed from the literature and are listed in the respective parameter tables (Table
S4.1,S4.2 and S4.3).

Mathematical implementation of induction

Drug-induced increase of gene expression and therefore, enzyme activity, was calculated as shown in
Equations (S5) and (S6).

Implementation of enzyme induction

d[E]
dt

= Rsyn,app− kdeg ∗ [E] (S5)

Rsyn,app = Rsyn ∗ (1+
Emax ∗ [I]
EC50 +[I]

) (S6)

d[E]
dt = enzyme turnover rate
[E] = enzyme concentration

EC50 = inducer concentration to reach half-maximal induction in vivo
Emax = maximum induction effect in vivo

[I] = free inducer concentration
kdeg = degradation rate constant

Rsyn = enzyme synthesis rate in absence of inducer
Rsyn,app = enzyme synthesis rate in presence of inducer

Mathematical implementation of inhibition

Inhibition of enzyme activites was implemented as a competitive inhibition process. Competitive inhi-
bition occurs if the inhibitor binds reversibly to the active site of an enzyme and hence, competes with

Page 10



the substrate over the binding spot. Since the inhibitor binds reversibly to the enzyme, high substrate
concentrations can overcome its inhibition. The process is calculated as shown in Equations (S7) and
(S8).

Implementation of enzyme inhibition

v =
Vmax ∗ [S]

KM,app +[S]
(S7)

KM,app = KM ∗ (1+
[I]
KI

) (S8)

I = free inhibitor concentration
KI = dissociation constant of the inhibitor-enzyme complex

KM = Michaelis-Menten constant in absence of inhibitor
KM,app = apparent Michaelis-Menten constant in presence of inhibitor

S = free substrate concentration
v = reaction velocity

Vmax = maximum reaction velocity

1.5.3 Drug-drug-gene-interaction

Drug-drug-gene-interactions (DDGIs) were simulated for various genotypes after concomitant rifampicin
intake. The underlying effects on the PK were implemented according to the Sections 1.5.1 and 1.5.2.
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1.6 Evaluation - Interaction modeling

1.6.1 Drug-gene-interaction

In addition to Section 1.2, the effect of DGIs was evaluated by calculation of the ratio of hydroxybupropion
to bupropion AUClast and Cmax values in plasma as shown in Equation (S9).The calculated ratios are il-
lustrated in Figure S3.5.4.

DGI effect ratio

PKHBup/Bup =
PK(HBup)
PK(Bup)

(S9)

Bup = PK parameter of bupropion
HBup = PK parameter of hydroxybupropion

PKHBup/Bup = HBup/Bup ratio of the PK parameter
PK = PK parameter such as AUClast or Cmax

Additionally, DGI effect ratios for the ratio of hydroxybupropion to bupropion AUClast and Cmax values were
calculated according to Equation (S10) for predicted and observed concentrations. The calculated ratios
are illustrated in Figure S3.5.4.

DGI effect hydroxybupropion/bupropion ratio

DGI PKHBup/Bup =
PKHBup/Bup(E f f ect)
PKHBup/Bup(Control)

with PKHBup/Bup =
PKHBup

PKBup
(S10)

Bup = bupropion
HBup = hydroxybupropion

PKHBup/Bup(Control) = HBup/Bup ratio of the PK parameter of wildtype CYP2B6
PKHBup/Bup(E f f ect) = HBup/Bup ratio of the PK parameter of a variant CYP2B6 genotype

PK = PK parameter such as AUClast or Cmax

1.6.2 Drug-drug-interaction

Similar to the DGIs, the effect of DDIs was evaluated by calculation of the ratio of hydroxybupropion to
bupropion AUClast and Cmax values according to Equation (S9). The calculated ratios are illustrated in
Figure S4.6.4. Additionally, DDI effect ratios for the ratio of hydroxybupropion to bupropion AUClast and
Cmax were calculated as shown in Equation (S11) for predicted and observed concentrations. The calcu-
lated DDI ratios are illustrated in Figure S4.6.4.
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DDI effect hydroxybupropion/bupropion ratio

DDI PKHBup/Bup =
PKHBup/Bup(E f f ect)
PKHBup/Bup(Control)

with PKHBup/Bup =
PKHBup

PKBup
(S11)

Bup = bupropion
HBup = hydroxybupropion

PKHBup/Bup(Control) = HBup/Bup ratio of the PK parameter without perpetrator
PKHBup/Bup(E f f ect) = HBup/Bup ratio of the PK parameter with perpetrator

PK = PK parameter such as AUClast or Cmax

1.6.3 Drug-drug-gene-interaction

The majority of compiled DDGI data only included AUCinf (AUC extrapolated to infinity) ratios of hydrox-
ybupropion and bupropion, with only one study showing plasma concentration-time profile. Hence, the
effect of DDGIs was evaluated by calculation of DDGI effect ratios for AUCHBup/Bup (AUClast or AUCinf) in
plasma as shown in Equation (S12). The calculated DDGI effect ratios for the ratio of hydroxybupropion
to bupropion are illustrated in Figure S5.4.2.

DDGI effect hydroxybupropion/bupropion ratio

DDGI AUCin f ,HBup/Bup =
AUCin f ,HBup/Bup(E f f ect)
AUCin f ,HBup/Bup(Control)

with AUCin f ,HBup/Bup =
AUCin f ,HBup

AUCin f ,Bup
(S12)

Bup = bupropion
HBup = hydroxybupropion

AUCin f ,HBup/Bup(Control) = HBup/Bup ratio of AUCinf of wildtype CYP2B6 without perpetrator
AUCin f ,HBup/Bup(E f f ect) = HBup/Bup ratio of AUCinf of a variant CYP2B6 genotype with perpetrator
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2 Bupropion model development

2.1 Background

Bupropion is a noradrenaline and dopamine reuptake inhibitor used in the treatment of major depressive
disorder and to aid smoking cessation [17]. In therapy, the compound is either administered as monother-
apy or in combination with additional anti-depressant agents [17, 18]. Bupropion is pharmacologically
active, but is also transformed to three active metabolites [19].
One metabolite, hydroxybupropion, is formed by CYP2B6 mediated hydroxylation of bupropion. Erythro-
and threohydrobupropion are formed through several metabolic steps of which reduction by carbonyl
reductase 11β -HSD metabolizes is the rate-limiting step [20]. To some extent, further CYP enzymes,
i.e. CYP2C19, are also involved in bupropion degradation [21]. Therefore, the presented model in-
cludes transformation via CYP2B6, 11β -HSD and CYP2C19. The three metabolites are subsequently
glucuronidated via UGT2B7, which is also implemented in the model.
Bupropion binds and inhibits reuptake transporters for noradrenaline, dopamine and acetylcholine [22,
23]. This target-mediated binding was modeled by implementation of a surrogate binding parther, rep-
resenting various different targets. An expression profile of the noradrenaline reuptake transpoter 1 was
used for the surrogate binding partner.
Data from 48 clinical studies were used for model development and split into a training dataset, used for
model building and parameter optimization, and a test dataset, used for model evaluation. Here, bupro-
pion (20 mg to 450 mg) was administered as oral formulations with different release kinetics (Table S2.1).
Drug-dependent parameters for the parent-metabolite model featuring bupropion, hydroxybupropion, ery-
thorhydrobupropion and threohydrobupropion are listed in Table S2.2.
Several model input parameters that could not be informed from the literature, were optimized, including
kcat values for all metabolic reactions. To model the target-binding of bupropion, binding to various phar-
macological targets was summarized by including one target protein as a binding partner.
Figure S2.1.1 illustrates a quantitative mass-balance diagram of the elimination pathways of bupropion.
Bupropion is predicted to be absorbed completely. Metabolism via CYP2B6 accounts for 58 %, 11β -HSD
for 28% and CYP2C19 for 13% of total bupropion. In urine, 1% of unchanged bupropion is predicted to
be excreted, while almost no bupropion can be simulated in faeces. Influence of the first pass metabolism
could not be determined, as data of intravenous administration of bupropion were not available and there-
fore, not evaluated.
The good performance of the model is demonstrated in linear (Fig. S2.4.2, S2.4.3, S2.4.8, S2.4.9 and
S2.4.14) and semilogarithmic plots (Fig. S2.4.5, S2.4.6, S2.4.11, S2.4.12 and S2.4.15) of predicted com-
pared to observed plasma concentration-time profiles of all clinical studies. Furthermore, goodness-of-fit
plots comparing predicted to their corresponding observed plasma concentrations are presented (Fig.
S2.5.16) and calculated MRD values for each study are listed in Table S2.4. Additionally, correlation plots
of predicted versus observed AUClast and Cmax values are shown in Figures S2.5.17 and S2.5.18. A
summary of the respective PK parameters, including calculated GMFE values, is shown in Table S2.4.
Local sensitivity analysis results for simulations of 300 mg bupropion administered as immediate release
(100 mg three times daily), sustained release (150 mg two times daily) or extended release (300 mg once
daily) tablets are presented in Section 2.5.5.
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Figure S2.1.1: Quantitative mass-balance diagram of the elimination pathways of bupropion.
Metabolism via CYP2B6, via 11β -HSD and CYP2C19 accounts for 99% of total bupro-
pion. One % of bupropion is excreted unchanged to urine, while no bupropion is predicted
to be in feces. 11β -HSD, 11β -hydroxysteroid dehydrogenase; CYP, cytochrome P450; E,
erythrohydrobupropion; T, threohydrobupropion.
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2.2 Clinical studies

In Table S2.1, all clinical studies used for model development are listed. Virtual individuals were built according to the demographics published in the
respective study reports. If no data on the demographics were reported, a standard individual was used as described in Section 1.4.

Table S2.1: Clinical studies used for bupropion model development.
Dosing n Age [years] Weight [kg] BMI [kg/m²] Females [%] CYP2B6 genotype (n) Dataset Reference

20 mg Cap (s.d.) 30 23.5 (18–36) - 21.7 (18.4–27.7) 50 *1|*6 (16), *6|*6 (1) ta Bosilkovska 2016 [24]
25 mg Cap (s.d.) 10 23 (20–36) - 22 (19.9–24.4) 0 *1|*6 (4), *6|*6 (2) te Bosilkovska 2014 [25]
50 mg IR (s.d.) 24 19–43 - - 50 - ta Findlay 1981 [26]
75 mg IR (s.d.) 20 18–55 72.3 (53.6–88.9) 19.5–28.3 50 - ta Zahner 2014 [27]
75 mg IR (s.d.) 7 18–45 - - 100 - te Hesse 2006 [28]
75 mg IR (s.d.) 33 25–55 67.5 (56.3–107) 18.5–35 51.5 - te Connarn 2017 [18]
100 mg IR (s.d.) 33 25–55 67.5 (56.3–107) 18.5–35 51.5 - ta Connarn 2017 [18]
100 mg IR (s.d.) 24 19–43 - - 50 - ta Findlay 1981 [26]
100 mg IR (s.d.) 15 24 (19–47) 74.8 25 40 - te Masters 2016 [29]
100 mg IR (s.d.) 24 43.5 72.9 26.5 45.8 - te Yamazaki 2017 [30]
100 mg IR (s.d.) 8 20-35 - - 0 - te Posner 1984 [31]
100 mg IR (s.d.) 8 29.5 (22–42) 80 (66–101) - - - te Posner 1985 [32]
100 mg IR (m.d.) 8 29.5 (22–42) 80 (66–101) - - - te Posner 1985 [32]
100 mg IR (m.d.) 30 - - - - - ta Patent 1a (US2006/0228415A1) [33]
150 mg IR (s.d.) 10 31 (21–40) 73 (57–84) - 60 - ta Kharasch 2008 [34]
150 mg IR (s.d.) 13 29 (23–39) 67 (53–84) - - - te Kharasch 2008b [35]
200 mg IR (s.d.) 24 19–43 - - 50 - ta Findlay 1981 [26]

100 mg SR (s.d.) 33 25–55 67.5 (56.3–107) 18.5–35 51.5 - te Connarn 2017 [18]
100 mg SR (s.d.) 12 20–44 - - 16.7 - te Hogeland 2007 [36]
150 mg SR (m.d.) 42 31.8 (19–64) 74.7 (56.2–105.4) 25.4 (18.7–39.5) 38 *1|*5 (2), *1|*6 (6), *5|*6 (3), *6|*6 (4) te Benowitz 2013 [37]
150 mg SR (s.d.) 22 22.7 65 - 27.3 *1|*4 (3), *1|*6 (11), *6|*6 (2) ta Chung 2011 [38]
150 mg SR (s.d.) 33 25–55 67.5 (56.3–107) 18.5–35 51.5 - ta Connarn 2017 [18]
150 mg SR (s.d.) 24 - - - - - te Dennison 2018 [39]
150 mg SR (s.d.) 17 - - - - *1|*6 (6), *6|*6 (5) te Fan 2009 [11]
150 mg SR (s.d.) 30 29 (18–53) 75 (56–96) 24 (20–30) 0 - te Farid 2008 [40]
150 mg SR (s.d.) 19 - - - 0 - ta Gao 2012 [12]
150 mg SR (s.d.) 34 26.2 66.5 - 47.1 - te Hsyu 1997 [41]
150 mg SR (s.d.) 14 21.3 61.3 - 0 - te Lei 2009 [42]
150 mg SR (s.d.) 18 21.3 62.7 - 0 - te Lei 2010 [43]
150 mg SR (s.d.) 18 22 (19–34) 72 (53–99) 23.1 (18.4–26.9) 0 *1|*4 (1), *1|*5 (1), *1|*6 (6), *5|*5

(1),*4|*6 (1),*6|*6 (1),*6|*14 (1)
ta Loboz 2006 [44]

150 mg SR (s.d.) 12 20–25 50–75 18–27 100 - ta Palovaara 2003 [10]
150 mg SR (m.d.) 49 - - - - - ta Patent 1b (US2006/0228415A1) [33]
150 mg SR (m.d.) 7 - - - - - te Patent 2 (US8545880B2) [45]
150 mg SR (s.d.) 16 20–23 62–85 21–26 0 *1|*6 (6),*6|*6 (4) te Qin 2012 [14]
150 mg SR (s.d.) 13 39 (21–54) 86 - 23.1 - te Robertson 2008 [46]
150 mg SR (s.d.) 12 22–27 67–95 21–26 0 - te Turpeinen 2005 [47]
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Table S2.1: Clinical studies used for bupropion model development. (continued)
Dosing n Age [years] Weight [kg] BMI [kg/m²] Females [%] CYP2B6 genotype (n) Dataset Reference

150 mg SR (s.d.) 17 27.3 (21–50) 73.9 (±8.9) 23.5 (±2.0) 41.7 - te Turpeinen 2007 [48]
150 mg SR (s.d.) 10 39.6 (32–43) 78.2 (±18.6) 26.4 (±5.3) 50 - te Turpeinen 2007 [48]
150 mg SR (s.d.) 16 61.9 (50–70) - - 100 - te Turpeinen 2013 [49]
300 mg SR (s.d.) 24 29 (18–45) 77 (56–96) - 0 - te Kustra 1999 [50]

150 mg ER (s.d.) 33 25–55 67.5 (56.3–107) 18.5–35 51.5 - ta Connarn 2017 [18]
300 mg ER (s.d.) 33 25–55 67.5 (56.3–107) 18.5–35 51.5 - te Connarn 2017 [18]
300 mg ER (m.d.) 30 - - - - - te Patent 1a (US 2006/0228415 A1) [33]
300 mg ER (m.d.) 49 - - - - - ta Patent 1b (US 2006/0228415 A1) [33]
300 mg ER (m.d.) 38 - - - - - te Patent 3 (US7,645,802B2) [51]
300 mg ER (m.d.) 16 24.3 - 22.7 50 - te Schmid 2012 [52]
300 mg ER (m.d.) - - - - - - ta Woodcock 2012 [53]
450 mg ER (m.d.) 20 - - - - - te Paiement 2012 [54]

BMI, body mass index; Cap, capsule (Geneva cocktail [25]); CYP, cytochrome P450; ER, extended release formulation; IR, immediate release formulation; m.d., multiple dose; n, number of
individuals studied; s.d., single dose; SR, sustained release formulation; ta, training dataset; te, test dataset; -, no data available. Values are given as mean ± standard deviation (SD), the range
of values is given in brackets.
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2.3 Drug-dependent model parameters

Table S2.2 lists the drug-dependent parameters used in model development of the final parent-metabolite model.

Table S2.2: Drug-dependent parameters of the bupropion PBPK model.
Parameter Unit Value Source Reference Value Source Reference Value Source Reference Description

Bupropion Hydroxybupropion Erythro-/Threohydrobupropion

MW g/mol 239.74 lit. [55] 255.74 lit. [56] 241.76 lit. [57] Molecular weight
pKa (base) - 8.75 lit. [58] 7.65 lit. [56] 9.71 lit. [57] Acid dissociation constant
Solubility (pH) mg/ml 364.56 (7.4) lit. [59] 0.91 (7.4) lit. [56] 82.98 (7.4) lit. [57] Solubility
logP - a2.70 3.27 [55] a1.90 2.20 [60] a1.76 2.88 [61] Lipophilicity
fu % 16.00 lit. [62] 23.00 lit. [62] 58.00 lit. [62] Fraction unbound
Spec. int. perm. cm/min a3.30E-5 b2.42E-4 - b2.78E-5 b2.78E-

5
- b2.64E-5 b2.64E-

5
- Normalized to surface area

Org. perm. cm/min b0.14 b0.14 - b0.01 b0.01 - b0.01 b0.01 - Normalized to surface area
GFR frac. - 1.00 asm. - 1 asm. - 1 asm. - Fraction of filtered drug in urine
EHC cont. frac. - 1.00 asm. - 1 asm. - 1 asm. - Bile fraction continuously released
Cell. perm. cm/min Ch. d. S. - [63] Ch. d. S. - [63] Ch. d. S. - [63] Permeation across cell membranes
Part. coef. - PK-Sim - [1] Berez. - [64] Berez. - [64] Organ-plasma partition coefficients
11β -HSD KM µmol/l 39.10 lit. [65] - - - - - - 11β -HSD Michaelis-Menten

constant
11β -HSD kcat
(EBup)

1/min a2.15 - - - - - - - - 11β -HSD catalytic rate constant for
formation of EBup

11β -HSD kcat
(TBup)

1/min a8.18 - - - - - - - - 11β -HSD catalytic rate constant for
formation of TBup

CYP2B6 KM µmol/l c25.80 lit. [66] - - - - - - CYP2B6 Michaelis-Menten constant
CYP2B6 kcat 1/min a21.74 - - - - - - - - CYP2B6 catalytic rate constant for

wildtype
CYP2C19 KM µmol/l 8.30 lit. [67] - - - - - - CYP2C19 Michaelis-Menten

constant
CYP2C19 kcat 1/min a2.59 - - - - - - - - CYP2C19 catalytic rate constant
BP KD µmol/l a0.44 d 0.35,

0.53, 0.87,
6.98

[68–70] - - - - - - Dissociation constant for binding

BP koff 1/min a0.05 - - - - - - - - Dissociation rate constant for
binding

UGT2B7 KM µmol/l - - - c14.64 lit. [71] c9.33 (EBup),
c6.22 (TBup)

lit. [71] UGT2B7 Michaelis-Menten
constant

UGT2B7 kcat 1/min - - - a1.38 - - a0.38 (EBup),
a0.10 (TBup)

- - UGT2B7 catalytic rate constant

Weibull shape - a4.43 (Cap) - - - - - - - - Shape used for Weibull
- a0.75 (IR) - - - - - - - -
- a1.00 (SR) - - - - - - - -
- a, f 0.60 (SR) - - - - - - - -
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Table S2.2: Drug-dependent parameters of the bupropion PBPK model. (continued)
Parameter Unit Value Source Reference Value Source Reference Value Source Reference Description

- e1.88 (ER) e1.88 [33] - - - - - -
Weibull time min a10.64 (Cap) - - - - - - - - Time of 50% dissolved

min a3.12 (IR) - - - - - - - -
min a100.00 (SR) - - - - - - - -
min a, f 54.13 (SR) - - - - - - - -
min e230.00 (ER) e230.00 [33] - - - - - -

11β -HSD, 11β -hydroxysteroid dehydrogenase 1; asm., assumed; Berez., Berezhkovskiy calculation method; BP, binding partner; Cap, capsule (Geneva cocktail [25]); cell. perm., cellular per-
meabilities; Ch. d. S., Charge dependent Schmitt calculation method; CYP, cytochrome P450; EBup, erythrohydrobupropion; EHC, enterohepatic circulation; ER, extended release formulation;
frac., fraction; IR, immediate release formulation; GFR, glomerular filtration rate; lit., literature; org. perm., organ permeability; part. coeff., partition coefficients; PK-Sim, PK-Sim Standard
calculation method; spec. int. perm., specific intestinal permeability; SR, sustained release formulation; TBup, threohydrobupropion; UGT, uridine 5’-diphospho-glucuronosyltransferase; -, not
available.
a, optimized
b, calculated parameter
c, in vitro values corrected for binding in the assay using fraction unbound to microsomal protein measurements from the same study [72]
d , range also includes inhibition constant values (Ki)
e, calculated dissolution parameter after Langenbuchener et al. 1972 [73]
f , used for Fan 2009 [11], Gao 2012 [12], Gao 2016 [13], Lei 2009 [42], Lei 2010 [43] and Qin 2012 [14]
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2.4 Concentration-time profiles

The geometric means of the population predictions (n=500) are shown as solid lines and corresponding
observed data as filled dots. Symbols represent the arithmetic mean values ± standard deviation, if
available. The shaded areas indicate the geometric standard deviation. Details on dosing regimens,
study populations and literature references are listed in Table S2.1.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.2: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as an immediate release formulation (part 1/3) on a linear scale. Cap, capsule
(Geneva cocktail [74]); IR, immediate release tablet; m.d., multiple dose; n, number of
individuals; s.d., single dose; ta, training dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.3: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as an immediate release formulation (part 2/3) on a linear scale. IR, immediate
release tablet; m.d., multiple dose; n, number of individuals; s.d., single dose; ta, training
dataset; te, test dataset.
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(a) (b) (c)

Figure S2.4.4: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as an immediate release formulation (part 3/3) on a linear scale. IR, immediate
release tablet; m.d., multiple dose; n, number of individuals; s.d., single dose; ta, training
dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.5: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as an immediate release formulation (part 1/3) on a semi-logarithmic scale. Cap,
capsule (Geneva cocktail [74]); IR, immediate release tablet; m.d., multiple dose; n, num-
ber of individuals; s.d., single dose; ta, training dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.6: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as an immediate release formulation (part 2/3) on a semi-logarithmic scale. IR,
immediate release tablet; m.d., multiple dose; n, number of individuals; s.d., single dose;
ta, training dataset; te, test dataset.
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(a) (b) (c)

Figure S2.4.7: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as an immediate release formulation (part 3/3) on a semi-logarithmic scale. IR,
immediate release tablet; m.d., multiple dose; n, number of individuals; s.d., single dose;
ta, training dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.8: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as a sustained release formulation (part 1/3) on a linear scale. m.d., multiple
dose; n, number of individuals; s.d., single dose; SR, sustained release tablet; ta, training
dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.9: Bupropion and metabolites after administration of single or multiple doses of bupro-
pion as a sustained release formulation (part 2/3) on a linear scale. m.d., multiple
dose; n, number of individuals; s.d., single dose; SR, sustained release tablet; ta, training
dataset; te, test dataset.
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(a) (b) (c)

(d) (e)

Figure S2.4.10: Bupropion and metabolites after administration of single or multiple doses of
bupropion as a sustained release formulation (part 3/3) on a linear scale. m.d., mul-
tiple dose; n, number of individuals; s.d., single dose; SR, sustained release tablet; ta,
training dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.11: Bupropion and metabolites after administration of single or multiple doses of
bupropion as a sustained release formulation (part 1/3) on a semi-logarithmic scale.
m.d., multiple dose; n, number of individuals; s.d., single dose; SR, sustained release
tablet; ta, training dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4.12: Bupropion and metabolites after administration of single or multiple doses of
bupropion as a sustained release formulation (part 2/3) on a semi-logarithmic scale.
m.d., multiple dose; n, number of individuals; s.d., single dose; SR, sustained release
tablet; ta, training dataset; te, test dataset.
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(a) (b) (c)

(d) (e)

Figure S2.4.13: Bupropion and metabolites after administration of single or multiple doses of
bupropion as a sustained release formulation (part 3/3) on a semi-logarithmic scale.
m.d., multiple dose; n, number of individuals; s.d., single dose; SR, sustained release
tablet; ta, training dataset; te, test dataset.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure S2.4.14: Bupropion and metabolites after administration of single or multiple doses of
bupropion as an extended release formulation on a linear scale. ER, extended re-
lease tablet; m.d., multiple dose; n, number of individuals; s.d., single dose; ta, training
dataset; te, test dataset.

Page 32



(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure S2.4.15: Bupropion and metabolites after administration of single or multiple doses of
bupropion as an extended release formulation on a semi-logarithmic scale. ER, ex-
tended release tablet; m.d., multiple dose; n, number of individuals; s.d., single dose; ta,
training dataset; te, test dataset.
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2.5 Model evaluation

2.5.1 Predicted compared to observed concentrations goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed plasma concentrations of all four com-
pounds are illustrated in Figure S2.5.16. Details on dosing regimens, study populations and literature
references are listed in Table S2.1.

(a) Immediate release (b) Sustained release (c) Extended release

Figure S2.5.16: Predicted compared to observed plasma concentration values. Illustrated are values
after application of (a) immediate release, (b) sustained release, and (c) extended release
tablets. The solid line marks the line of identity. Dotted lines indicate 1.25-fold, dashed
lines indicate 2-fold deviation.
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2.5.2 Mean relative deviation of plasma concentration predictions

Table S2.3: Mean relative deviation values of bupropion, hydroxybupropion, erythrohydrobupropion and
threohydrobupropion plasma concentration predictions.

Dosing n Compound MRD Compound MRD Dataset Reference

20 mg Cap (s.d.) 30 Bup 1.86 HBup 1.18 ta Bosilkovska 2016 [24]
25 mg Cap (s.d.) 10 Bup 1.40 HBup 1.36 te Bosilkovska 2014 [25]
50 mg IR (s.d.) 12 Bup 2.03 HBup - te Findlay 1981 (female) [26]
50 mg IR (s.d.) 12 Bup 2.64 HBup - ta Findlay 1981 (male) [26]
75 mg IR (s.d.) 20 Bup 2.11 HBup - te Zahner 2014 [27]
75 mg IR (s.d.) 7 Bup 1.62 HBup 1.57 te Hesse 2006 [28]
75 mg IR (s.d.) 30 Bup 1.43 HBup 1.33 te Connarn 2017 [18]
100 mg IR (s.d.) 32 Bup 1.59 HBup 1.22 ta Connarn 2017 [18]
100 mg IR (s.d.) 12 Bup 2.10 HBup - ta Findlay 1981 (female) [26]
100 mg IR (s.d.) 12 Bup 1.96 HBup - te Findlay 1981 (male) [26]
100 mg IR (s.d.) 15 Bup 1.75 HBup 1.10 te Masters 2016 [29]
100 mg IR (s.d.) 24 Bup 1.58 HBup 1.25 te Yamazaki 2017 [30]
100 mg IR (s.d.) 8 Bup 2.30 HBup - te Posner 1984 [31]
100 mg IR (s.d.) 8 Bup 1.59 HBup 1.08 te Posner 1985a [32]
100 mg IR (m.d.) 8 Bup 2.50 HBup 1.03 te Posner 1985b [32]
100 mg IR (s.d.) 8 Bup 1.92 HBup 1.08 te Posner 1985c [32]
100 mg IR (m.d.) 30 Bup 1.79 HBup 1.08 ta Patent 1a (US2006/0228415A1) [33]
150 mg IR (s.d.) 10 Bup 1.33 HBup 1.30 ta Kharasch 2008 [34]
150 mg IR (s.d.) 13 Bup 1.71 HBup 1.14 te Kharasch 2008b [35]
200 mg IR (s.d.) 12 Bup 2.22 HBup - ta Findlay 1981 (female) [26]
200 mg IR (s.d.) 12 Bup 2.15 HBup - te Findlay 1981 (male) [26]
100 mg SR (s.d.) 30 Bup 1.38 HBup 1.09 ta Connarn 2017 [18]
100 mg SR (s.d.) 12 Bup 1.58 HBup 1.77 te Hogeland 2007 [36]
150 mg SR (m.d.) 42 Bup 1.20 HBup 1.05 te Benowitz 2013 [37]
150 mg SR (s.d.) 22 Bup 1.17 HBup 1.04 ta Chung 2011 [38]
150 mg SR (s.d.) 32 Bup 1.25 HBup 1.11 ta Connarn 2017 [18]
150 mg SR (s.d.) 24 Bup 1.13 HBup - te Dennison 2018 [39]
150 mg SR (s.d.) 17 Bup 2.02 HBup 1.57 te Fan 2009 [11]
150 mg SR (s.d.) 30 Bup 1.12 HBup 1.16 te Farid 2008 [40]
150 mg SR (s.d.) 19 Bup 6.21 HBup 1.50 ta Gao 2012 [12]
150 mg SR (s.d.) 34 Bup 1.25 HBup 1.33 te Hsyu 1997 [41]
150 mg SR (s.d.) 14 Bup 1.26 HBup 1.14 te Lei 2009 [42]
150 mg SR (s.d.) 18 Bup 1.19 HBup 1.20 te Lei 2010 [43]
150 mg SR (s.d.) 18 Bup 1.25 HBup 1.37 ta Loboz 2006 [44]
150 mg SR (s.d.) 12 Bup 1.22 HBup 1.16 ta Palovaara 2003 [10]
150 mg SR (m.d.) 49 Bup 1.13 HBup 1.02 ta Patent 1b (US2006/0228415A1) [33]
150 mg SR (m.d.) 7 Bup 1.49 HBup - te Patent 2 (US8545880B2) [45]
150 mg SR (s.d.) 16 Bup 1.46 HBup 1.35 te Qin 2012 [14]
150 mg SR (s.d.) 13 Bup 1.23 HBup 1.24 te Robertson 2008 [46]
150 mg SR (s.d.) 12 Bup 4.02 HBup 1.12 te Turpeinen 2005 [47]
150 mg SR (s.d.) 17 Bup 1.35 HBup 1.23 te Turpeinen 2007a [48]
150 mg SR (s.d.) 10 Bup 1.37 HBup 1.15 te Turpeinen 2007b [48]
150 mg SR (s.d.) 16 Bup 1.32 HBup 1.16 te Turpeinen 2013 [49]
300 mg SR (s.d.) 24 Bup 1.35 HBup 1.13 te Kustra 1999 [50]
150 mg ER (s.d.) 30 Bup 4.16 HBup 1.59 ta Connarn 2017 [18]
300 mg ER (s.d.) 30 Bup 2.72 HBup 4.03 te Connarn 2017 [18]
300 mg ER (m.d.) 30 Bup 1.16 HBup 1.02 te Patent 1a (US2006/0228415A1) [33]
300 mg ER (m.d.) 49 Bup 1.22 HBup 1.02 ta Patent 1b (US2006/0228415A1) [33]
300 mg ER (m.d.) 38 Bup 1.16 HBup 1.02 te Patent 3 (US7,645,802B2) [51]
300 mg ER (m.d.) 16 Bup 1.42 HBup 1.04 te Schmid 2012 [52]
300 mg ER (m.d.) - Bup 1.35 HBup - ta Woodcock 2012 [53]
450 mg ER (s.d.) 10 Bup 1.97 HBup - te Paiement 2012 [54]

75 mg IR (s.d.) 7 EBup 1.81 TBup 1.40 te Hesse 2006 [28]
75 mg IR (s.d.) 32 EBup 1.55 TBup 2.39 te Connarn 2017 [18]
100 mg IR (s.d.) 30 EBup 2.29 TBup 2.19 ta Connarn 2017 [18]
100 mg IR (s.d.) 15 EBup 1.77 TBup 1.40 te Masters 2016 [29]
100 mg IR (s.d.) 8 EBup - TBup 1.21 te Posner 1985a [32]
100 mg IR (m.d.) 8 EBup 1.20 TBup 1.03 te Posner 1985b [32]
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Table S2.3: Mean relative deviation values of bupropion, hydroxybupropion, erythrohydrobupropion and
threohydrobupropion plasma concentration predictions. (continued)

Dosing n Compound MRD Compound MRD Dataset Reference

100 mg IR (m.d.) 8 EBup - TBup 1.19 te Posner 1985c [32]
100 mg IR (m.d.) 30 EBup 1.13 TBup 1.03 ta Patent 1a (US2006/0228415A1) [33]
100 mg SR (s.d.) 30 EBup 3.00 TBup 1.41 te Connarn 2017 [18]
150 mg SR (m.d.) 42 EBup 1.13 TBup 1.04 te Benowitz 2013 [37]
150 mg SR (s.d.) 32 EBup 1.87 TBup 1.39 ta Connarn 2017 [18]
150 mg SR (m.d.) 49 EBup 1.05 TBup 1.01 ta Patent 1b (US2006/0228415A1) [33]
150 mg ER (s.d.) 30 EBup 1.78 TBup 1.83 ta Connarn 2017 [18]
300 mg ER (s.d.) 30 EBup 1.57 TBup 1.49 te Connarn 2017 [18]
300 mg ER (m.d.) 30 EBup 1.04 TBup 1.02 te Patent 1a (US2006/0228415A1) [33]
300 mg ER (m.d.) 49 EBup 1.10 TBup 1.05 ta Patent 1b (US2006/0228415A1) [33]
300 mg ER (m.d.) 38 EBup 1.04 TBup 1.04 te Patent 3 (US7,645,802B2) [51]

Mean 1.51 (1.01–6.21)
Median 1.24 (1.01–6.21)

83.06% (103/124) ≤ 2

Bup, bupropion; Cap, capsule (Geneva cocktail capsule [74]); EBup, erythrohydrobupropion; ER, extended release tablet formu-
lation, HBup, hydroxybupropion; IR, immediate release tablet formulation; m.d., multiple dose; MRD, mean relative deviation; n,
number of individuals studied; s.d., single dose; SR, sustained release formulation; TBup, threohydrobupropion; ta, training dataset;
te, test dataset; -, not available.
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2.5.3 AUC and Cmax goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed AUC and Cmax values for every study
are illustrated in Figures S2.5.17 and S2.5.18. Line of identity and 2.0-fold acceptance limits are shown
as black dashed lines. The 1.25-fold limits are shown as black dotted lines.
Details on dosing regimens, study populations and literature references are listed in Table S2.1. Predicted
and observed PK parameters are summarized in Table S2.4.

(a) Immediate release (b) Sustained release (c) Extended release

Figure S2.5.17: Predicted compared to observed plasma AUClast values. Illustrated are values after
application of (a) immediate release, (b) sustained release, and (c) extended release
tablets. The solid line marks the line of identity. Dotted lines indicate 1.25-fold, dashed
lines indicate 2-fold deviation. AUC, area under the plasma concentration-time curve.

(a) Immediate release (b) Sustained release (c) Extended release

Figure S2.5.18: Predicted compared to observed plasma Cmax values. Illustrated are values after
application of (a) immediate release, (b) sustained release, and (c) extended release
tablets. The solid line marks the line of identity. Dotted lines indicate 1.25-fold, dashed
lines indicate 2-fold deviation. Cmax, maximum plasma concentration.

Page 37



2.5.4 Geometric mean fold error of predicted AUC and Cmax values

Table S2.4: Predicted and observed AUClast and Cmax values of bupropion, hydroxybupropion, erythrohydrobupropion and threohydrobupropion
plasma concentrations.

Dosing n Compound AUClast pred
[ng*h/ml]

AUClast obs
[ng*h/ml]

AUClast
pred/obs

Cmax pred
[ng/ml]

Cmax obs
[ng/ml]

Cmax
pred/obs

Dataset Reference

20 mg Cap (s.d.) 30 Bup 98.29 102.71 0.96 23.68 29.54 0.80 ta Bosilkovska 2016 [24]
25 mg Cap (s.d.) 10 Bup 81.20 70.34 1.15 25.35 25.74 0.98 te Bosilkovska 2014 [25]
50 mg IR (s.d.) 12 Bup 232.54 346.19 0.67 53.64 73.78 0.73 te Findlay 1981 (female) [26]
50 mg IR (s.d.) 12 Bup 217.60 301.43 0.72 50.12 59.67 0.84 ta Findlay 1981 (male) [26]
75 mg IR (s.d.) 20 Bup 401.99 481.30 0.84 70.29 114.17 0.62 te Zahner 2014 [27]
75 mg IR (s.d.) 7 Bup 302.02 440.60 0.69 70.10 93.50 0.75 te Hesse 2006 [28]
75 mg IR (s.d.) 30 Bup 354.49 361.90 0.98 78.04 80.17 0.97 te Connarn 2017 [18]
100 mg IR (s.d.) 32 Bup 495.78 471.50 1.05 105.74 113.02 0.94 ta Connarn 2017 [18]
100 mg IR (s.d.) 12 Bup 526.62 694.87 0.76 111.74 145.59 0.77 ta Findlay 1981 (female) [26]
100 mg IR (s.d.) 12 Bup 489.31 562.72 0.87 104.48 123.13 0.85 te Findlay 1981 (male) [26]
100 mg IR (s.d.) 15 Bup 491.78 250.82 1.96 101.26 55.38 1.83 te Masters 2016 [29]
100 mg IR (s.d.) 24 Bup 512.69 648.61 0.79 96.95 143.0 0.68 te Yamazaki 2017 [30]
100 mg IR (s.d.) 8 Bup 514.20 813.57 0.63 104.69 111.0 0.94 te Posner 1984 [31]
100 mg IR (s.d.) 8 Bup 390.50 286.01 1.37 92.88 61.22 1.51 te Posner 1985a [32]
100 mg IR (m.d.) 8 Bup 1681.00 549.73 3.06 131.59 69.30 1.90 te Posner 1985b [32]
100 mg IR (s.d.) 8 Bup 404.32 248.92 1.62 94.40 52.89 1.78 te Posner 1985c [32]
100 mg IR (m.d.) 30 Bup 1765.08 1765.08 1.08 145.51 136.69 1.06 ta Patent 1a (US2006/0228415A1) [33]
150 mg IR (s.d.) 10 Bup 798.66 1182.40 0.68 144.23 235.94 0.61 ta Kharasch 2008 [34]
150 mg IR (s.d.) 13 Bup 888.32 1386.28 0.64 168.77 307.63 0.55 te Kharasch 2008b [35]
200 mg IR (s.d.) 12 Bup 1165.09 1225.94 0.95 230.57 252.23 0.91 ta Findlay 1981 (female) [26]
200 mg IR (s.d.) 12 Bup 1165.09 1080.86 1.00 215.78 204.63 1.05 te Findlay 1981 (male) [26]
100 mg SR (s.d.) 30 Bup 437.68 501.70 0.87 55.89 49.59 1.13 te Connarn 2017 [18]
100 mg SR (s.d.) 12 Bup 492.31 572.17 0.86 52.32 48.77 1.07 te Hogeland 2007 [36]
150 mg SR (m.d.) 42 Bup 910.01 689.79 1.32 95.34 51.32 1.86 te Benowitz 2013 [37]
150 mg SR (s.d.) 22 Bup 822.18 909.01 0.90 88.34 55.37 1.60 ta Chung 2011 [38]
150 mg SR (s.d.) 32 Bup 705.10 639.64 1.10 82.75 116.92 0.71 ta Connarn 2017 [18]
150 mg SR (s.d.) 24 Bup 657.81 693.30 0.95 95.34 51.32 1.86 te Dennison 2018 [39]
150 mg SR (s.d.) 17 Bup 1221.28 763.62 1.60 104.29 97.73 1.07 te Fan 2009 [11]
150 mg SR (s.d.) 30 Bup 743.43 734.89 1.01 82.66 79.34 1.04 te Farid 2008 [40]
150 mg SR (s.d.) 19 Bup 1048.12 941.59 1.11 126.61 118.63 1.07 ta Gao 2012 [12]
150 mg SR (s.d.) 34 Bup 873.80 1141.13 0.77 114.07 151.68 0.75 te Hsyu 1997 [41]
150 mg SR (s.d.) 14 Bup 1092.76 1319.17 0.83 90.21 140.82 0.64 te Lei 2009 [42]
150 mg SR (s.d.) 18 Bup 1075.17 1358.91 0.79 178.25 189.50 0.94 te Lei 2010 [43]
150 mg SR (s.d.) 18 Bup 932.99 832.02 1.12 98.22 74.04 1.33 ta Loboz 2006 [44]
150 mg SR (s.d.) 12 Bup 916.46 793.90 1.15 96.64 76.52 1.26 ta Palovaara 2003 [10]
150 mg SR (m.d.) 49 Bup 1861.39 1599.96 1.16 126.61 174.87 0.72 ta Patent 1b (US2006/0228415A1) [33]
150 mg SR (m.d.) 7 Bup 827.72 920.60 0.90 92.50 44.25 2.09 te Patent 2 (US8545880B2) [45]
150 mg SR (s.d.) 16 Bup 1097.92 1700.06 0.65 83.87 67.24 1.25 te Qin 2012 [14]
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Table S2.4: Predicted and observed AUClast and Cmax values of bupropion, hydroxybupropion, erythrohydrobupropion and threohydrobupropion
plasma concentrations. (continued)

Dosing n Compound AUClast pred
[ng*h/ml]

AUClast obs
[ng*h/ml]

AUClast
pred/obs

Cmax pred
[ng/ml]

Cmax obs
[ng/ml]

Cmax
pred/obs

Dataset Reference

150 mg SR (s.d.) 13 Bup 651.49 659.39 0.99 77.90 113.75 0.68 te Robertson 2008 [46]
150 mg SR (s.d.) 12 Bup 795.88 335.35 2.37 84.26 67.63 1.25 te Turpeinen 2005 [47]
150 mg SR (s.d.) 17 Bup 788.51 746.66 1.06 95.34 53.56 1.78 te Turpeinen 2007a [48]
150 mg SR (s.d.) 10 Bup 734.31 1082.42 0.68 73.91 78.49 0.94 te Turpeinen 2007b [48]
150 mg SR (s.d.) 16 Bup 920.83 817.53 1.13 120.32 179.49 0.67 te Turpeinen 2013 [49]
300 mg SR (s.d.) 24 Bup 1767.98 1803.47 0.98 52.32 48.77 1.07 te Kustra 1999 [50]
150 mg ER (s.d.) 30 Bup 701.46 434.50 1.61 67.23 46.49 1.45 ta Connarn 2017 [18]
300 mg ER (s.d.) 30 Bup 1552.49 860.70 1.80 150.08 106.61 1.41 te Connarn 2017 [18]
300 mg ER (m.d.) 30 Bup 2031.86 1571.33 1.29 168.64 156.81 1.08 te Patent 1a (US2006/0228415A1) [33]
300 mg ER (m.d.) 49 Bup 2051.28 1436.28 1.43 169.62 136.45 1.24 ta Patent 1b (US2006/0228415A1) [33]
300 mg ER (m.d.) 38 Bup 2078.06 1565.12 1.33 169.15 138.19 1.22 te Patent 3 (US7,645,802B2) [45]
300 mg ER (m.d.) 16 Bup 2355.85 1029.53 2.29 188.63 79.02 2.39 te Schmid 2012 [52]
300 mg ER (m.d.) - Bup 1413.04 1036.09 1.36 140.19 97.94 1.43 ta Woodcock 2012 [53]
450 mg ER (s.d.) 20 Bup 2870.69 2674.37 1.07 221.19 224.68 0.98 ta Paiement 2012 [54]

20 mg Cap (s.d.) 30 HBup 801.40 607.74 1.32 195.62 201.48 0.97 ta Bosilkovska 2016 [24]
25 mg Cap (s.d.) 10 HBup 427.83 257.69 1.66 256.21 244.02 1.05 te Bosilkovska 2014 [25]
75 mg IR (s.d.) 7 HBup 2953.13 2239.20 1.32 1079.21 1055.87 1.02 te Hesse 2006 [28]
75 mg IR (s.d.) 30 HBup 3269.46 3591.89 0.91 221.85 314.78 0.70 te Connarn 2017 [18]
100 mg IR (s.d.) 32 HBup 4332.10 4370.16 0.99 383.99 379.17 1.01 ta Connarn 2017 [18]
100 mg IR (s.d.) 15 HBup 6471.74 8796.79 0.74 237.18 250.64 0.95 te Masters 2016 [29]
100 mg IR (s.d.) 24 HBup 5853.48 9995.87 0.59 64.28 38.33 1.68 te Yamazaki 2017 [30]
100 mg IR (s.d.) 8 HBup 5498.67 5803.33 0.95 249.20 318.00 0.78 te Posner 1985a [32]
100 mg IR (m.d.) 8 HBup 26056.97 22722.51 1.15 377.70 317.49 1.19 te Posner 1985b [32]
100 mg IR (s.d.) 8 HBup 5890.56 5597.22 1.05 47.21 34.64 1.36 te Posner 1985c [32]
100 mg IR (m.d.) 30 HBup 22454.16 22075.43 1.02 173.88 126.04 1.38 ta Patent 1a (US2006/0228415A1) [33]
150 mg IR (s.d.) 10 HBup 9160.32 9618.74 0.95 227.45 250.39 0.91 ta Kharasch 2008 [34]
150 mg IR (s.d.) 13 HBup 10351.70 13530.75 0.77 997.47 979.94 1.02 te Kharasch 2008b [? ]
100 mg SR (s.d.) 30 HBup 4045.70 3549.10 1.14 228.03 194.98 1.17 te Connarn 2017 [18]
100 mg SR (s.d.) 12 HBup 6811.49 7084.82 0.96 216.14 182.94 1.18 te Hogeland 2007 [36]
150 mg SR (m.d.) 42 HBup 10957.92 9547.77 1.15 573.84 436.84 1.31 te Benowitz 2013 [37]
150 mg SR (s.d.) 22 HBup 8738.64 8936.26 0.98 366.16 363.64 1.01 ta Chung 2011 [38]
150 mg SR (s.d.) 32 HBup 6041.12 4633.27 1.30 573.84 436.84 1.31 ta Connarn 2017 [18]
150 mg SR (s.d.) 17 HBup 9661.12 3268.52 2.96 366.16 363.64 1.01 te Fan 2009 [11]
150 mg SR (s.d.) 30 HBup 10502.50 12055.85 0.87 293.00 102.05 2.87 te Farid 2008 [40]
150 mg SR (s.d.) 19 HBup 11539.68 11762.50 0.98 327.37 331.16 0.99 te Gao 2012 [12]
150 mg SR (s.d.) 34 HBup 10166.26 13447.39 0.76 216.14 182.94 1.18 te Hsyu [? ]
150 mg SR (s.d.) 14 HBup 11893.87 7482.04 1.59 624.98 602.58 1.04 te Lei 2009 [42]
150 mg SR (s.d.) 18 HBup 11704.75 7112.73 1.65 353.25 379.78 0.93 te Lei 2010 [43]
150 mg SR (s.d.) 18 HBup 10854.40 12976.72 0.84 293.00 267.66 1.09 ta Loboz 2006 [44]
150 mg SR (s.d.) 12 HBup 10727.87 13747.54 0.78 353.29 420.35 0.84 ta Palovaara 2003 [10]
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Table S2.4: Predicted and observed AUClast and Cmax values of bupropion, hydroxybupropion, erythrohydrobupropion and threohydrobupropion
plasma concentrations. (continued)

Dosing n Compound AUClast pred
[ng*h/ml]

AUClast obs
[ng*h/ml]

AUClast
pred/obs

Cmax pred
[ng/ml]

Cmax obs
[ng/ml]

Cmax
pred/obs

Dataset Reference

150 mg SR (m.d.) 49 HBup 22365.49 23315.14 0.96 343.79 300.46 1.14 ta Patent 1b (US2006/0228415A1) [33]
150 mg SR (s.d.) 16 HBup 8372.74 8540.70 0.98 315.19 376.14 0.84 te Qin 2012 [14]
150 mg SR (s.d.) 13 HBup 7644.43 12305.92 0.62 322.75 348.93 0.92 te Robertson 2008 [46]
150 mg SR (s.d.) 12 HBup 10397.75 11506.36 0.90 409.26 380.38 1.08 te Turpeinen 2005 [47]
150 mg SR (s.d.) 17 HBup 9557.71 13862.09 0.69 573.84 435.00 1.32 te Turpeinen 2007 [48]
150 mg SR (s.d.) 10 HBup 10597.39 12076.82 0.88 285.43 415.53 0.69 te Turpeinen 2007 [48]
150 mg SR (s.d.) 16 HBup 12401.84 13350.60 0.93 364.92 223.79 1.63 te Turpeinen 2013 [49]
300 mg SR (s.d.) 24 HBup 19212.14 21964.35 0.87 339.72 386.80 0.88 te Kustra 1999 [50]
150 mg ER (s.d.) 30 HBup 5583.86 4088.58 1.37 318.33 217.43 1.46 ta Connarn 2017 [18]
300 mg ER (s.d.) 30 HBup 11061.39 7266.99 1.52 635.02 392.91 1.62 te Connarn 2017 [18]
300 mg ER (m.d.) 30 HBup 21885.82 20133.46 1.09 1123.03 1030.00 1.09 te Patent 1a (US2006/0228415A1) [33]
300 mg ER (m.d.) 49 HBup 22072.35 20458.99 1.08 1130.27 1061.85 1.06 ta Patent 1b (US2006/0228415A1) [33]
300 mg ER (m.d.) 38 HBup 22654.20 26187.27 0.87 1126.80 1280.80 0.88 te Patent 3 (US7,645,802B2) [45]
300 mg ER (m.d.) 16 HBup 25727.64 15469.07 1.66 1196.56 668.29 1.79 te Schmid 2012 [52]

75 mg IR (s.d.) 7 EBup 186.61 111.51 1.67 14.50 20.45 0.71 te Hesse 2006 [28]
75 mg IR (s.d.) 30 EBup 204.83 228.25 0.90 12.19 11.26 1.08 te Connarn 2017 [18]
100 mg IR (s.d.) 32 EBup 275.48 180.72 1.52 15.90 9.24 1.72 ta Connarn 2017 [18]
100 mg IR (s.d.) 15 EBup 514.26 1205.83 0.43 88.37 108.50 0.81 te Masters 2016 [29]
100 mg IR (m.d.) 30 EBup 1877.36 2312.75 0.81 83.97 110.63 0.76 ta Patent 1a (US2006/0228415A1) [33]
100 mg IR (s.d.) 8 EBup 2586.00 3430.72 0.75 11.27 6.43 1.75 te Posner 1985b [32]
100 mg SR (s.d.) 30 EBup 256.95 234.68 1.09 13.61 13.42 1.01 te Connarn 2017 [18]
150 mg SR (m.d.) 42 EBup 936.91 733.66 1.28 45.94 36.84 1.25 te Benowitz 2013 [37]
150 mg SR (s.d.) 32 EBup 394.99 292.35 1.35 20.47 15.15 1.35 ta Connarn 2017 [18]
150 mg SR (m.d.) 49 EBup 1925.27 2084.16 0.92 89.99 98.09 0.92 ta Patent 1b (US2006/0228415A1) [33]
150 mg ER (s.d.) 30 EBup 369.29 231.71 1.59 20.01 12.54 1.60 ta Connarn 2017 [18]
300 mg ER (s.d.) 30 EBup 737.65 456.12 1.62 40.29 22.44 1.79 te Connarn 2017 [18]
300 mg ER (m.d.) 30 EBup 2041.89 2144.43 0.95 95.75 103.90 0.92 te Patent 1a (US2006/0228415A1) [33]
300 mg ER (m.d.) 49 EBup 1992.83 1807.20 1.10 96.76 89.23 1.08 ta Patent 1b (US2006/0228415A1) [33]
300 mg ER (m.d.) 38 EBup 2050.67 2143.29 0.96 96.28 103.42 0.93 ta Patent 3 (US2006/0228415A1) [45]

75 mg IR (s.d.) 7 TBup 777.19 644.82 1.21 42.87 47.04 0.91 te Hesse 2006 [28]
75 mg IR (s.d.) 30 TBup 855.38 723.62 1.18 46.53 45.94 1.01 te Connarn 2017 [18]
100 mg IR (s.d.) 32 TBup 1147.99 1072.29 1.07 60.66 70.73 0.86 ta Connarn 2017 [18]
100 mg IR (s.d.) 15 TBup 2339.96 1220.23 1.92 54.62 46.64 1.17 te Masters 2016 [29]
100 mg IR (s.d.) 8 TBup 1742.91 1681.44 1.04 55.59 69.63 0.80 te Posner 1985a [32]
100 mg IR (m.d.) 8 TBup 14825.56 13696.52 1.08 438.38 458.40 0.96 te Posner 1985b [32]
100 mg IR (s.d.) 8 TBup 2074.02 1548.84 1.34 64.15 59.95 1.07 te Posner 1985 [32]
100 mg IR (m.d.) 30 TBup 9898.68 11793.82 0.84 454.37 579.14 0.78 te Patent 1a (US2006/0228415A1) [33]
100 mg SR (s.d.) 30 TBup 1072.66 1097.26 0.98 54.17 70.09 0.77 te Connarn 2017 [18]
150 mg SR (m.d.) 42 TBup 4781.47 4372.26 1.09 224.52 201.32 1.12 te Benowitz 2013 [37]
150 mg SR (s.d.) 32 TBup 1623.87 1518.32 1.07 81.37 82.05 0.99 ta Connarn 2017 [18]

P
age

40



Table S2.4: Predicted and observed AUClast and Cmax values of bupropion, hydroxybupropion, erythrohydrobupropion and threohydrobupropion
plasma concentrations. (continued)

Dosing n Compound AUClast pred
[ng*h/ml]

AUClast obs
[ng*h/ml]

AUClast
pred/obs

Cmax pred
[ng/ml]

Cmax obs
[ng/ml]

Cmax
pred/obs

Dataset Reference

150 mg SR (m.d.) 49 TBup 10243.07 10905.15 0.94 466.39 539.88 0.86 ta Patent 1b (US2006/0228415A1) [33]
150 mg ER (s.d.) 30 TBup 1507.34 1169.41 1.29 80.79 63.89 1.26 ta Connarn 2017 [18]
300 mg ER (s.d.) 30 TBup 3000.24 2113.31 1.42 161.42 121.15 1.33 te Connarn 2017 [18]
300 mg ER (m.d.) 30 TBup 10332.95 10585.97 0.98 488.69 560.01 0.87 te Patent 1a (US2006/0228415A1) [33]
300 mg ER (m.d.) 49 TBup 10525.00 9316.26 1.13 495.81 486.37 1.02 ta Patent 1b (US2006/0228415A1) [33]
300 mg ER (m.d.) 38 TBup 10784.29 10055.56 1.07 492.44 518.18 0.95 te Patent 3 (US2006/0228415A1) [45]

GMFE (range) 1.31 (1.00–3.06) 1.29 (1.00–2.87)
pred/obs within twofold (range) 95.97%; 119/124 (0.43–3.06) 97.58%; 121/124 (0.55–2.87)

AUClast, area under the concentration-time curve calculated from the first time point to the last time point; Bup, bupropion; Cap, capsule (Geneva cocktail [74]); Cmax, maximum concentration;
EBup, erythrohydrobupropion; ER, extended release tablet formulation; GMFE,geometric mean fold error; HBup, hydroxybupropion; IR, immediate release tablet formulation; m.d., multiple dose;
n, number of individuals studied; obs, observed; pred predicted; s.d., single dose; SR, sustained release formulation; TBup, threohydrobupropion; ta, training dataset; te, test dataset; -, not
available.
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2.5.5 Local sensitivity analysis

Figures S2.5.19-S2.5.22 show the results of the local sensitivity analyses on the AUC of the compounds
bupropion, hydroxybupropion, erythrohydrobupropion and threohydrobupopion. Sensitivity of the model
to single parameter changes was determined as change of the simulated AUC extrapolated to infinity
from the time of bupropion application after the last application of a 14 day multiple dose regimen of 100
mg IR (three times daily), 150 mg SR (twice daily) or 300 mg ER (once daily). A sensitivity value of
-0.5 indicates a 5% decrease of the simulated AUC if the examined parameter is incraeased by 10%.
Meaningful differences between formulations were only visible for the bupropion AUC. For all modeled
compounds, fraction unbound in plasma (nonoptimized value) had the strongest impact. Lipophilicity of
bupropion (optimized value) was more impactful for extended release administrations than for immediate
release and sustained release formulations. In general, metabolite AUC is less sensitive to changes in
bupropion lipophilicity than to metabolic pathways. Among the alteration of kinetics of the implemented
metabolic pathways, CYP2B6 as well as 11β -HSD kinetics show a more profound influence on bupropion
AUC than CYP2C19 kinetics, which reflects the key role of CYP2B6 in bupropion metabolism as described
in literature [21]. Binding parameters KD and koff show no impact AUC of bupropion and metabolites after
multiple dose application.

Figure S2.5.19: Bupropion PBPK model sensitivity analyses - bupropion. *, fitted for IR and SR; 11β -
HSD, 11β -hydroxysteroid dehydrogenase 1; BP, binding partner; Bup, bupropion; CYP,
cytochrome P450; DS, dissolution shape; DT, dissolution time; EBup, erythrohydrobupro-
pion; ER, extended release; fit., fitted in parameter optimization; GFR, glomerular filtra-
tion rate; IR, immediate release; KD, dissociation constant for binding; kcat, catalytic rate
constant; KM, Michaelis-Menten constant; koff, dissociation rate constant for binding; lit.,
literature; log P, lipophilicity; pKa, acidic dissociation constant; Spec. intest. perm.,
specific intestinal permeability; textbfSR, sustained release; TBup, threohydrobupropion.
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Figure S2.5.20: Bupropion PBPK model sensitivity analyses - hydroxybupropion. *, fitted for IR and
SR; 11β -HSD, 11β -hydroxysteroid dehydrogenase 1; BP, binding partner; Bup, bupro-
pion; CYP, cytochrome P450; DS, dissolution shape; DT, dissolution time; EBup, ery-
throhydrobupropion; ER, extended release; fit., fitted in parameter optimization; GFR,
glomerular filtration rate; HBup, hydroxybupropion; IR, immediate release; KD, dissoci-
ation constant for binding; kcat, catalytic rate constant; KM, Michaelis-Menten constant;
koff, dissociation rate constant for binding; lit., literature; log P, lipophilicity; pKa, acidic
dissociation constant; Spec. intest. perm., specific intestinal permeability; textbfSR,
sustained release; TBup, threohydrobupropion.
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Figure S2.5.21: Bupropion PBPK model sensitivity analyses - erythrohydrobupropion. *, fitted for
IR and SR; 11β -HSD, 11β -hydroxysteroid dehydrogenase 1; BP, binding partner; Bup,
bupropion; CYP, cytochrome P450; DS, dissolution shape; DT, dissolution time; EBup,
erythrohydrobupropion; ER, extended release; fit., fitted in parameter optimization; GFR,
glomerular filtration rate; IR, immediate release; KD, dissociation constant for binding;
kcat, catalytic rate constant; KM, Michaelis-Menten constant; koff, dissociation rate con-
stant for binding; lit., literature; log P, lipophilicity; pKa, acidic dissociation; Spec. in-
test. perm., specific intestinal permeability; textbfSR, sustained release; TBup, threohy-
drobupropion.
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Figure S2.5.22: Bupropion PBPK model sensitivity analyses - threohydrobupropion. *, fitted for IR
and SR; 11β -HSD, 11β -hydroxysteroid dehydrogenase 1; BP, binding partner; Bup,
bupropion; CYP, cytochrome P450; DS, dissolution shape; DT, dissolution time; EBup,
erythrobupropion; ER, extended release; fit., fitted in parameter optimization; GFR,
glomerular filtration rate; IR, immediate release; KD, dissociation constant for binding;
kcat, catalytic rate constant; KM, Michaelis-Menten constant; koff, dissociation rate con-
stant for binding; lit., literature; log P, lipophilicity; pKa, acidic dissociation; Spec. in-
test. perm., specific intestinal permeability; textbfSR, sustained release; TBup, threohy-
drobupropion.
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3 DGI prediction

3.1 Background

CYP2B6 expression can be influenced by polymorphisms, especially single nucleotide polymorphisms
[21]. Several genetic variants for the gene encoding for CYP2B6 have been reported [75]. According to
dose recommendations published by the clinical pharmacogenetics implementation consortium (CPIC),
these can lead to different phenotypes, i.e. poor metabolizers (PM), intermediate metabolizers (IM), nor-
mal metabolizers (NM) and rapid metabolizers (RM) [75]. For bupropion, dose recommendation based
on CYP2B6 genotype are not established yet. Genetic polymorphisms that were included in the model
were: CYP2B6*1, CYP2B6*4, CYP2B6*5 and CYP2B6*6. Various combinations as homo- or heterozy-
gous expressions of these polymorphisms were simulated. Polymorphisms were chosen based on their
frequency and functionality in order to describe various investigated phenotypes (CYP2B6*1: 49.07%,
CYP2B6*4: 4.09%, CYP2B6*5: 11.55% and CYP2B6*6: 23.30% in European populations).
For the description of different allele combinations, the enzyme was integrated twice. For the variants
CYP2B6*4 and CYP2B6*5, necessary parameters (KM and kcat) were obtained from literature. Further-
more, KM values for the CYP2B6*1 and CYP2B6*6 genotypes were also derived from the literature,
whereas the kcat value for CYP2B6*1 was optimized with data on mostly wildtype subjects and the kcat

value for CYP2B6*6 by fitting plasma concentration-time profiles to a study including only CYP2B6*6|*6
subjects. Tabls S3.1 lists the clinical studies and Table S3.2 the model parameter used for DGI prediction.
DGI AUCHBup/Bup and Cmax HBup/Bup ratios calculated from predictions were compared to observed values
described in the literature.
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3.2 Clinical studies

Clinical studies listed in Table S3.1 include data of patients with CYP2B6 variants. Virtual individuals were built according to the demographics
published in the respective study reports. If no data on demographics was reported, a standard individual were used as described in Section 1.4.

Table S3.1: Clinical studies used for DGI model development.
Dosing n Age [years] Weight [kg] BMI [kg/m²] Females [%] CYP2B6 genotype (n) Dataset Reference

150 mg IR (s.d.) 21 28 (±7) 72 (±14) - 57 *1|*1 te Kharasch 2019 [21]
150 mg IR (s.d.) 4 29 (±7) 68 (±14) - 50 *1|*4 and *4|*6 te Kharasch 2019 [21]
150 mg IR (s.d.) 20 28 (±8) 78 (±12) - 30 *1|*6 te Kharasch 2019 [21]
150 mg IR (s.d.) 2 28 (±1) 84 (±0) - 0 *5|*5 te Kharasch 2019 [21]
150 mg IR (s.d.) 17 32 (±9) 71 (±13) - 59 *6|*6 ta Kharasch 2019 [21]

150 mg SR (s.d.) 22 22.7 65 - 27.3 *1|*1 (19), *1|*4 (3) ta Chung 2011 [38]
150 mg SR (s.d.) 13 22.7 65 - 27.3 *1|*6 (11), *6|*6 (2) te Chung 2011 [38]

150 mg SR (s.d.) 19 - - - - *1|*1 te aGao 2016 [13]
150 mg SR (s.d.) 11 - - - - *1|*6 te aGao 2016 [13]
150 mg SR (s.d.) 6 - - - - *6|*6 te aGao 2016 [13]
150 mg SR (s.d.) 6 22 (19–34) 72 (53–99) 23.1 (18.4–26.9) 0 *1|*1 te Loboz 2006 [44]
150 mg SR (s.d.) 1 22 (20–32) 64 (53–76) 21.4 (18.4–24.4) 0 *1|*4 te Loboz 2006 [44]
150 mg SR (s.d.) 1 22 (19–34) 80 (60–99) 24.8 (19.7–26.9) 0 *1|*5 te Loboz 2006 [44]
150 mg SR (s.d.) 6 22 (19–34) 72 (53–99) 23.1 (18.4–26.9) 0 *1|*6 te Loboz 2006 [44]
150 mg SR (s.d.) 1 22 (19–34) 80 (60–99) 24.8 (19.7–26.9) 0 *5|*5 te Loboz 2006 [44]
150 mg SR (s.d.) 1 22 (20–32) 64 (53–76) 21.4 (18.4–24.4) 0 *4|*6 te Loboz 2006 [44]
150 mg SR (s.d.) 1 22 (20–32) 64 (53–76) 21.4 (18.4–24.4) 0 *6|*6 te Loboz 2006 [44]

BMI, body mass index; CYP, cytochrome P450; IR, immediate release formulation; n, number of individuals studied; s.d., single dose; SR, sustained release formulation; ta, training dataset; te,
test dataset; -, no data available. Values are given as mean ± standard deviation (SD), the range of values is given in brackets.
a, reported as SR but simulated as IR due to early Cmax vales observed.
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3.3 Drug-dependent model parameters

For implementation of the DGIs, model parameters were used as for the general model listed previously
in Table S2.2. Table S3.2 lists the parameters that were adapted for different genotype scenarios. Details
on DGI implementation can be found in Section 1.5.1.

Table S3.2: Model parameter adapted for DGI implementation.
Parameter Unit Value Source Reference Description

CYP2B6 KM *1 µmol/l 25.80 lit. [66] Michaelis-Menten constant for the *1 allele
CYP2B6 kcat *1 1/min 10.87 opt. [66] Catalytic rate constant for the *1 allele
CYP2B6 KM *6 µmol/l 61.62 lit. [66] Michaelis-Menten constant for the *6 allele
CYP2B6 kcat *6 1/min 9.52 opt. [66] Catalytic rate constant for the *6 allele
CYP2B6 KM *4 µmol/l 12.70 lit. [76] Michaelis-Menten constant for the *4 allele
CYP2B6 kcat *4 1/min 18.12 lit. [76] Catalytic rate constant for the *4 allele
CYP2B6 KM *5 µmol/l 15.59 lit. [76] Michaelis-Menten constant for the *5 allele
CYP2B6 kcat *5 1/min 11.28 lit. [76] Catalytic rate constant for the *5 allele

CYP, cytochrome P450; lit., literature; opt., optimized.
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3.4 Concentration-time profiles

The geometric means of the population predictions (n=500) are shown as solid lines and corresponding
observed data as filled dots. Symbols represent the arithmetic mean values ± standard deviation, if
available. The shaded areas indicate the geometric standard deviation. Details on dosing regimens,
study populations and literature references are listed in Table S3.1.

(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure S3.4.1: Plasma concentration-time profiles of DGI predictions on a linear scale. Control, with-
out perpetrator; DDI, drug-drug-interaction with rifampicin; IM, intermediate metabolizers;
IR, immediate release tablet; NM, normal metabolizers; PM, poor metabolizers; RM, rapid
metabolizers; s.d., single dose; SR, sustained release.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure S3.4.2: Plasma concentration-time profiles of DGI predictions on a semi-logarithmic scale.
Control, without perpetrator; DDI, drug-drug-interaction with rifampicin; IM, intermediate
metabolizers; IR, immediate release tablet; NM, normal metabolizers; PM, poor metaboliz-
ers; RM, rapid metabolizers; s.d., single dose; SR, sustained release.
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3.5 Model evaluation

3.5.1 Predicted compared to observed concentrations goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed plasma concentrations are illustrated
in Figure S3.5.3. Details on dosing regimens, study populations and literature references are listed in
Table S3.1. Predicted and observed PK parameters are summarized in Table S3.4.

(a) Bupropion (b) Hydroxybupropion

Figure S3.5.3: DGI predicted compared to observed plasma concentrations of (a) bupropion and
(b) hydroxybupropion. The solid line marks the line of identity. Dotted lines indicate
1.25-fold, dashed lines indicate 2-fold deviation. Control, without perpetrator; DDI, drug-
drug-interaction with perpetrator; DGI, drug-gene-interaction.
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3.5.2 Mean relative deviation of plasma concentration predictions

Table S3.3: Mean relative deviation values of bupropion and hydroxybupropion DGI plasma concentration
predictions.

Dosing n Compound MRD Compound MRD Dataset Reference

150 mg IR (s.d.) 21 Bup 1.34 HBup 1.16 te Kharasch 2019 *1|*1 [21]
150 mg IR (s.d.) 4 Bup 1.63 HBup 1.29 te Kharasch 2019 *1|*4 & *4|*6 [21]
150 mg IR (s.d.) 20 Bup 1.86 HBup 1.48 te Kharasch 2019 *1|*6 [21]
150 mg IR (s.d.) 2 Bup 1.58 HBup 1.17 te Kharasch 2019 *5|*5 [21]
150 mg IR (s.d.) 17 Bup 1.91 HBup 1.16 ta Kharasch 2019 *6|*6 [21]
150 mg SR (s.d.) 13 Bup 1.14 HBup 1.10 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 Bup 1.47 HBup 1.42 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 Bup 1.28 HBup 1.11 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 Bup 1.37 HBup 1.39 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 19 Bup 1.33 HBup 1.17 te Gao 2016 *1|*1 [13]
150 mg SR (s.d.) 11 Bup 1.43 HBup 1.18 te Gao 2016 *1|*6 [13]
150 mg SR (s.d.) 6 Bup 1.28 HBup 1.15 te Gao 2016 *6|*6 [13]

Mean 1.33 (1.10–1.91)
Median 1.29 (1.10–1.91)

100% (24/24) ≤ 2

Bup, bupropion; Control, without perpetrator; DDI, drug-drug-interaction with perpetrator; HBup, hydroxybupropion; IR, immedi-
ate release formulation; m.d., multiple dose; MRD, mean relative deviation; n, number of individuals studied; s.d., single dose;
SR, sustained release formulation; ta, training dataset; te, test dataset.
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3.5.3 AUC and Cmax goodness-of-fit plots

Following, predicted compared to observed AUC and Cmax values are shown for individual bupropion and
hydroxybupropion profiles, their metabolite-parent AUC and Cmax ratio and their DGI effect metabolite-
parent AUC and Cmax ratio, respectively. Details on dosing regimens, study populations and literature
references are listed in Table S3.1. Predicted and observed PK parameters are summarized in Tables
S3.4, S3.5 and S3.6.

(a) AUC (b) AUCHBup/Bup (c) DGI AUCHBup/Bup

(d) Cmax (e) Cmax, HBup/Bup (f) DGI Cmax, HBup/Bup

Figure S3.5.4: Predicted compared to observed (a) AUC values, (b) AUCHBup/Bup ratios, (c) DGI
AUCHBup/Bup, (d) Cmax values, (e) Cmax, HBup/Bup ratios and (f) DGI Cmax, HBup/Bup ra-
tios. The solid line marks the line of identity. Dotted lines indicate 1.25-fold, dashed
lines indicate 2-fold deviation. The curved gray lines show the prediction success lim-
its suggested by Guest et al. allowing a 1.25-fold variability [77]. AUC, area under the
plasma concentration-time curve; Bup, bupropion; Cmax, maximum plasma concentration;
Control, without perpetrator; DDI, drug-drug-interaction with perpetrator; DGI, drug-gene-
interaction; HBup, hydroxybupropion.
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3.5.4 Geometric mean fold error of predicted AUC and Cmax values, AUCHBup/Bup and Cmax, HBup/Bup ratios, and DGI
AUCHBup/Bup and DGI Cmax, HBup/Bup ratios

Table S3.4: Predicted and observed AUClast and Cmax values of bupropion and hydroxybupropion DGI plasma concentrations.
Dosing n Compound AUClast pred

[ng*h/ml]
AUClast obs

[ng*h/ml]
AUClast

pred/obs
Cmax pred

[ng/ml]
Cmax obs

[ng/ml]
Cmax

pred/obs
Dataset Reference

150 mg IR (s.d.) 21 Bup 907.72 928.90 0.98 144.55 153.01 0.94 te Kharasch 2019 *1|*1 [21]
150 mg IR (s.d.) 4 Bup 683.07 429.31 1.59 141.71 68.99 2.05 te Kharasch 2019 *1|*4 & *4|*6 [21]
150 mg IR (s.d.) 20 Bup 1014.16 759.08 1.34 167.69 121.58 1.38 te Kharasch 2019 *1|*6 [21]
150 mg IR (s.d.) 2 Bup 640.82 1070.57 0.60 121.60 212.09 0.57 te Kharasch 2019 *5|*5 [21]
150 mg IR (s.d.) 17 Bup 1251.29 860.49 1.45 176.61 145.49 1.21 ta Kharasch 2019 *6|*6 [21]
150 mg SR (s.d.) 13 Bup 823.49 909.01 0.91 104.29 97.73 1.07 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 Bup 360.82 351.52 1.03 50.49 44.49 1.13 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 Bup 958.22 1268.88 0.76 116.76 116.63 1.00 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 Bup 373.58 309.15 1.21 63.99 44.66 1.43 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 19 Bup 790.62 613.15 1.29 200.62 144.96 1.38 te Gao 2016 *1|*1 [13]
150 mg SR (s.d.) 11 Bup 1016.99 820.34 1.24 219.70 181.33 1.21 te Gao 2016 *1|*6 [13]
150 mg SR (s.d.) 6 Bup 1402.08 1483.80 0.94 244.27 269.84 0.91 te Gao 2016 *6|*6 [13]

150 mg IR (s.d.) 28 HBup 10298.60 12764.00 0.81 378.25 336.77 1.12 te Kharasch 2019 *1|*1 [21]
150 mg IR (s.d.) 4 HBup 14169.45 14938.93 0.95 518.15 520.08 1.00 te Kharasch 2019 *1|*4 and *4|*6 [21]
150 mg IR (s.d.) 20 HBup 8093.83 9126.07 0.89 278.28 280.29 0.99 te Kharasch 2019 *1|*6 [21]
150 mg IR (s.d.) 2 HBup 11293.90 17774.72 0.64 402.75 458.17 0.88 te Kharasch 2019 *5|*5 [21]
150 mg IR (s.d.) 17 HBup 6250.18 8101.38 0.77 220.67 213.17 1.04 ta Kharasch 2019 *6|*6 [21]
150 mg SR (s.d.) 13 HBup 8744.70 8936.26 0.98 366.16 363.64 1.01 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 HBup 8750.56 9498.00 0.92 499.27 687.07 0.73 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 HBup 7304.46 7976.41 0.92 300.13 314.03 0.96 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 HBup 8726.17 7838.55 1.11 476.89 559.91 0.85 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 19 HBup 11675.08 10421.81 1.12 401.09 327.24 1.23 te Gao 2016 *1|*1 [13]
150 mg SR (s.d.) 11 HBup 9827.62 9404.32 1.05 326.93 340.08 0.96 te Gao 2016 *1|*6 [13]
150 mg SR (s.d.) 6 HBup 7045.71 7886.01 0.89 228.64 291.04 0.79 te Gao 2016 *6|*6 [13]

GMFE (range) 1.22 (1.02–1.59) 1.21 (1.00–2.05)
pred/obs within twofold (range) 100%; 24/24 (0.60–1.59) 95.83%; 23/24 (0.57–2.05)

AUC, area under the plasma concentration-time curve; Bup, bupropion; Cmax, maximum plasma concentration; Control, without perpetrator; DDI, drug-drug-interaction with perpetrator; GMFE,
geometric mean fold error; HBup, hydroxybupropion; IR, immediate release formulation; n, number of individuals studied; obs, observed; pred, predicted; s.d., single dose; SR, sustained
release formulation; ta, training dataset; te, test dataset.
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Table S3.5: Predicted and observed AUCHBup/Bup and Cmax, HBup/Bup ratios of bupropion and hydroxybupropion DGI plasma concentrations.
Dosing n AUCHBup/Bup

pred
AUCHBup/Bup

obs
AUCHBup/Bup

pred/obs
Cmax, HBup/Bup

pred
Cmax, HBup/Bup

obs
Cmax, HBup/Bup

pred/obs
Dataset Reference

150 mg IR (s.d.) 28 11.35 13.74 0.83 2.62 2.20 1.19 te Kharasch 2019 *1|*1 [21]
150 mg IR (s.d.) 4 20.74 34.80 0.60 3.66 7.54 0.49 te Kharasch 2019 *1|*4 and *4|*6 [21]
150 mg IR (s.d.) 20 7.98 12.02 0.66 1.66 2.31 0.72 te Kharasch 2019 *1|*6 [21]
150 mg IR (s.d.) 2 17.62 16.60 1.06 3.31 2.16 1.53 te Kharasch 2019 *5|*5 [21]
150 mg IR (s.d.) 17 4.99 9.41 0.53 1.25 1.47 0.85 ta Kharasch 2019 *6|*6 [21]
150 mg SR (s.d.) 13 10.62 9.83 1.08 3.51 3.72 0.94 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 24.25 27.02 0.90 9.89 15.44 0.64 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 7.62 6.29 1.21 2.57 2.69 0.95 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 23.36 25.36 0.92 7.45 12.54 0.59 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 19 14.77 17.00 0.87 2.00 2.26 0.89 te Gao 2016 *1|*1 [13]
150 mg SR (s.d.) 11 9.66 11.46 0.84 1.49 1.88 0.79 te Gao 2016 *1|*6 [13]
150 mg SR (s.d.) 6 5.03 5.31 0.95 0.94 1.08 0.87 te Gao 2016 *6|*6 [13]
150 mg SR (s.d.) 6 11.76 18.50 0.64 - - - te Loboz 2006 *1|*1 Control [44]
150 mg SR (s.d.) 6 21.78 30.90 0.70 - - - te Loboz 2006 *1|*1 DDI [44]
150 mg SR (s.d.) 1 22.75 25.40 0.90 - - - te Loboz 2006 *1|*4 Control [44]
150 mg SR (s.d.) 1 45.56 47.50 0.96 - - - te Loboz 2006 *1|*4 DDI [44]
150 mg SR (s.d.) 1 15.47 32.70 0.47 - - - te Loboz 2006 *1|*5 Control [44]
150 mg SR (s.d.) 1 32.36 45.90 0.71 - - - te Loboz 2006 *1|*5 DDI [44]
150 mg SR (s.d.) 6 8.38 14.50 0.58 - - - te Loboz 2006 *1|*6 Control [44]
150 mg SR (s.d.) 6 17.32 28.20 0.61 - - - te Loboz 2006 *1|*6 DDI [44]
150 mg SR (s.d.) 1 19.58 18.00 1.09 - - - te Loboz 2006 *4|*6 Control [44]
150 mg SR (s.d.) 1 38.87 38.30 1.01 - - - te Loboz 2006 *4|*6 DDI [44]
150 mg SR (s.d.) 1 18.87 21.70 0.87 - - - te Loboz 2006 *5|*5 Control [44]
150 mg SR (s.d.) 1 39.06 45.40 0.86 - - - te Loboz 2006 *5|*5 DDI [44]
150 mg SR (s.d.) 1 4.98 8.10 0.61 - - - te Loboz 2006 *6|*6 Control [44]
150 mg SR (s.d.) 1 9.69 13.60 0.71 - - - te Loboz 2006 *6|*6 DDI [44]

GMFE (range) 1.33 (1.01–2.14) 1.31 (1.04–2.06)
pred/obs within twofold (range) 96.15%; 25/26 (0.47–1.21) 91.67%; 11/12 (0.49–1.53)

AUC, area under the plasma concentration-time curve; Bup, bupropion; Cmax, maximum plasma concentration; Control, without perpetrator; DDI, drug-drug-interaction with perpetrator; GMFE,
geometric mean fold error; HBup, hydroxybupropion; IR, immediate release formulation; n, number of individuals studied; obs, observed; pred, predicted; s.d., single dose; SR, sustained
release formulation; ta, training dataset; te, test dataset; -, no data available.
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Table S3.6: Predicted and observed DGI AUCHBup/Bup and DGI Cmax, HBup/Bup ratios of bupropion and hydroxybupropion DGI plasma concentrations.
Dosing n DGI

AUCHBup/Bup
pred

DGI
AUCHBup/Bup

obs

DGI
AUCHBup/Bup

pred/obs

DGI
Cmax, HBup/Bup

pred

DGI
Cmax, HBup/Bup

obs

DGI
Cmax, HBup/Bup

pred/obs

Dataset Reference

150 mg IR (s.d.) 4 1.83 2.53 0.72 1.40 3.43 0.41 te Kharasch 2019 *1|*4 and *4|*6 [21]
150 mg IR (s.d.) 20 0.70 0.87 0.80 0.63 1.05 0.60 te Kharasch 2019 *1|*6 [21]
150 mg IR (s.d.) 2 1.55 1.21 1.28 1.26 0.98 1.29 te Kharasch 2019 *5|*5 [21]
150 mg IR (s.d.) 17 0.44 0.68 0.64 0.48 0.67 0.71 ta Kharasch 2019 *6|*6 [21]
150 mg SR (s.d.) 9 0.72 0.64 1.13 0.73 0.64 1.12 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 0.96 0.94 1.02 0.75 0.94 1.02 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 11 0.65 0.67 0.97 0.75 0.83 0.90 te Gao 2016 *1|*6 [13]
150 mg SR (s.d.) 6 0.34 0.31 1.09 0.47 0.48 0.98 te Gao 2016 *6|*6 [13]
150 mg SR (s.d.) 1 2.01 1.37 1.46 - - - te Loboz 2006 *1|*4 Control [44]
150 mg SR (s.d.) 1 2.09 1.54 1.36 - - - te Loboz 2006 *1|*4 DDI [44]
150 mg SR (s.d.) 1 1.29 1.77 0.73 - - - te Loboz 2006 *1|*5 Control [44]
150 mg SR (s.d.) 1 1.49 1.49 1.00 - - - te Loboz 2006 *1|*5 DDI [44]
150 mg SR (s.d.) 6 0.71 0.78 0.91 - - - te Loboz 2006 *1|*6 Control [44]
150 mg SR (s.d.) 6 0.80 0.91 0.87 - - - te Loboz 2006 *1|*6 DDI [44]
150 mg SR (s.d.) 1 1.72 0.97 1.77 - - - te Loboz 2006 *4|*6 Control [44]
150 mg SR (s.d.) 1 1.78 1.24 1.44 - - - te Loboz 2006 *4|*6 DDI [44]
150 mg SR (s.d.) 1 1.58 1.17 1.34 - - - te Loboz 2006 *5|*5 Control [44]
150 mg SR (s.d.) 1 1.79 1.47 1.22 - - - te Loboz 2006 *5|*5 DDI [44]
150 mg SR (s.d.) 1 0.42 0.44 0.97 - - - te Loboz 2006 *6|*6 Control [44]
150 mg SR (s.d.) 1 0.44 0.44 1.01 - - - te Loboz 2006 *6|*6 DDI [44]

GMFE (range) 1.25 (1.00–1.77) 1.35 (1.05–2.44)
pred/obs within twofold (range) 100%; 20/20 (0.64–1.77) 87.5%; 7/8 (0.41–1.29)

AUC, area under the plasma concentration-time curve; Bup, bupropion; Cmax, maximum plasma concentration; Control, without perpetrator; DDI, drug-drug-interaction with perpetrator; GMFE,
geometric mean fold error; HBup, hydroxybupropion; IR, immediate release formulation; n, number of individuals studied; obs, observed; pred, predicted; s.d., single dose; SR, sustained
release formulation; ta, training dataset; te, test dataset; -, no data available.
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4 DDI prediction

4.1 PBPK modeling of rifampicin

The antibiotic rifampicin exhibits a strong DDI potential. As an agonist of the pregnane X receptor, ri-
fampicin induces multiple metabolizing enzymes, i.e. CYPs (CYP2B6 or CYP2C19) and UGTs (UGT2B7)
[38]. The rifampicin PBPK model was developed and applied for several DDI predictions in previous pub-
lications [78–80]. For prediction of rifampicin-bupropion DDIs, interaction parameters were gathered from
literature for implementation of rifampicins’ influence on the following enzymes: CYP2B6, CYP2C19 and
UGT2B7. Drug-dependent parameters of the rifampicin model are listed in Table S4.1.

Table S4.1: Drug-dependent parameters of the rifampicin PBPK model.
Parameter Unit Value Source Reference Description

MW g/mol 822.94 lit. aDB01045 Molecular weight
pKa (acid) - 1.70 lit. [81] Acid dissociation constant
pKa (base) - 7.90 lit. [81] Acid dissociation constant
Solubility (pH) g/l 2.80 (7.5) lit. [82–85] Solubility
logP - b2.50 1.30, 2.70 [82, 86] Lipophilicity
fu % 17.0 lit. [87] Fraction unbound
B/P ratio - 0.89 c,d0.89 [88] Blood/plasma ratio
Specific intest. perm. cm/min b1.24E-05 d3.84E-07 PK-Sim® Normalized to surface area
Organ perm. cm/min 2.93E-05 d2.93E-05. PK-Sim® Normalized to surface are
GFR fraction - 1.00 asm. - Fraction of filtered drug in the urine
EHC cont. fraction - 1.00 asm. - Fraction of bile continually released
Cellular permeabilities cm/min PK-Sim std. - [1] Permeation across cell membranes
Partition coefficients - R&R - [89, 90] Organ-plasma partition coefficients
AADAC KM µmol/l 195.10 lit. [91] AADAC Michaelis-Menten constant
AADAC kcat 1/min b9.87 - - AADAC catalytic rate constant
OATP1B1 KM µmol/l 1.50 lit. [92] OATP1B1 Michaelis-Menten constant
OATP1B1 kcat 1/min b105.41 - - OATP1B1 catalytic rate constant
Pgp KM µmol/l 55.0 lit. [93] Pgp Michaelis-Menten constant
Pgp kcat 1/min b0.61 - - Pgp catalytic rate constant
Induction EC50 µmol/l 0.34 lit. [87, 94] Conc. for half-maximal induction
AADAC Emax - b0.99 - - Maximum in vivo induction effect
OATP1B1 Emax - b0.38 - - Maximum in vivo induction effect
Pgp Emax - 2.50 lit. [95] Maximum in vivo induction effect
CYP2B6 Emax - 3.60 lit. [96] Maximum in vivo induction effect
CYP2C19 Emax - 1.07 lit. [97] Maximum in vivo induction effect
UGT2B7 Emax - 1.79 lit. [98] Maximum in vivo induction effect
OATP1B1 Ki µmol/l 0.48 lit. [99] Conc. for half-maximal inhibition
Pgp Ki µmol/l 169.00 lit. [100] Conc. for half-maximal inhibition
CYP2B6 Ki µmol/l e118.5 lit. [101] Conc. for half-maximal inhibition
UGT2B7 Ki µmol/l e554.0 lit. [102] Conc. for half-maximal inhibition
Formulation Solution

asm., assumed; conc., concentration; cont., continuous; CYP, cytochrome P450; EHC, enterohepatic circulation; intest., intestinal;
GFR, glomerular filtration rate; lit., literature; OATP, organic anion transporting polypeptide; perm., permeability; Pgp, P-glycoprotein;
PK-Sim std., PK-Sim Standard calculation method; R&R, Rodgers and Rowland calculation method; UGT, uridine 5’-diphospho-
glucuronosyltransferase; -, not available.
a, https://www.drugbank.ca/drugs/DB01045, 22 October 2018
b, optimized
c, blood/serum concentration ratio
d , calculated parameter
e, in vitro values corrected for binding in the assay using fraction unbound to microsomal protein [72]
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4.2 PBPK modeling of fluvoxamine

The selective serotonin reuptake inhibitor fluvoxamine exhibits a strong inhibitory activity on several CYP
enzymes, especially on CYP1A2, CYP2C19 and CYP3A4 [103, 104]. The fluvoxamine PBPK model was
developed and applied for DDI predictions in a previous publication [103]. To describe a DDI cocktail study
conducted by Bosilkovska et al. [25], the fluvoxamine model was used to predict the reported fluvoxamine-
voriconazole-bupropion DDI, by implementing competitive inhibition on CYP2C19 and CYP3A4 using in-
teraction parameters from the literature. Drug-dependent parameters of the fluvoxamine model are listed
in Table S4.2.

Table S4.2: Drug-dependent parameters of the fluvoxamine PBPK model.
Parameter Unit Value Source Reference Description

MW g/mol 318.34 lit. aDB00176 Molecular weight
pKa (base) - 9.40 lit. [105] Acid dissociation constant
Solubility (pH) mg/ml 14.66 (7.0) lit. MSDS Solubility
logP - b3.57 3.20 aDB00176 Lipophilicity
fu % 23 lit. [106] Fraction unbound
Specific intest. perm. dm/min b2.74E-06 c3.03E-5 PK-Sim® Normalized to surface are
Specific organ perm. dm/min c0.02 c0.02 PK-Sim® Normalized to surface are
GFR fraction - 1.00 asm. - Fraction of filtered drug in the urine
EHC cont. fraction - 1.00 asm. - Fraction of bile continually released
Cellular permeabilities cm/min PK-Sim std. - [1] Permeation across cell membranes
Partition coefficients cm/min Schmitt - [107] Organ-plasma partition coefficients
CYP1A2 KM µmol/l b0.0074 - - CYP1A2 Michaelis-Menten constant
CYP1A2 kcat 1/min b0.016 opt. - CYP1A2 catalytic rate constant
CYP2D6 KM µmol/l 76.30 lit. [108] CYP2D6 Michaelis-Menten constant
CYP2D6 kcat 1/min b110.51 - - CYP2D6 catalytic rate constant
CYP2C19 Ki µmol/l 0.013 lit. [104] Conc. for half-maximal inhibition
CYP3A4 Ki µmol/l 1.60 lit. [? ? ] Conc. for half-maximal inhibition
Formulation Solution

asm., assumed; calc., calculated; conc., concentration; cont., continuous; CYP, cytochrome P450; EHC, enterohepatic circulation;
intest., intestinal; GFR, glomerular filtration rate; lit., literature; MSDS, material safety data sheet; perm., permeability; PK-Sim std.,
PK-Sim Standard calculation method; Schmitt, Schmitt calculation method; -, not available.
a, https://www.drugbank.ca/drugs/DB00176, 22 October 2018
b, optimized
c, calculated parameter
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4.3 PBPK modeling of voriconazole

The antifungal voriconazole exhibits a strong inhibitory activity on several CYP enzymes, i.e. its mechanism-
based autoinhibition of CYP3A4 [109]. Regarding CYP2B6 inhibition, voriconazole is known for its high
interaction potential with the CYP2B6 substrate and inducer efavirenz [110]. As a CYP2C19 substrate and
inhibitor, voriconazole also engages in CYP2C19 DDIs [111]. The voriconazole PBPK model was devel-
oped and applied for DDI predictions in a previous publication [112]. To describe a DDI cocktail study con-
ducted by Bosilkovska et al. [25], the voriconazole model was used to predict the reported fluvoxamine-
voriconazole-bupropion DDI, by implementing competitive inhibition on CYP2B6 and CYP2C19 using
literature values. Drug-dependent parameters of the voriconazole model are listed in Table S4.3.

Table S4.3: Drug-dependent parameters of the voriconazole PBPK model.
Parameter Unit Value Source Reference Description

MW g/mol 349.30 lit. aDB00582 Molecular weight
pKa (base) - 1.60 lit. [113] Acid dissociation constant
Solubility (pH) mg/ml 3.2 (1.0) lit. [113] Solubility

2.7 (1.2) lit. [114]
0.1 (7.0) lit. aDB00582

logP - 1.80 lit. [14, 115] Lipophilicity
fu % 42.0 lit. [115–117] Fraction unbound
Specific intest. perm. cm/s b2.71E-04 2.81E-5 [116] Normalized to surface are
Specific organ perm. cm/s 4.30E-05 c4.30E-05 PK-Sim® Normalized to surface are
GFR fraction - 1.00 asm. - Fraction of filtered drug in the urine
EHC cont. fraction - 1.00 asm. - Fraction of bile continually released
Cellular permeabilities cm/s PK-Sim std. - [1] Permeation across cell membranes
Partition coefficients cm/s P. and T. - [115, 116] Organ-plasma partition coefficients
CYP3A4 KM µmol/l 15.00 lit. [115] CYP3A4 Michaelis-Menten constant
CYP3A4 kcat 1/min b2.12 0.31 [115] CYP3A4 catalytic rate constant
CYP2C19 KM µmol/l 3.50 lit. [115] CYP2C19 Michaelis-Menten constant
CYP2C19 kcat 1/min 1.19 lit. [115] CYP2C19 catalytic rate constant
CYP3A4 KI µmol/l 9.33 lit. [109] Conc. for half-maximal inhibition
CYP3A4 kinact 1/min b0.0015 0.04 [109] Maximum inactivation rate constant
CYP2B6 KI µmol/l b0.07 d0.30 [111] Conc. for half-maximal inhibition
CYP2C19 KI µmol/l d4.57 lit. [111] Conc. for half-maximal inhibition
Weibull shape - a1.29 - - Shape used for Weibull
Weibull time min a30 - - Time of 50% dissolved

asm., assumed; calc., calculated; conc., concentration; cont., continuous; CYP, cytochrome P450; EHC, enterohepatic circulation;
intest., intestinal; GFR, glomerular filtration rate; lit., literature; perm., permeability; P. and T., Poulin and Theil calculation method;
PK-Sim std., PK-Sim Standard calculation method; -, not available.
a, https://go.drugbank.com/drugs/DB00582 03.12.2020
b, optimized
c, calculated parameter
d , in vitro values corrected for binding in the assay using fraction unbound to microsomal protein [72]
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4.4 Clinical studies

In Tables S4.4 and S4.5, clinical studies used for DDI model development are listed. Virtual individuals were built according to the demographics
published in the respective study report. If no data on demographics were reported, a standard individual was used as described in Section 1.4.

Table S4.4: Clinical studies used for rifampicin-bupropion DDI model development.
Rifampicin application Bupropion application Dose gap [h] n Age [years] Weight [kg] Females [%] Dataset Reference

600 mg po (tab) q.d. (D1–D7) 25 mg po (Cap) s.d. (D8) 12 10 23 (20–36) 22 (19.9–24.4) 0 te Bosilkovska 2014 [25]
600 mg po (tab) q.d. (D1–D7) 150 mg po (IR) s.d. (D8) 12 10 31 (21–40) 73 (57–84) 60 te Kharasch 2008a [34]
600 mg po (tab) q.d. (D1–D7) 150 mg po (SR) s.d. (D8) 24 22 22.7 65 27.3 te Chung 2011 [38]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 17 22 (19–34) 72 (53–99) 0 te Loboz 2006 [44]

Cap, capsule (Geneva cocktail [25]); D, study day; IR, immediate release formulations; n, number of individuals studied; po, oral; q.d., once daily; s.d., single dose; SR, sustained release
formulations; tab, tablet; te, test dataset. Values are given as mean, the range of values is given in brackets.

Table S4.5: Clinical studies used for fluvoxamine-voriconazole-bupropion DDI model development.
Fluvoxamine application Voriconazole application Bupropion application Dose gap [h] n Age [years] Females [%] Dataset Reference

50 mg po (tab) b.i.d. 400 mg po (tab) s.d. 25 mg po (Cap) s.d. 12 (F), 2 (F), 2 (V) 10 23 (20–36) 0 ta Bosilkovska 2014
[25]

b.i.d., twice daily; Cap, capsule (Geneva cocktail [25]); D, study day; F, fluvoxamine; n, number of individuals studied; po, oral; s.d., single dose; ta, training dataset; tab, tablet; V,
voriconazole. Values are given as mean, the range of values is given in brackets.
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4.5 Concentration-time profiles

The geometric means of the population predictions (n=500) are shown as solid lines and corresponding
observed data as filled dots. Symbols represent the arithmetic mean values ± standard deviation, if
available. The shaded areas indicate the geometric standard deviation. Details on dosing regimens,
study populations and literature references are listed in Tables S4.4 and S4.5.

(a) (b) (c)

(d) (e) (f)

Figure S4.5.1: Plasma concentration-time profiles of bupropion and hydroxybupropion DDI simula-
tions on a linear scale. Cap, capsule (Geneva cocktail [25]); Control, without perpetrator;
DDI (Ind), drug-drug-interaction with rifampicin as inducer; DDI (Inh), drug-drug-interaction
with fluvoxamine and voriconazole as inhibitors; Fluvo/Vori, fluvoxamine and voricona-
zole; IR, immediate release formulation; Rifa, rifampicin; s.d., single dose; SR, sustained
release formulation.
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(a) (b) (c)

(d) (e) (f)

Figure S4.5.2: Plasma concentration-time profiles of bupropion and hydroxybupropion DDI simula-
tions on a semi-logarithmic scale. Cap, capsule (Geneva cocktail [25]); Control, without
perpetrator; DDI (Ind), drug-drug-interaction with rifampicin as inducer; DDI (Inh), drug-
drug-interaction with fluvoxamine and voriconazole as inhibitors; Fluvo/Vori, fluvoxamine
and voriconazole; IR, immediate release formulation; Rifa, rifampicin; s.d., single dose;
SR, sustained release formulation.
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4.6 Model evaluation

4.6.1 Predicted compared to observed concentrations goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed plasma concentrations are illustrated
in Figure S4.6.3. Details on dosing regimens, study populations and literature references are listed in
Tables S4.4 and S4.5. Predicted and observed PK parameters are summarized in Table S4.7.

(a) Bupropion (b) Hydroxybupropion

Figure S4.6.3: DDI predicted compared to observed plasma concentrations of (a) bupropion and (b)
hydroxybupropion. The solid line marks the line of identity. Dotted lines indicate 1.25-fold,
dashed lines indicate 2-fold deviation. Control, without perpetrators; DDI (Ind), drug-drug-
interaction with rifampicin as inducer; DDI (Inh), drug-drug-interaction with fluvoxamine
and voriconazole as inhibitors.
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4.6.2 Mean relative deviation of plasma concentration predictions

Table S4.6: Mean relative deviation values of bupropion and hydroxybupropion DDI plasma concentration
predictions.

Dosing n Compound MRD Compound MRD Dataset Reference

Rifampicin induction

25 mg Cap (s.d.) 10 Bup 1.34 HBup 1.11 te Bosilkovska 2014 Control [25]
25 mg Cap (s.d.) 10 Bup 1.65 HBup 1.07 te Bosilkovska 2014 DDI [25]
150 mg IR (s.d.) 10 Bup 1.25 HBup 1.20 te Kharasch 2008a Control [34]
150 mg IR (s.d.) 10 Bup 2.28 HBup 1.18 te Kharasch 2008a DDI [34]
150 mg SR (s.d.) 13 Bup 1.15 HBup 1.04 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 Bup 1.31 HBup 1.26 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 Bup 1.30 HBup 1.08 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 Bup 1.12 HBup 1.26 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 18 Bup 1.30 HBup 1.35 ta Loboz 2006 Control [44]
150 mg SR (s.d.) 18 Bup 1.57 HBup 1.26 te Loboz 2006 DDI [44]

Fluvoxamine and voriconazole inhibition

25 mg Cap (s.d.) 10 Bup 1.69 HBup 2.68 ta Bosilkovska 2014 DDI [25]

Mean 1.36 (1.04–2.68)
Median 1.26 (1.04–2.68)

90.90% (20/22 ≤ 2)

Bup, bupropion; Cap, capsule (Geneva cocktail [25]); Control, without perpetrators; DDI, drug-drug-interaction with perpetrators; HBup,
hydroxybupropion; IR, immediate release formulation; MRD, mean relative deviation; n, number of individuals studied; s.d., single dose;
SR, sustained release formulation; ta, training dataset; te, test dataset.
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4.6.3 AUC and Cmax goodness-of-fit plots

Following, predicted compared to observed AUC and Cmax values are shown for individual bupropion and
hydroxybupropion profiles, their metabolite-parent AUC and Cmax ratio and their DDI effect metabolite-
parent AUC and Cmax ratio, respectively. Details on dosing regimens, study populations and literature
references are listed in Tables S4.4 and S4.5. Predicted and observed PK parameters are summarized in
Tables S4.7, S4.8 and S4.9.

(a) AUC (b) AUCHBup/Bup (c) DDI AUCHBup/Bup

(d) Cmax (e) Cmax, HBup/Bup (f) DDI Cmax, HBup/Bup

Figure S4.6.4: Predicted compared to observed (a) AUC values, (b) AUCHBup/Bup ratios, (c) DDI
AUCHBup/Bup, (d) Cmax values, (e) Cmax, HBup/Bup ratios and (f) DDI Cmax, HBup/Bup ra-
tios. The solid line marks the line of identity. Dotted lines indicate 1.25-fold, dashed
lines indicate 2-fold deviation. The curved gray lines show the prediction success lim-
its suggested by Guest et al. allowing a 1.25-fold variability [77]. AUC, area under the
plasma concentration-time curve; Bup, bupropion; Cmax, maximum plasma concentra-
tion; Control, without perpetrator; DDI, drug-drug-interaction with perpetrators; DDI (Ind),
drug-drug-interaction with rifampicin as inducer; DDI (Inh), drug-drug-interaction with flu-
voxamine and voriconazole as inhibitors; HBup, hydroxybupropion.
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4.6.4 Geometric mean fold error of predicted AUC and Cmax values, AUCHBup/Bup and Cmax, HBup/Bup ratios, and DDI
AUCHBup/Bup and DDI Cmax, HBup/Bup ratios

Table S4.7: Predicted and observed AUClast and Cmax values of bupropion and hydroxybupropion DDI plasma concentrations.
Dosing n Compound AUClast pred

[ng*h/ml]
AUClast obs

[ng*h/ml]
AUClast

pred/obs
Cmax pred

[ng/ml]
Cmax obs

[ng/ml]
Cmax

pred/obs
Dataset Reference

Rifampicin induction

25 mg Cap (s.d.) 10 Bup 95.61 70.34 1.36 28.20 25.74 1.10 te Bosilkovska 2014 Control [25]
25 mg Cap (s.d.) 10 Bup 47.87 25.49 1.88 18.71 10.10 1.85 te Bosilkovska 2014 DDI [25]
150 mg IR (s.d.) 10 Bup 798.66 1182.40 0.68 144.23 235.94 0.61 te Kharasch 2008a Control [34]
150 mg IR (s.d.) 10 Bup 345.35 722.93 0.48 81.81 164.01 0.50 te Kharasch 2008a DDI [34]
150 mg SR (s.d.) 13 Bup 822.18 909.01 0.90 104.29 97.73 1.07 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 Bup 334.43 351.52 0.95 47.74 44.49 1.07 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 Bup 958.22 1268.88 0.76 116.76 116.63 1.00 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 Bup 354.09 309.15 1.15 61.23 44.66 1.37 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 18 Bup 854.58 832.02 1.03 89.31 74.04 1.21 te Loboz 2006 Control [44]
150 mg SR (s.d.) 18 Bup 269.42 300.93 0.90 37.95 28.60 1.33 te Loboz 2006 DDI [44]

25 mg Cap (s.d.) 10 HBup 348.31 257.69 1.35 52.07 38.33 1.36 te Bosilkovska 2014 Control [25]
25 mg Cap (s.d.) 10 HBup 449.48 505.31 0.89 75.50 84.97 0.89 te Bosilkovska 2014 DDI [25]
150 mg IR (s.d.) 10 HBup 10351.70 13530.75 0.77 383.99 379.17 1.01 te Kharasch 2008 Control [34]
150 mg IR (s.d.) 10 HBup 9004.53 9608.04 0.94 591.45 503.13 1.18 te Kharasch 2008 DDI [34]
150 mg SR (s.d.) 13 HBup 8738.64 8936.26 0.98 366.16 363.64 1.01 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 HBup 8533.25 9498.00 0.90 504.90 687.07 0.74 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 HBup 7304.46 7976.41 0.92 300.13 314.03 0.96 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 HBup 8894.42 7838.55 1.13 492.24 59.91 0.88 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 18 HBup 10199.30 12976.72 0.79 320.63 379.78 0.84 ta Loboz 2006 Control [44]
150 mg SR (s.d.) 18 HBup 8346.79 8767.25 0.95 416.72 552.73 0.75 te Loboz 2006 DDI [44]

Fluvoxamine and voriconazole inhibition

25 mg Cap (s.d.) 10 Bup 182.88 90.52 2.02 42.28 31.64 1.34 ta Bosilkovska 2014 DDI [25]

25 mg Cap (s.d.) 10 HBup 47.14 23.37 2.02 8.16 3.70 2.21 ta Bosilkovska 2014 DDI [25]

GMFE (range) 1.30 (1.02–2.02) 1.30 (1.00–2.21)
pred/obs within twofold (range) 86.36%; 19/22 (0.48–2.02) 95.45%; 21/22 (0.50–2.21)

AUClast, area under the plasma concentration-time curve; Bup, bupropion; Cap, capsule (Geneva cocktail [25]); Cmax, maximum plasma concentration; Control, without perpetrators; DDI,
drug-drug-interaction with perpetrators; GMFE, geometric mean fold error; HBup, hydroxybupropion; IR, immediate release formulation; n, number of individuals studied; obs, observed; pred,
predicted; s.d., single dose; SR, sustained release formulation; ta, training dataset; te, test dataset.
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Table S4.8: Predicted and observed AUCHBup/Bup and Cmax, HBup/Bup ratios of bupropion and hydroxybupropion DDI plasma concentrations.
Dosing n AUCHBup/Bup

pred
AUCHBup/Bup

obs
AUCHBup/Bup

pred/obs
Cmax, HBup/Bup

pred
Cmax, HBup/Bup

obs
Cmax, HBup/Bup

pred/obs
Dataset Reference

Rifampicin induction

25 mg Cap (s.d.) 10 3.64 3.66 0.99 1.85 1.49 1.24 te Bosilkovska 2014 Control [25]
25 mg Cap (s.d.) 10 14.50 19.82 0.73 5.84 8.41 0.70 te Bosilkovska 2014 DDI [25]
150 mg IR (s.d.) 10 12.96 11.44 1.13 2.66 1.61 1.66 ta Kharasch 2008a Control [34]
150 mg IR (s.d.) 10 26.07 13.29 1.96 7.29 3.07 2.36 te Kharasch 2008a DDI [34]
150 mg SR (s.d.) 13 10.62 9.83 1.08 3.51 3.72 0.94 ta Chung 2011 *1|*1 Control [38]
150 mg SR (s.d.) 13 7.62 6.29 1.21 2.57 2.69 0.95 ta Chung 2011 *1|*1 DDI [38]
150 mg SR (s.d.) 9 24.25 27.02 0.90 9.89 15.44 0.64 te Chung 2011 *1|*6 Control [38]
150 mg SR (s.d.) 9 23.36 25.36 0.92 7.45 12.54 0.59 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 18 11.93 15.60 0.76 3.59 5.13 0.70 ta Loboz 2006 Control [44]
150 mg SR (s.d.) 18 30.98 29.13 1.06 10.98 19.33 0.57 te Loboz 2006 DDI [44]
150 mg SR (s.d.) 6 11.76 18.50 0.64 - - - te Loboz 2006 *1|*1 Control [44]
150 mg SR (s.d.) 6 21.78 30.90 0.70 - - - te Loboz 2006 *1|*1 DDI [44]
150 mg SR (s.d.) 1 22.75 25.40 0.90 - - - te Loboz 2006 *1|*4 Control [44]
150 mg SR (s.d.) 1 45.56 47.50 0.96 - - - te Loboz 2006 *1|*4 DDI [44]
150 mg SR (s.d.) 1 15.47 32.70 0.47 - - - te Loboz 2006 *1|*5 Control [44]
150 mg SR (s.d.) 1 32.36 45.90 0.71 - - - te Loboz 2006 *1|*5 DDI [44]
150 mg SR (s.d.) 6 8.38 14.50 0.58 - - - te Loboz 2006 *1|*6 Control [44]
150 mg SR (s.d.) 6 17.32 28.20 0.61 - - - te Loboz 2006 *1|*6 DDI [44]
150 mg SR (s.d.) 1 19.58 18.00 1.09 - - - te Loboz 2006 *4|*6 Control [44]
150 mg SR (s.d.) 1 38.87 38.30 1.01 - - - te Loboz 2006 *4|*6 DDI [44]
150 mg SR (s.d.) 1 18.87 21.70 0.87 - - - te Loboz 2006 *5|*5 Control [44]
150 mg SR (s.d.) 1 39.06 45.40 0.86 - - - te Loboz 2006 *5|*5 DDI [44]
150 mg SR (s.d.) 1 4.98 8.10 0.61 - - - te Loboz 2006 *6|*6 Control [44]
150 mg SR (s.d.) 1 9.69 13.60 0.71 - - - te Loboz 2006 *6|*6 DDI [44]

Fluvoxamine and voriconazole inhibition

150 mg IR (s.d.) 10 0.26 0.26 1.00 0.19 0.12 1.58 ta Bosilkovska 2014 DDI [25]

GMFE (range) 1.37 (1.00–2.14) 1.53 (1.05–2.36)
Pred/Obs within twofold (range) 95.83%; 24/25 (0.47–1.96) 90.00%; 10/11 (0.57–2.36)

AUClast, area under the plasma concentration-time curve; Bup, bupropion; Cap, capsule (Geneva cocktail [25]); Cmax, maximum plasma concentration; Control, without perpetrators; DDI,
drug-drug-interaction with perpetrators; GMFE, geometric mean fold error; HBup, hydroxybupropion; IR, immediate release formulation; n, number of individuals studied; obs, observed; pred,
predicted; s.d., single dose; SR, sustained release formulation; ta, training dataset; te, test dataset; -, no data available.
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Table S4.9: Predicted and observed DDI AUCHBup/Bup and DDI Cmax, HBup/Bup ratios of bupropion and hydroxybupropion DDI plasma concentrations.
Dosing n DDI

AUCHBup/Bup
pred

DDI
AUCHBup/Bup

obs

DDI
AUCHBup/Bup

pred/obs

DDI
Cmax, HBup/Bup

pred

DDI
Cmax, HBup/Bup

obs

DDI
Cmax, HBup/Bup

pred/obs

Dataset Reference

Rifampicin induction

25 mg Cap (s.d.) 10 3.98 5.42 0.74 3.16 5.64 0.56 te Bosilkovska 2014 [25]
150 mg IR (s.d.) 10 2.01 1.16 1.73 2.74 1.91 1.44 te Kharasch 2008a [34]
150 mg SR (s.d.) 13 0.72 0.64 1.12 0.73 0.72 1.01 ta Chung 2011 *1|*1 [38]
150 mg SR (s.d.) 9 0.96 0.94 1.03 0.75 0.81 0.93 te Chung 2011 *1|*6 [38]
150 mg SR (s.d.) 18 2.60 1.87 1.39 3.06 3.77 0.81 te Loboz 2006 [44]
150 mg SR (s.d.) 6 1.85 1.67 1.11 - - - te Loboz 2006 *1|*1 [44]
150 mg SR (s.d.) 1 1.93 1.87 1.03 - - - te Loboz 2006 *1|*4 [44]
150 mg SR (s.d.) 1 2.13 1.40 1.52 - - - te Loboz 2006 *1|*5 [44]
150 mg SR (s.d.) 6 2.07 1.94 1.06 - - - te Loboz 2006 *1|*6 [44]
150 mg SR (s.d.) 1 1.92 2.13 0.90 - - - te Loboz 2006 *4|*6 [44]
150 mg SR (s.d.) 1 1.10 2.09 1.01 - - - te Loboz 2006 *5|*5 [44]
150 mg SR (s.d.) 1 1.94 1.68 1.16 - - - te Loboz 2006 *6|*6 [44]

Fluvoxamine and voriconazole inhibition

25 mg Cap (s.d.) 10 0.07 0.07 1.00 0.10 0.08 1.25 ta Bosilkovska 2014 [25]

GMFE (range) 1.23 (1.00–1.73) 1.46 (1.01–1.44)
Pred/Obs within twofold (range) 100%; 13/13 (0.74–1.73) 100%; 6/6 (0.56–1.44)

AUClast, area under the plasma concentration-time curve; Bup, bupropion; Cap, capsule (Geneva cocktail [25]); Cmax, maximum plasma concentration; DDI, drug-drug-interaction with perpe-
trators; GMFE, geometric mean fold error; HBup, hydroxybupropion; IR, immediate release formulation; n, number of individuals studied; obs, observed; pred, predicted; s.d., single dose; SR,
sustained release formulation; ta, training dataset; te, test dataset; -, no data available.

P
age

68



5 DDGI prediction

5.1 Background

Drug-drug-gene interactions occur when subjects with variant CYP2B6 variant genotypes receive bupro-
pion with a potential perpetrator drug. In the following section, DDGIs were simulated for various CYP2B6
genotypes during concomitant bupropion and rifampicin intake. In the literature, plasma concentration-
time profiles of this DDGI were only provided in the study of Chung et al. [38] (for the genotype CYP2B6*1|*6
after rifampicin intake). However, Loboz et al. [44] also investigated DDGIs with rifampicin for several dif-
ferent genotypes and reported hydroxybupropion to bupropion AUCinf ratios. Hence, for DDGI model
evaluation, predicted AUCinf HBup/Bup ratios were calculated for DDGIs and compared to observed ratios.
Model parameters to predict the rifampicin-bupropion DDGIs are listed in Tables S2.2 (bupropion), S3.2
(DGI) and S4.1 (rifampicin).

5.2 Clinical studies

In Table S5.1, clinical studies used for DDGI model development are listed. Virtual individuals were built
according to the demographics published in the respective study reports. If no data on the demographics
were reported, a standard individual was used as described in Section 1.4.

Table S5.1: Clinical studies used for DDGI model development.
Rifampicin application Bupropion appliction Dose gap

[h]
n CYP2B6

genoytpe
Dataset Reference

600 mg po (tab) q.d. (D1–D7) 150 mg po (SR) s.d. (D8) 24 13 *1|*1 ta Chung 2011 [38]
600 mg po (tab) q.d. (D1–D7) 150 mg po (SR) s.d. (D8) 24 9 *1|*6 te Chung 2011 [38]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 6 *1|*1 te Loboz 2006 [44]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 1 *1|*4 te Loboz 2006 [44]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 1 *1|*5 te Loboz 2006 [44]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 1 *1|*6 te Loboz 2006 [44]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 6 *4|*6 te Loboz 2006 [44]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 1 *5|*5 te Loboz 2006 [44]
600 mg po (tab) q.d. (D1–D10) 150 mg po (SR) s.d. (D8) 12 1 *6|*6 te Loboz 2006 [44]

CYP, cytochrome P450; D, study day; n, number of individuals studied; po, oral; q.d., once daily; s.d., single dose; SR, sustained
release formulation; tab, tablet; ta, training dataset; te, test dataset.
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5.3 Concentration-time profiles

Observed plasma concentration-time profiles were only published in the DDGI study by Chung et al. [38].
The profiles are shown on linear and semi-logarithmic scales in Figure S5.3.1. The geometric means of
the population predictions (n=500) are shown as solid lines and corresponding observed data as filled
dots. Symbols represent the arithmetic mean values± standard deviation, if available. The shaded areas
indicate the geometric standard deviation.

(a) (b)

Figure S5.3.1: Plasma concentration-time profiles of bupropion and hydroxybupropion for DDGI
simulations on (a) a linear and (b) a semi-logarithmic scale. Control, without perpetra-
tor; DDI (Ind), drug-drug-interaction with rifampicin as inducer; DDGI, drug-drug-gene-
interaction; s.d., single dose; SR, sustained release formulation.
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5.4 Model evaluation

5.4.1 DDGI AUCHBup/Bup ratios goodness-of-fit plots

In Figure S5.4.2, predicted compared to observed DDGI AUCHBup/Bup ratios for different genotypes are
shown. The DDGI AUCHBup/Bup ratios were calculated as described in Section 1.6.3. Details on dosing
regimens, study populations and literature references are listed in Table S5.1. Predicted and observed
PK parameters are summarized in Table S5.2.

Figure S5.4.2: Predicted compared to observed DDGI AUCHBup/Bup ratios. The solid line marks the
line of identity. Dotted lines indicate 1.25-fold, dashed lines indicate 2-fold deviation. The
curved gray lines show the prediction success limits suggested by Guest et al. allowing
a 1.25-fold variability [77]. AUC, area under the plasma concentration-time curve; Bup,
bupropion; DDGI, drug-drug-gene-interaction; HBup, hydroxybupropion.
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5.4.2 Geometric mean fold error of predicted DDGI AUCHBup/Bup ratios

Table S5.2 lists predicted and observed DDGI AUCHBup/Bup ratios for AUClast (Chung 2011) and AUCinf (Loboz 2006). Single AUCHBup/Bup ratios of
the reference (CYP2B6*1|*1 without perpetrator treatment) and the corresponding effect (CYP2B6 variant under perpetrator influence) are listed in
Tables S3.5 and S4.8.

Table S5.2: Predicted and observed DDGI AUCHBup/Bup and DDGI Cmax, HBup/Bup ratios of bupropion and hydroxybupropion plasma concentrations.
Dosing n DDGI

AUCHBup/Bup
pred

DDGI
AUCHBup/Bup

obs

DDGI
AUCHBup/Bup

pred/obs

DDGI
Cmax, HBup/Bup

pred

DDGI
Cmax, HBup/Bup

obs

DDGI
Cmax, HBup/Bup

pred/obs

Dataset Reference

150 mg SR (s.d.) 9 2.20 2.58 0.85 2.12 3.37 0.63 te Chung 2011 *1|*6 DDI [38]
150 mg SR (s.d.) 1 3.87 2.57 1.51 - - - te Loboz 2006 *1|*4 DDI [44]
150 mg SR (s.d.) 1 2.75 2.48 1.11 - - - te Loboz 2006 *1|*5 DDI [44]
150 mg SR (s.d.) 6 1.47 1.52 0.97 - - - te Loboz 2006 *1|*6 DDI [44]
150 mg SR (s.d.) 1 3.31 2.07 1.60 - - - te Loboz 2006 *4|*6 DDI [44]
150 mg SR (s.d.) 1 3.32 2.45 1.36 - - - te Loboz 2006 *5|*5 DDI [44]
150 mg SR (s.d.) 1 0.82 0.74 1.12 - - - te Loboz 2006 *6|*6 DDI [44]

GMFE (range) 1.27 (1.08–1.60) 1.59
pred/obs within twofold (range) 100%; 7/7 (0.85–1.60) 100%; 1/1 (0.63)

AUC, area under the plasma concentration-time curve; Bup, bupropion; Cmax, maximum plasma concentration; DDI, drug-drug-interaction with rifampicin; DDGI, drug-drug-gene-
interaction with rifampicin in populations with CYP2B6 varaints; GMFE, geometric mean fold error; HBup, hydroxybupropion; n, number of individuals studied; obs, observed; pred,
predicted; s.d., single dose; SR, sustained release formulation; te, test dataset; -, no data available.
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5.4.3 DDGI scenarios of rifampicin-bupropion interactions

The change of AUCHBup/Bup during the rifampicin-bupropion DDGI for all CYP2B6 genotypes implemented
into the model is illustrated in Figure S5.4.3. The values on the different bars represent the % change
from CYP2B6*1|*1 control conditions, for the different genotypes, with or without rifampicin coadministra-
tion. It should be noted, that DDIs for the genotypes CYP2B6*4|*4 and CYP2B6*5|*6 (shaded in gray)
no clinical values were available to evaluate the presented model predictions. The rifampicin-bupropion
coadministration protocol of Loboz et al. was applied for all simulations (see table S5.1).

Figure S5.4.3: Predicted AUCHBup/Bup for simulated DDGI scenarios. AUC, area under the plasma
concentration-time curve; Bup, bupropion; Control, without perpetrator; HBup, hydroxy-
bupropion.
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S1 PBPK Model Building

S1.1 System-dependent parameters

Table S1.1: System-dependent parameter

Protein Reference concentration Localization Half-life

Meana GSDb Relative expressionc liver [h] intestine
[h]

AADAC d1.00 [1] e1.40 RT-PCR [2] Intracellular 36 23
CYP3A4 4.32 [3] 1.18 liver [4] RT-PCR [5] Intracellular 36 [6] 23 [7]

1.46 int. [4]
FMO3 d1.00 1.00 [1] RT-PCR[2] Intracellular - 23
UGT1A4 f1.32 [8] 1.07[4] RT-PCR [2] Intracellular 36 23
P-gp h1.41 1.60 [9] RT-PCR [10] Apical (Efflux) 36 23

AADAC: arylacetamide deacetylase, CYP: cytochrome P450, FMO: flavin-containing monooxygenase, P-gp: P-glycoprotein, RT-PCR:
reverse transcription-polymerase chain reaction measured expression profile, UGT: UDP-glucuronosyltransferase.
a µmol protein/l in the tissue of highest expression
b geometric standard deviation of the reference concentration
c in the different organs (PK-Sim® expression database profile)
d if no information was available, the mean reference concentration was set to 1.00 µmol/l and the catalytic rate constant was
optimized according to [1]
e if no information was available, a moderate variability of 35% CV was assumed (= 1.40 GSD)
f calculated from protein per mg microsomal protein x 40 mg microsomal protein per g liver [11]
g calculated from transporter per mg membrane protein x 26.2 mg human kidney microsomal protein per g kidney [11]
h optimized
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S1.2 Mathematical implementation of drug interactions

S1.2.1 Drug-food interactions (DFIs)

DFIs were implemented by extending the gastric emptying time (GET). Extended GET was assumed for clincial studies
with (i) reported food intake, (ii) a delayed observed time of maximum concentration (Tmax) of more than two hours, (iii)
multiple dose asministrations within a day and (iv) doses above 600 mg.

S1.2.2 Drug-drug interactions (DDIs)

The simulated DDIs included competitive inhibition of cytochrome P450 (CYP3A4) and P-glycoprotein (P-gp).

Equation: Competitive inhibition

KM,app = KM ∗ (1+ [I]
Ki

) (S1)

v =
vmax ∗ [S]

KM,app +[S]
=

kcat ∗ [E]∗ [S]
KM,app +[S]

(S2)

KM,app = Michaelis-Menten constant in the presence of inhibitor
KM = Michaelis-Menten constant
[I] = free inhibitor concentration
Ki = dissociation constant of the inhibitor-protein complex
v = reaction velocity
[S] = free substrate concentration
kcat = catalytic/transport rate constant
[E] = protein concentration
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S1.3 Physiologically based pharmacokinetic (PBPK) model evaluation

The model performances were evaluated by illustrating predicted and observed plasma concentration-time profiles and
goodness-of-fit plots. Furthermore, the models were evaluated by comparing predicted to observed area under the
plasma concentration-time curve from the time of drug administration to the last concentration measuremente (AUClast)
and maximum plasma concentration (Cmax) values.
As quantitative performance measures, a mean relative deviation (MRD) was calculated for all profiles from their
respective predicted and observed plasma concentrations. Furthermore, the geometric mean fold error (GMFE) of the
AUClast and Cmax were calculated.

S1.4 Sensitivity analysis

Sensitivity of the final models to single parameters (local sensitivity analysis) was calculated as relative change of the
area under the plasma concentration-time curve extrapolated to infinity (AUCinf). The analysis was carried out using a
relative perturbation of 1000% (variation range 10.0, maximum number of 9 steps). Parameters were included into the
analysis if they have been optimized, if they are associated with optimized parameters or if they might have a strong
impact due to calculation methods used in the model. Sensitivity to a parameter changes was calculated according to
Eq. (S3):

Equation: Sensitivity analysis

S =
∆AUCin f

∆p
∗ p

AUCin f
(S3)

S = sensitivity of the AUCin f to the examined model parameter
∆AUCin f = change of the AUCin f
AUCin f = simulated, AUCin f with the original parameter value
∆p = change of the examined parameter value
p = original parameter value

A sensitivity of + 1.0 signifies that a 10% increase of the examined parameter value causes a 10% increase of the
simulated AUC.
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S1.5 Ketoconazole – Clinical studies

Table S1.2: Clinical study data used for ketoconazole model development

Dose [mg] Route N Age [years] Weight [kg] Height [cm] BMI [kg/m²] Females [%] Dataset Reference

200 sol s.d 12 - - - - - training Heel 1982 [12]
200 sol s.d 12 20 (18-25) 76.4 (61.2-95.3) 180 (167.6-188) - 0 test Huang 1986a [13]
200 sol s.d 23 20 (18-25) 76.4 (61.2-95.3) 180 (167.6-188) - 0 test Huang 1986b [13]
400 sol s.d 12 20 (18-25) 76.4 (61.2-95.3) 180 (167.6-188) - 0 test Huang 1986b [13]
800 sol s.d 12 20 (18-25) 76.4 (61.2-95.3) 180 (167.6-188) - 0 training Huang 1986b [13]
100 tab s.d 12 - - - - - test Heel 1982 [12]
200 tab s.d 9 (22-41) - - - 33.34 test Chin 1995 [14]
200 tab s.d 8 25 (21-46) - - - 0 test Daneshmend 1983 [15]
200 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 test Daneshmend 1984a [16]
200 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 training Daneshmend 1984b [16]
200 tab s.d 23 - - - - - test FDA 1998b [17]
200 tab s.d 39 - - - - - test FDA 1998a [17]
200 tab s.d 39 - - - - - training FDA 1998a [17]
200 tab s.d 12 - - - - - test Heel 1982 [12]
200 tab s.d 23 20 (18-25) 76.4 (61.2-95.3) 180 (167.6-188) - 0 test Huang 1986a [13]
200 tab s.d 12 30 (24-36) 78.8 180.7 - 0 test Knupp 1993 [18]
200 tab s.d 10 24 (22-26) 62 (55-70) - - 50 test Mannistoe 1982 [19]
400 tab s.d 12 (23-29) (59-78) - - 0 test Sadeghina 2005b [20]
400 tab s.d 12 (23-29) (59-78) - - 0 test Sadeghina 2005a [20]
200 tab s.d 24 23.2 (18-45) - - 22.5 (20-24) 0 test Solomon 2007b [21]
200 tab s.d 24 23.2 (18-45) - - 22.5 (20-24) 0 test Solomon 2007a [21]
200 tab s.d 3 (28-42) - - - - test Van der Meer 1980 [22]
200 tab s.d 18 - - - - - test Yuen 1999a [23]
200 tab s.d 18 - - - - - test Yuen 1999b [23]
400 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 test Daneshmend 1984a [16]
400 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 test Daneshmend 1984b [16]
400 tab s.d 12 - - - - - test Heel 1982 [12]
400 tab s.d 12 23 (19-41) 77.4 (64.2-99.8) 175.8 (163.2-185.4) - 0 test Polk 1999 [24]
400 tab s.d 6 (18-30) - - - 0 test Piscitelli 1991 [25]
400 cap s.d 12 33.7 (22-55) - - 22.56 (20.34-28.04) 75 test Sriwiriyajan 2007 [26]
400 tab s.d 12 27.34 (20-48) 74.44 (57.5-100) 173.33 (162-180) 25.27 (21.9-29.9) 0 test Weiss 2022 [27]
600 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 training Daneshmend 1984a [16]
600 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 test Daneshmend 1984b [16]
800 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 test Daneshmend 1984a [16]
800 tab s.d 8 23 (20-31) 64 (50-75) - - 62.5 training Daneshmend 1984b [16]
200 tab m.d 24 26.6 (18-39) 73.5 (53.8-98.8) - 23.8 (18-28) 41.67 test Boyce 2012b [28]

(Continued on next page...)
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Table S1.2: Clinical study data used for Ketoconazole model development (continued)

Dose [mg] Route N Age [years] Weight [kg] Height [cm] BMI [kg/m²] Females [%] Dataset Reference

200 tab m.d 24 26.6 (18-39) 73.5 (53.8-98.8) - 23.8 (18-28) 41.67 test Boyce 2012a [28]
200 tab m.d 8 25 (21-46) - - - 0 test Daneshmend 1983 [15]
200 tab m.d 15 36 (22-43) 74.7 (50.1-95) 168.8 (154-179) 26 (21.1-30.3) 19 test Patel 2011 [29]
200 tab m.d 21 - - - - - test Tiseo 2002 [30]
200 tab m.d 15 - - - - - training Wire 2007 [31]
200 tab m.d 8 (18-38) - - - - test Greenblatt 1998 Control [32]
800 tab m.d 2 - - - - - test Craven 1983 [33]

1200 tab m.d 2 - - - - - test Craven 1983 [33]

BMI: body mass index, cap: capsule, m.d: multiple dose, N: number of individuals studied, Route: route of administration, tab: tablet, s.d: single dose, sol: solution
-: no data available. Values are means with ranges, if available.

* median
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S1.6 Ketoconazole – Drug-dependent parameters

Table S1.3: Drug-dependent parameters of the ketoconazole PBPK model

Parameter Unit Value Source Literature Reference

Ketoconazole
MW g/mol 531.43 lit. 531.43 [35]
logP - 2.52 lit. 2.73 [36]
fu % 1 lit. 1 [12]
pka (base) - 2.94, 6.51 lit. 2.94, 6.51 [35]
Solubility (pH) mg/ml 2.03·104 (1.2),

4.3·104 (3), 7.00
(6.8). 5.40 (7),

6.00 (7.5)

lit. 2.03·104 (1.2),
4.3·104 (3), 7.00

(6.8). 5.40 (7),
6.00 (7.5)

[37]

Density g/cm3 1.40 lit. 1.40 [38]
Aqueous diffusion coefficient dm2/min 3.75·10-7 opt. *2.56·10-6 [4]
Spec. intest. perm. fasted cm/min 1.56·10-5 opt. *4.28·10-6 [4]
Spec. intest. perm. fed cm/min 9.95·10-6 opt. *4.28·10-6 [4]
GET fasted min 15 lit. 15 [4]
GET fed min 45 asm. 45–120 [39]
Cellular permeabilities - PK-Sim - - [4]
Partition coefficient - Berez. - - [40]
GFR fraction - 1 asm. - -
EHC fraction - 1 asm. - -
AADAC KM nmol/l 1880 lit. 1880 [41]
AADAC kcat 1/min 0.87 opt. - -
CYP3A4 KM nmol/l 8.46 asm. - [27]
CYP3A4 kcat 1/min 0.10 opt. - -
UGT1A4 KM nmol/l 7000 asm. - [42]
UGT1A4 kcat 1/min 0.31 opt. - -
P-gp KM nmol/l 35 asm. - [27]
P-gp kcat 1/min 0.33 opt. - -
CYP3A4 Ki nmol/l 8.46 lit. a8.46 [27]
P-gp Ki nmol/l 35 lit. a35 [27]
Particle dissolution br (Bin1) nm 11.75 calc. b11.75 [43]
Particle dissolution cr (Bin2) nm 111.06 calc. c111.06 [43]
Particle dissolution dr (Bin3) nm 205.46 calc. d205.46 [43]

N-Deacetylketoconazole
MW g/mol 489.40 lit. 489.40 [44]
logP - 3.75 lit. 4.58 [44]
fu % 1 asm. e1 [12]
pka (base) - 0.20, 6.42, 8.90 lit. 0.20, 6.42, 8.90 [44]
Solubility (pH) mg/ml 1240 (6.5) lit. 1240 (6.5) [44]
Cellular permeabilities - Ch.d.S. - - [45]
Partition coefficient - R&R - - [46]
GFR fraction - 1 asm. - -
EHC fraction - 1 asm. - -
FMO3 KM nmol/l 1170 lit. 1170 [47]
FMO3 kcat 1/min 378.65 opt. - -
CYP3A4 Ki nmol/l 22 lit. a52 [27]
P-gp Ki nmol/l 119 lit. a119 [27]

(Continued on next page...)
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Table S1.3: Drug-dependent parameters of the ketoconazole PBPK model (continued)

Parameter Unit Value Source Literature Reference

N-Deacetyl-N-hydroxyketoconazole
MW g/mol 505.40 lit. 505.40 [48]
logP - 4.20 lit. 4.20 [48]
fu % 1 asm. e1 [12]
pka (base) - 3.42, 6.42 lit. 3.42, 6.42 [48]
Solubility (pH) mg/ml 4400 (6.5) lit. 4400 (6.5) [48]
Organ permeability cm/min 0 asm. *0.05 [4]
Cellular permeabilities - Ch.d.S. - - [45]
Partition coefficient - Berez. - - [40]
GFR fraction - 1 asm. - -
EHC fraction - 1 asm. - -
FMO3 Cl l/µmol/min 0.09 opt. - -
CYP3A4 Ki nmol/l 22 asm. a,f52 [27]
P-gp Ki nmol/l 119 asm. a,f119 [27]

AADAC: arylacetamide deacetylase, asm.: assumed, Berez.: Berezhkovskiy calculation method, calc.: calculated,
Ch.d.S.: charge dependent Schmitt calculation method, Cl: first order clearance rate constant,CYP3A4: cytochrome
P450 3A4, EHC: enterohepatic circulation, FMO3: flavin-containing monooxygenase 3, fu: fraction unbound, GET:
gastric emptying time, GFR: glomerular filtration rate, intest.: intestinal, kcat: catalytic/transport rate constant, Ki:
concentration for half-maximal inhibition, KM: Michaelis-Menten constant, lit.: literature, logP: lipophilicity, MW:
molecular weight, opt.: optimized, P-gp: P-glycoprotein, perm.: permeability, pka: acid dissociation constant, PK-Sim:
PK-Sim® standard calculation method , r: particle radii used for particle dissolution, R&R: Rodgers and Rowland,
spec.: specific, tab: tablet, UGT1A4: uridine diphosphate glucuronosyltransferase 1A4,
* calculated by the software
a in-vitro values calculated from respective IC50 values. Inhibitions were implemented as competitive inhibitions.
b respective particle radii for 99.0025% of dose (calculated according to Dallmann et al. [34])
c respective particle radii for 0.895% of dose (calculated according to Dallmann et al. [34])
d respective particle radii for 0.1025% of dose (calculated according to Dallmann et al. [34])
e assumed from value for ketoconazole, as no data available
f assumed from value for N-deacetylketoconazole, as no data available
-: no data available.
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S2 Ketoconazole – PBPK model evaluation

S2.1 Plasma concentration-time profiles (Linear)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.1: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.2: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.3: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose

11



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.4: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.5: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.6: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.7: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). m.d: multiple dose, n: number of individuals studied, s.d: single dose
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S2.2 Plasma concentration-time profiles (Semilogarhitmic)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.8: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.9: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.10: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.11: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.12: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.13: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). n: number of individuals studied, s.d: single dose
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S2.14: Ketoconazole plasma concentration-time profiles. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). m.d.: multiple dose, n: number of individuals studied, s.d: single dose
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S2.3 Predicted compared to observed concentrations goodness-of-fit plots

(a) Fasted conditions (b) Fed conditions (c) Unknown food intake

Figure S2.15: Predicted compared to observed ketoconazole plasma concentration values. The solid line marks the line
of identity. Dotted lines indicate 1.25-fold, dashed lines indicate 2-fold deviation.

S2.4 AUClast and Cmax goodness-of-fit plots

(a) AUClast (b) Cmax

Figure S2.16: Predicted compared to observed ketoconazole AUClast and Cmax values. The solid line marks the line
of identity. Dotted lines indicate 1.25-fold, dashed lines indicate 2-fold deviation. AUClast: area under the plasma
concentration-time curve from the time of drug administration to the last concentration measurement, Cmax: maximum
plasma concentration
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S2.5 Mean relative deviation of plasma concentration predictions

Table S2.4: Mean relative deviation values of ketoconazole and N-deacetylketoconazole

Dose [mg] Route N DFI MRD Dataset Reference

Ketoconazole
200 sol s.d 12 fasted 1.71 training Heel 1982 [12]
200 sol s.d 23 fasted 1.30 test Huang 1986a [13]
200 sol s.d 12 fasted 1.36 test Huang 1986b [13]
400 sol s.d 12 fasted 1.63 test Huang 1986b [13]
800 sol s.d 12 fasted 1.39 training Huang 1986b [13]
100 tab s.d 12 fasted 2.08 training Heel 1982 [12]
200 tab s.d 9 fasted 1.09 test Chin 1995 [14]
200 tab s.d 8 unknown 1.24 test Daneshmend 1983 [15]
200 tab s.d 8 fasted 1.23 test Daneshmend 1984a [16]
200 tab s.d 39 fasted 1.48 training FDA 1998a [17]
200 tab s.d 39 fasted 1.48 test FDA 1998a [17]
200 tab s.d 23 fasted 1.16 test FDA 1998b [17]
200 tab s.d 12 fasted 4.39 test Heel 1982 [12]
200 tab s.d 23 fasted 1.30 test Huang 1986a [13]
200 tab s.d 12 unknown 1.21 test Knupp 1993 [18]
200 tab s.d 10 fasted 1.73 training Mannistoe 1982 [19]
200 tab s.d 10 fasted 1.76 test Mannistoe 1982 [19]
200 tab s.d 10 fasted 1.10 test Mannistoe 1982 [19]
200 tab s.d 10 fasted 1.39 test Mannistoe 1982 [19]
200 tab s.d 12 unknown 1.07 test Sadeghina 2005 [20]
200 tab s.d 12 unknown 1.06 test Sadeghina 2005 [20]
200 tab s.d 3 fasted 1.12 test Van der Meer 1980 [22]
200 tab s.d 18 fasted 1.22 test Yuen 1999a [23]
200 tab s.d 18 fasted 1.20 test Yuen 1999b [23]
200 tab s.d 6 fed 1.10 test Daneshmend 1981 [49]
200 tab s.d 8 fed 1.32 test Daneshmend 1984b [16]
200 tab s.d 23 fed 1.11 training FDA 1998b [17]
200 tab s.d 23 fed 1.18 test FDA 1998b [17]
200 tab s.d 10 fed 1.35 test Mannistoe 1982 [19]
400 tab s.d 8 fasted 1.18 test Daneshmend 1984a [16]
400 tab s.d 12 fasted 4.66 test Heel 1982 [12]
400 tab s.d 12 fasted 1.09 test Polk 1999 [24]
400 tab s.d 24 fasted 1.38 test Solomon 2007a [21]
400 tab s.d 24 fasted 1.34 test Solomon 2007b [21]
400 tab s.d 6 fasted 1.11 test Piscitelli 1991 [25]
400 cap s.d 12 unknown 3.23 test Sriwiriyajan 2007 [26]
400 tab s.d 12 fasted 1.16 training Weiss 2022 [27]
400 tab s.d 8 fed 1.20 test Daneshmend 1984b [16]
600 tab s.d 8 fasted 1.08 training Daneshmend 1984a [16]
600 tab s.d 8 fed 1.13 test Daneshmend 1984b [16]
800 tab s.d 8 fasted 1.24 test Daneshmend 1984a [16]
800 tab s.d 8 fed 1.18 training Daneshmend 1984b [16]
200 tab m.d 24 unknown 1.16 training Boyce 2012b [28]
200 tab m.d 24 unknown 1.12 test Boyce 2012a [28]
200 tab m.d 8 unknown 1.07 test Daneshmend 1983 [15]
200 tab m.d 15 unknown 1.39 test Patel 2011 [29]
200 tab s.d 21 unknown 1.24 test Tiseo 2002 [30]
200 tab m.d 15 unknown 1.09 training Wire 2007 [31]
400 tab m.d 9 fed 1.39 test Greenblatt 1998 Control

[32]
800 tab m.d 2 unknown 1.05 test Craven 1983 [33]

(Continued on next page...)
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Table S2.4: Mean relative deviation values of ketoconazole and N-deacetylketoconazole (continued)

Dose [mg] Route N DFI MRD Dataset Reference

1200 tab m.d 2 unknown 1.23 test Craven 1983 [33]

N-Deacetylketoconazole
400 tab s.d 12 fasted 2.51 training Weiss 2021 [27]

Mean MRD for ketoconazole 1.42
Mean MRD for N-deacetylketoconazole 2.51

Overall mean MRD (range) 1.45 (1.09–2.69)
92.45% (49/53) ≤ 2

cap: capsule, DFI: drug-food-interaction, m.d: multiple dose, MRD: mean relative deviation, N: number of individuals
studied, Route: route of administration, s.d: single dose, sol: solution, tab: tablet
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S2.6 Geometric mean fold error of predicted AUClast and Cmax values

Table S2.5: Predicted and observed AUClast and Cmax values of ketoconazole and N-deacetylketoconazole

Dose [mg] Route N DFI AUClast [µg*h/ml] Cmax [µg/ml] Dataset Reference
Pred Obs Pred/Obs Pred Obs Pred/Obs

Ketoconazole
200 sol s.d 12 fasted 28.07 14.89 1.88 6.74 3.59 1.88 training Heel 1982 [12]
200 sol s.d 23 fasted 24.91 16.58 1.50 6.40 5.16 1.24 test Huang 1986a [13]
200 sol s.d 12 fasted 24.91 14.60 1.71 6.40 5.04 1.27 test Huang 1986b [13]
400 sol s.d 12 fasted 87.95 52.96 1.66 15.09 11.46 1.32 test Huang 1986b [13]
800 sol s.d 12 fasted 303.31 156.86 1.93 33.11 20.88 1.59 training Huang 1986b [13]
100 tab s.d 12 fasted 4.27 3.29 1.30 1.54 1.20 1.29 training Heel 1982 [12]
200 tab s.d 9 fasted 10.59 16.92 0.63 3.59 4.00 0.90 test Chin 1995 [14]
200 tab s.d 8 unknown 11.99 9.73 1.23 4.04 3.56 1.13 test Daneshmend 1983 [15]
200 tab s.d 8 fasted 13.45 11.63 1.16 4.07 3.18 1.28 test Daneshmend 1984a [16]
200 tab s.d 39 fasted 11.12 18.68 0.60 3.59 4.02 0.89 training FDA 1998a [17]
200 tab s.d 39 fasted 11.12 17.16 0.65 3.58 3.66 0.98 test FDA 1998a [17]
200 tab s.d 23 fasted 11.12 15.94 0.70 3.58 3.44 1.04 test FDA 1998b [17]
200 tab s.d 12 fasted 13.87 11.25 1.23 4.02 3.10 1.30 test Heel 1982 [12]
200 tab s.d 23 fasted 13.79 13.76 1.00 4.02 3.26 1.23 test Huang 1986a [13]
200 tab s.d 12 unknown 10.66 22.84 0.47 3.49 4.56 0.76 test Knupp 1993 [18]
200 tab s.d 10 fasted 13.63 16.14 0.84 4.38 3.95 1.11 training Mannistoe 1982 [19]
200 tab s.d 10 fasted 13.61 12.46 1.09 4.38 2.94 1.49 test Mannistoe 1982 [19]
200 tab s.d 10 fasted 12.84 13.65 0.94 4.38 3.98 1.10 test Mannistoe 1982 [19]
200 tab s.d 10 fasted 12.89 13.24 0.97 4.38 3.41 1.28 test Mannistoe 1982 [19]
200 tab s.d 12 unknown 32.84 36.04 0.91 8.50 6.82 1.25 test Sadeghina 2005 [20]
200 tab s.d 12 unknown 32.84 35.31 0.93 8.50 6.73 1.26 test Sadeghina 2005 [20]
200 tab s.d 3 fasted 8.82 13.69 0.64 3.61 4.51 0.80 test Van der Meer 1980 [22]
200 tab s.d 18 fasted 11.08 18.89 0.59 3.58 4.91 0.73 test Yuen 1999a [23]
200 tab s.d 18 fasted 11.08 17.76 0.62 3.58 4.46 0.80 test Yuen 1999b [23]
200 tab s.d 6 fed 11.11 15.96 0.70 2.52 3.55 0.71 test Daneshmend 1981 [49]
200 tab s.d 8 fed 14.88 12.50 1.19 3.09 3.09 1.00 test Daneshmend 1984b [16]
200 tab s.d 23 fed 11.13 14.40 0.77 2.52 2.90 0.87 training FDA 1998b [17]
200 tab s.d 23 fed 11.41 14.14 0.81 2.52 2.90 0.87 test FDA 1998b [17]
200 tab s.d 10 fed 12.99 8.10 1.60 3.17 1.96 1.61 test Mannistoe 1982 [19]
400 tab s.d 8 fasted 38.44 33.67 1.14 8.46 7.71 1.10 test Daneshmend 1984a [16]
400 tab s.d 12 fasted 34.20 27.62 1.24 8.46 5.83 1.45 test Heel 1982 [12]
400 tab s.d 12 fasted 32.79 35.69 0.92 8.04 6.52 1.23 test Polk 1999 [24]
200 tab s.d 24 fasted 34.90 24.30 1.44 9.01 9.61 0.94 test Solomon 2007a [21]

(Continued on next page...)
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Table S2.5: Mean relative deviation values of ketoconazole and N-deacetylketoconazole (continued)

Dose [mg] Route N DFI AUClast [µg*h/ml] Cmax [µg/ml] Dataset Reference
Pred Obs Pred/Obs Pred Obs Pred/Obs

200 tab s.d 24 fasted 35.46 22.40 1.58 9.01 8.46 1.06 test Solomon 2007b [21]
400 tab s.d 6 fasted 29.48 34.32 0.86 7.86 6.57 1.20 test Piscitelli 1991 [25]
400 cap s.d 12 unknown 38.61 65.85 0.59 8.34 9.02 0.93 test Sriwiriyajan 2007 [26]
400 tab s.d 12 fasted 32.05 30.02 1.07 8.14 4.96 1.64 training Weiss 2022 [27]
400 tab s.d 8 fed 35.64 36.91 0.97 6.70 6.44 1.04 test Daneshmend 1984b [16]
600 tab s.d 8 fasted 61.56 64.92 0.95 11.93 12.15 0.98 training Daneshmend 1984a [16]
600 tab s.d 8 fed 106.05 98.72 1.07 12.73 13.55 0.94 test Daneshmend 1984b [16]
800 tab s.d 8 fasted 166.39 153.04 1.09 17.15 18.09 0.95 test Daneshmend 1984a [16]
800 tab s.d 8 fed 166.38 135.94 1.22 17.15 18.37 0.93 training Daneshmend 1984b [16]
200 tab m.d 24 unknown 58.75 67.41 0.87 4.49 4.83 0.93 training Boyce 2012b [28]
200 tab m.d 24 unknown 63.94 66.77 0.96 5.73 5.14 1.12 test Boyce 2012a [28]
200 tab m.d 8 unknown 19.74 21.94 0.90 4.91 4.47 1.10 test Daneshmend 1983 [15]
200 tab m.d 15 unknown 17.19 43.67 0.39 4.21 6.87 0.61 test Patel 2011 [29]
200 tab s.d 21 unknown 109.29 42.47 2.57 4.48 3.91 1.15 test Tiseo 2002 [30]
200 tab m.d 15 unknown 13.25 17.51 0.76 2.81 3.40 0.83 training Wire 2007 [31]
400 tab m.d 9 fed 68.89 81.00 0.85 3.44 4.86 0.71 test Greenblatt 1998 Control

[32]
800 tab m.d 2 unknown 170.53 172.40 0.99 23.32 15.48 1.51 test Craven 1983 [33]

1200 tab m.d 2 unknown 134.16 123.24 1.09 16.61 11.43 1.45 test Craven 1983 [33]

N-Deacetylketoconazole
400 tab s.d 12 fasted 0.11 0.08 1.48 0.01 0.01 2.15 training Weiss 2021 [27]

Mean GMFE for ketoconazole 1.37 1.24
Mean GMFE for N-deacetylketoconazole 1.48 2.15

Overall mean GMFE (range) 1.37 (1.00–2.57) 1.26 (1.00–2.15)
94.34% (50/53) ≤ 2 98.11% (52/53) ≤ 2

AUClast: area under the plasma concentration-time curve calculated from the first to last time point of measurement, cap: capsule, Cmax: maximum plasma concentration, DFI:
drug-food-interaction, GMFE: geometric mean fold error, m.d: multiple dose, N: number of individuals studied, obs: observed, pred: predicted, Route: route of administration,
s.d: single dose, sol: solution, tab: tablet
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S2.7 Ketoconazole – DFI model evaluation

S2.7.1 Plasma concentration-time profiles (Linear)

(a) (b) (c)

(d) (e) (f)

(g)

Figure S2.17: Comparison of predicted and observed ketoconazole plasma concentration-time profiles under fasted
and fed conditions. Model predictions are shown as lines, observed data as dots (arithmetic mean ± SD). n: number of
individuals studied.
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S2.7.2 Plasma concentration-time profiles (Semilogarhitmic)

(a) (b) (c)

(d) (e) (f)

(g)

Figure S2.18: Comparison of predicted and observed ketoconazole plasma concentration-time profiles under fasted
and fed conditions. Model predictions are shown as lines, observed data as dots (arithmetic mean ± SD). n: number of
individuals studied.
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S2.7.3 DFI AUClast and DFI Cmax goodness-of-fit plots

(a) (b)

Figure S2.19: Predicted compared to observed DFI AUClast and Cmax ratios. The straight solid line marks the line
of identity. The curved solid lines show the prediction acceptance limits proposed by Guest et al. including 1.25-fold
variability [50]. Dotted lines indicate 1.25-fold, dashed lines indicate 2-fold deviation. AUClast: area under the plasma
concentration-time curve from the time of drug administration to the last concentration measurement, Cmax: maximum
plasma concentration, DFI: drug-food interaction
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S2.7.4 Geometric mean fold error of predicted AUClast and Cmax values

Table S2.6: Predicted and observed DFI AUClast and Cmax ratios of ketoconazole

Dose [mg] Route N DFI AUClast ratio DFI Cmax ratio Reference
Pred Obs Pred/Obs Pred Obs Pred/Obs

200 tab s.d 8 1.11 1.08 1.03 0.76 0.97 0.78 Daneshmend 1984 [16]
200 tab s.d 39 1.00 0.84 1.19 0.70 0.79 0.89 FDA 1998 a [17]
200 tab s.d 23 1.03 0.89 1.16 0.70 0.84 0.83 FDA 1998 b [17]
200 tab s.d 10 0.95 0.65 1.47 0.72 0.67 1.08 Mannistoe 1982 [19]
400 tab s.d 8 1.29 1.56 0.83 0.94 1.23 0.76 Daneshmend 1984 [16]
600 tab s.d 8 1.72 1.52 1.13 1.07 1.12 0.96 Daneshmend 1984 [16]
800 tab s.d 8 1.00 0.89 1.13 1.00 1.02 0.98 Daneshmend 1984 [16]

Overall mean GMFE (range) 1.19 (1.02–1.47) 1.15 (1.02–1.32)
100.00% (7/7) ≤ 2 100.00% (7/7) ≤ 2

AUClast: area under the plasma concentration-time curve calculated from the first to last time point of measurement, cap: capsule, Cmax: maximum plasma concentration, DFI:
drug-food-interaction, GMFE: geometric mean fold error, n: number of individuals studied, obs: observed, pred: predicted, Route: route of administration, tab: tablet, s.d:
single dose31



S2.8 Sensitivity Analyses

Figures S2.20 and S2.21 show the results of the local sensitivity analyses on the AUC of the compounds ketoconazole
and N-deacetylketoconazole. Sensitivity of the model to single parameter changes was determined after the last
application of a 7 day multiple dose regimen of 200 mg once daily.
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Figure S2.20: Local sensitivity analysis of ketoconazole PBPK model– calculated for sensitivity on ketoconazole plasma
AUCinf. AADAC: arylacetamide deacetylase, Aqu. diff. coef.: aqueous diffusion coeffecient, AUCinf: area under the
plasma concentration-time curve from the time of the last drug administration extrapolated to infinity, Cl: clearance, CYP:
cytochrome P450, DAHK: N-deacetyl-N-hydroxyketoconazole, DAK: N-deacetylketoconazole, FMO: flavin-containing
monooxygenase, fu: fraction unbound, GET: gastric emptying time, GFR: fraction of glomerular filtration rate, kcat:
catalytic rate constant, Ki: concentration for half-maximal inhibition, KM: Michaelis-Menten constant, pKa: acidic
dissociation constant, P-gp: P-glycoprotein, ThicknessUWL: thickness of unstirred water layer for particle radii of the
respective bin, UGT: uridine diphosphate glucuronosyltransferase
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Figure S2.21: Local sensitivity analysis of ketoconazole PBPK model– calculated for sensitivity on N-
deacetlyketoconazole plasma AUCinf. AADAC: arylacetamide deacetylase, Aqu. diff. coef.: aqueous diffusion coefficient,
AUCinf: area under the plasma concentration-time curve from the time of the last drug administration extrapolated to
infinity, Cl: clearance, CYP: cytochrome P450, DAHK: N-deacetyl-N-hydroxyketoconazole, DAK: N-deacetylketoconazole,
FMO: flavin-containing monooxygenase, fu: fraction unbound, GET: gastric emptying time, GFR: fraction of glomerular
filtration rate, kcat: catalytic rate constant, Ki: concentration for half-maximal inhibition, KM: Michaelis-Menten constant,
pKa: acidic dissociation constant, P-gp: P-glycoprotein, ThicknessUWL: thickness of unstirred water layer for particle radii
of the respective bin, UGT: uridine diphosphate glucuronosyltransferase
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S3 Ketoconazole – DDI Modeling

S3.1 Ketoconazole – Clinical studies

Table S3.7: Clinical study data used for ketoconazole DDI model development

Drug administration Dose gap [h] N Age [years] Weight [kg] Females [%] Dataset Reference
Ketoconazole Victim

Alfentanil
- 1 mg iv bol seq (D0) - 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 Control [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol seq (D5) +8 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 DDI [51]
- 1 mg iv bol sim (D0) - 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 Control [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol sim (D5) +8 6 28 (21–33) 79 (63–106) 50.00 training Kharash 2011 DDI [51]
- 4 mg po tab seq (D0) - 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 Control [51]
400 mg po tab qd (D1–D4) 1 mg po tab seq (D5) +8 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 DDI [51]
- 4 mg po tab sim (D0) - 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 Control [51]
400 mg po tab qd (D1–D4) 1 mg po tab sim (D5) +8 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 DDI [51]
- 1 mg iv bol & 4 mg po tab s.d. seq (D0) - 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 Control [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol & 1 mg po tab seq (D5) +8 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 DDI [51]
- 1 mg iv bol & 4 mg po tab s.d. sim (D0) - 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 Control [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol & 1 mg po tab sim (D5) +8 6 28 (21–33) 79 (63–106) 50.00 test Kharash 2011 DDI [51]

Alprazolam
- 0.5 mg po tab (D0) - 8 18–38 - - test Boulenc 2016 Control [52]
200 mg po tab bid (D1–D6) 0.5 mg po tab (D4) 0 8 18–38 - - test Boulenc 2016 DDI [52]
400 mg po tab qd (D1–D6) 0.5 mg po tab (D4) 0 8 18–38 - - test Boulenc 2016 DDI [52]
- 1 mg po cap (D0) - 8 18–38 - - test Greenblatt 1998 Control[32]
200 mg po tab bid (D1–D3) 1 mg po cap (D3) +1 7 21–44 - - training Greenblatt 1998 DDI [32]

Midazolam
- 0.0003 mg po sol (D0) - 6 18–50 - 41.67 test Halama 2013 Control [53]
400 mg po tab qd (D1–D15) 0.0003 mg po sol (D2) 0 6 18–50 - 41.67 test Halama 2013 DDI [53]
- 0.075 mg po sol (D0) - 4 33 (23-55) 62 (50-78) 61.9 test Eap 2004 Control [54]
200 mg po tab bid (D1–D4) 0.075 mg po sol (D4) 0 4 33 (23-55) 62 (50-78) 61.9 test Eap 2004 DDI [54]
- 0.075 mg/kg po sol (D0) - 19 38.7 73.4 52.63 test Chung 2006 Control [55]
400 mg po tab qd (D1–D10) 0.075 mg/kg po sol (D6) -2 19 38.7 73.4 52.63 training Chung 2006 DDI [55]
- 0.4 mg iv bol (D0) - 6 42.80 (28–53) - - test Krishna 2009 Control [56]
400 mg po tab qd (D1–D7) 0.4 mg iv bol (D7) 0 6 42.80 (28–53) - - test Krishna 2009 DDI [56]
- 2 mg po tab (D0) - 8 18–38 - - test Boulenc 2016 Control [52]
200 mg po tab bid (D1–D5) 2 mg po tab (D4) 0 8 18–38 - - test Boulenc 2016 DDI [52]
400 mg po tab qd (D1–D5) 2 mg po tab (D4) 0 8 18–38 - - test Boulenc 2016 DDI [52]
- 2 mg po tab (D0) - 7 38.80 (21–54) - - test Stoch 2009 Control [57]

(Continued on Next Page...)
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Table S3.7: Clinical study data used for ketoconazole DDI model development (continued)

Drug administration Dose gap [h] N Age [years] Weight [kg] Females [%] Dataset Reference
Ketoconazole Victim

400 mg po tab qd (D1) 2 mg po tab (D1) 0 12 38.80 (21–54) - - test Stoch 2009 DDI [57]
400 mg po tab qd (D1–D2) 2 mg po tab (D2) 0 9 38.80 (21–54) - - test Stoch 2009 DDI [57]
400 mg po tab qd (D1–D5) 2 mg po tab (D5) 0 9 38.80 (21–54) - - test Stoch 2009 DDI [57]
- 2 mg po tab (D0) - 6 42.80 (28–53) - - test Krishna 2009 Control [56]
400 mg po tab qd (D1–D7) 2 mg po tab (D6) 0 6 42.80 (28–53) - - test Krishna 2009 DDI [56]
- 2 mg iv bol (D0) - 9 26 (19–41) 77.5 33.34 test Tsunoda 1999 Control [58]
200 mg po tab bid (D1–D2) 2 mg iv bol (D1) 0 9 26 (19–41) 77.5 33.34 test Tsunoda 1999 DDI [58]
- 3 mg po sol (D0) - 6 18–50 - 41.67 test Halama 2013 Control [53]
400 mg po tab qd (D1–D15) 3 mg po sol (D8) 0 6 18–50 - 41.67 test Halama 2013 DDI [53]
100 mg po tab qd (D1) 5 mg po sol (D1) 0 9 24–54 56–85 22.22 test Liu 2017 DDI [59]
200 mg po tab qd (D1) 5 mg po sol (D1) 0 9 24–54 56–85 22.22 test Liu 2017 DDI [59]
400 mg po tab qd (D1) 5 mg po sol (D1) 0 9 24–54 56–85 22.22 test Liu 2017 DDI [59]
400 mg po tab qd (D1) 5 mg po sol (D1) +12 6 21–46 67–80 50.00 test Liu 2017 DDI [59]
400 mg po tab qd (D1) 5 mg po sol (D1) +2 6 21–46 67–80 50.00 test Liu 2017 DDI [59]
400 mg po tab qd (D1) 5 mg po sol (D1) 0 6 21–46 67–80 50.00 test Liu 2017 DDI [59]
400 mg po tab qd (D1) 5 mg po sol (D1) -2 6 21–46 67–80 50.00 test Liu 2017 DDI [59]
400 mg po tab qd (D1) 5 mg po sol (D1) -4 6 21–46 67–80 50.00 test Liu 2017 DDI [59]
- 6 mg po sol (D0) - 9 26 (19–41) 77.5 33.34 test Tsunoda 1999 Control [58]
200 mg po tab bid (D1–D2) 6 mg po sol (D1) 0 9 26 (19–41) 77.5 33.34 test Tsunoda 1999 DDI [58]
- 7.5 mg po sol (D0) - 9 (19-26) (52-85) 77.78 test Olkkolla 1994 Control [60]
400 mg po tab qd (D1–D4) 7.5 mg po sol (D4) +1 9 (19-26) (52-85) 77.78 test Olkkolla 1994 DDI [60]
- 10 mg po sol (D0) - 10 34.20 72.10 57.50 test Lam 2003 Control [61]
200 mg po tab qd (D1–D12) 10 mg po sol (D12) +1 10 34.20 72.10 57.50 test Lam 2003 DDI [61]

Triazolam
- 0.25 mg po cap (D0) - 8 18–38 - - test Greenblatt 1998 Control[32]
200 mg po tab bid (D1–D3) 0.25 mg po cap (D3) +1 6 21–44 - - test Greenblatt 1998 DDI [32]
- 0.25 mg po tab (D0) - 9 23.80 (20–26) 65.30 (50–86) - test Varhe 1994 Control [62]
400 mg po tab qd (D1–D4) 0.25 mg po tab (D4) +1 9 23.80 (20–26) 65.30 (50–86) 66.67 test Varhe 1994 DDI [62]

Digoxin
- 0.5 mg po tab - 10 24–34 53–115 50.00 test Larsen 2007 Control [63]
200 mg po tab qd (D1–D4) 0.5 mg po tab (D4) 0 10 24–34 53–115 50.00 test Larsen 2007 DDI [63]

bid: twice daily, bol: bolus injection, cap: capsule, D: day, iv: intravenous, m.d.: multiple dose, n: number of individuals studied, po: oral, qd: once daily, Route: route of administration, s.d.:
single dose, seq: iv and po administration on D0 were either given sequentially with a three hour gap, sim: iv and po administration on D0 were either given simultaneously, sol: solution, tab:
tablet
-: no data available. Values are means and ranges, if available.
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S3.2 Ketoconazole – Drug-dependent parameters

The DDI partner models with their respective parameters were derived from literature for the victim drugs alfentanil [64],
alprazolam [65], midazolam [64], triazolam [66] and digoxin [64].
For the alprazolam model, Weibull model parameters Dissolution shape and Dissolution time (50%) were adpated.

Table S3.8: Drug-dependent alprazolam parameters adapted for the ketoconazole-alprazolam DDI (fed state)

Parameter Unit Value Source Original model Reference

Weibull Dissolution shape - 2.09 opt. 1.12 [65]
Weibull Dissolution time (50%) min 110.10 opt. 2.20 [65]

opt.: optimized

S3.3 Ketoconazole – DDI model evaluation

S3.3.1 Plasma concentration-time profiles (Linear)

(a) (b) (c)

(d) (e) (f)

Figure S3.22: Comparison of predicted and observed ketoconazole-alfentanil DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data
as dots (arithmetic mean ± SD). DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole, M2:
N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, tab: tablet.
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(a) (b) (c)

Figure S3.23: Comparison of predicted and observed ketoconazole-alprazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sol: solution,
tab: tablet.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S3.24: Comparison of predicted and observed ketoconazole-midazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sd: single
dose, sol: solution, tab: tablet.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S3.25: Comparison of predicted and observed ketoconazole-midazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sd: single
dose, sol: solution, tab: tablet.
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(a) (b) (c)

(d) (e)

Figure S3.26: Comparison of predicted and observed ketoconazole-midazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sd: single
dose, sol: solution, tab: tablet.

(a) (b)

Figure S3.27: Comparison of predicted and observed ketoconazole-triazolam DDI plasma concentration-time profiles for
CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as dots
(arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, tab: tablet.
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(a)

Figure S3.28: Comparison of predicted and observed ketoconazole-digoxin DDI plasma concentration-time profiles for
P-gp DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as dots
(arithmetic mean). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole, M2:
N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, tab: tablet.
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S3.3.2 Plasma concentration-time profiles (Semilogarhitmic)

(a) (b) (c)

(d) (e) (f)

Figure S3.29: Comparison of predicted and observed ketoconazole-alfentanil DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data
as dots (arithmetic mean ± SD). DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole, M2:
N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, tab: tablet.
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(a) (b) (c)

Figure S3.30: Comparison of predicted and observed ketoconazole-alprazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sol: solution,
tab: tablet.
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Figure S3.31: Comparison of predicted and observed ketoconazole-midazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sd: single
dose, sol: solution, tab: tablet.

44



(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure S3.32: Comparison of predicted and observed ketoconazole-midazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sd: single
dose, sol: solution, tab: tablet.
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(a) (b) (c)

(d) (e)

Figure S3.33: Comparison of predicted and observed ketoconazole-midazolam DDI plasma concentration-time profiles
for CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as
dots (arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, sd: single
dose, sol: solution, tab: tablet.

(a) (b)

Figure S3.34: Comparison of predicted and observed ketoconazole-triazolam DDI plasma concentration-time profiles for
CYP3A4 DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as dots
(arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, qd: once daily, tab: tablet.
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(a)

Figure S3.35: Comparison of predicted and observed ketoconazole-digoxin DDI plasma concentration-time profiles for
P-gp DDIs with and without ketoconazole metabolites. Model predictions are shown as lines, observed data as dots
(arithmetic mean ± SD). bid: twice daily, DDI: drug-drug interaction, KTZ: ketoconazole, M1: N-deacetylketoconazole,
M2: N-hydroxy-N-deacetylketoconazole, n: number of participants, P: ketoconazole alone, tab: tablet.
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S3.3.3 DDI AUClast and DDI Cmax goodness-of-fit plots

(a) AUClast (P+M1+M2) (b) AUClast (P+M1) (c) AUClast(P)

(d) Cmax (P+M1+M2) (e) Cmax (P+M1) (f) Cmax (P)

Figure S3.36: Predicted compared to observed victim drug DDI AUClast and DDI Cmax ratios for ketoconazole DDIs
with and without its metabolites. The straight solid line marks the line of identity. The curved solid lines show the
prediction acceptance limits proposed by Guest et al. including 1.25-fold variability [50]. Dotted lines indicate 1.25-fold,
dashed lines indicate 2-fold deviation. AUClast: area under the plasma concentration-time curve from the time of drug
administration to the last concentration measurement, Cmax: maximum plasma concentration, DDI: drug-drug interaction,
M1: N-deacetylketoconazole, M2: N-hydroxy-N-deacetylketoconazole, P: ketoconazole alone.
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S3.3.4 Geometric mean fold error of predicted DDI AUClast and DDI Cmax ratios

Table S3.9: Predicted and observed DDI AUClast and Cmax ratios of the victim drugs during DDIs, simulated with and without ketoconazole metabolite involvement

Drug administration N DDI AUClast ratio DDI Cmax ratio Reference

Ketoconazole Victim Gap [h] Pred Obs Pred/Obs Pred Obs Pred/Obs

Alfentanil
400 mg po tab qd (D1–D4) 0.5 mg iv bol seq (D5) +8 6 3.31 3.88 0.85 - - - Kharash 2011 DDI (P+M1+M2) [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol seq (D5) +8 6 1.12 3.88 0.29 - - - Kharash 2011 DDI (P+M1) [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol seq (D5) +8 6 1.12 3.88 0.29 - - - Kharash 2011 DDI (P) [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol sim (D5) +8 6 2.85 3.76 0.76 - - - Kharash 2011 DDI (P+M1+M2) [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol sim (D5) +8 6 1.08 3.76 0.29 - - - Kharash 2011 DDI (P+M1) [51]
400 mg po tab qd (D1–D4) 0.5 mg iv bol sim (D5) +8 6 1.07 3.76 0.29 - - - Kharash 2011 DDI (P) [51]
400 mg po tab qd (D1–D4) 1 mg po tab seq (D5) +8 6 3.98 5.97 0.67 2.50 2.96 0.84 Kharash 2011 DDI (P+M1+M2) [51]
400 mg po tab qd (D1–D4) 1 mg po tab seq (D5) +8 6 1.46 5.97 0.25 1.47 2.96 0.50 Kharash 2011 DDI (P+M1) [51]
400 mg po tab qd (D1–D4) 1 mg po tab seq (D5) +8 6 1.09 5.97 0.18 1.08 2.96 0.37 Kharash 2011 DDI (P) [51]
400 mg po tab qd (D1–D4) 1 mg po tab sim (D5) +8 6 4.12 8.11 0.51 2.55 4.99 0.51 Kharash 2011 DDI (P+M1+M2) [51]
400 mg po tab qd (D1–D4) 1 mg po tab sim (D5) +8 6 1.52 8.11 0.19 1.52 4.99 0.30 Kharash 2011 DDI (P+M1) [51]
400 mg po tab qd (D1–D4) 1 mg po tab sim (D5) +8 6 1.20 8.11 0.15 1.20 4.99 0.24 Kharash 2011 DDI (P) [51]
400 mg po tab qd (D1–D4) 0.5 bol & 1 mg tab seq (D5) +8 6 1.28 1.63 0.78 - - - Kharash 2011 DDI (P+M1+M2) [51]
400 mg po tab qd (D1–D4) 0.5 bol & 1 mg tab seq (D5) +8 6 0.43 1.63 0.26 - - - Kharash 2011 DDI (P+M1) [51]
400 mg po tab qd (D1–D4) 0.5 bol & 1 mg tab seq (D5) +8 6 0.37 1.63 0.23 - - - Kharash 2011 DDI (P) [51]
400 mg po tab qd (D1–D4) 0.5 bol & 1 mg tab seq (D5) +8 6 1.20 1.96 0.61 - - - Kharash 2011 DDI (P+M1+M2) [51]
400 mg po tab qd (D1–D4) 0.5 bol & 1 mg tab seq (D5) +8 6 0.43 1.96 0.22 - - - Kharash 2011 DDI (P+M1) [51]
400 mg po tab qd (D1–D4) 0.5 bol & 1 mg tab seq (D5) +8 6 0.40 1.96 0.20 - - - Kharash 2011 DDI (P) [51]

Mean GMFE DDI (P+M1+M2) 1.48 1.57
Mean GMFE DDI (P+M1) 4.12 2.65

Mean GMFE DDI (P) 4.76 3.44

Alprazolam
200 mg po tab bid (D1–D6) 0.5 mg po tab (D4) 0 8 1.93 2.03 0.95 1.17 1.25 0.94 Boulenc 2016 DDI (P+M1+M2) [52]
200 mg po tab bid (D1–D6) 0.5 mg po tab (D4) 0 8 1.27 2.03 0.62 1.16 1.25 0.93 Boulenc 2016 DDI (P+M1) [52]
200 mg po tab bid (D1–D6) 0.5 mg po tab (D4) 0 8 1.26 2.03 0.62 1.16 1.25 0.93 Boulenc 2016 DDI (P) [52]
400 mg po tab qd (D1–D6) 0.5 mg po tab (D4) 0 8 1.83 1.88 0.97 1.16 1.13 1.02 Boulenc 2016 DDI (P+M1+M2) [52]

(Continued on next page...)
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Table S3.9: Predicted and observed DDI AUClast and Cmax ratios of the victim drugs during DDIs, simulated with and without ketoconazole metabolite involvement
(continued)

Drug administration N DDI AUClast ratio DDI Cmax ratio Reference

Ketoconazole Victim Gap [h] Pred Obs Pred/Obs Pred Obs Pred/Obs

400 mg po tab qd (D1–D6) 0.5 mg po tab (D4) 0 8 1.14 1.88 0.61 1.12 1.13 0.98 Boulenc 2016 DDI (P+M1) [52]
400 mg po tab qd (D1–D6) 0.5 mg po tab (D4) 0 8 1.14 1.88 0.61 1.12 1.13 0.98 Boulenc 2016 DDI (P) [52]
200 mg po tab bid (D1–D3) 1 mg po cap (D3) +1 7 1.90 1.87 1.01 0.85 1.10 0.78 Greenblatt 1998 DDI (P+M1+M2) [32]
200 mg po tab bid (D1–D3) 1 mg po cap (D3) +1 7 1.36 1.87 0.72 0.84 1.10 0.77 Greenblatt 1998 DDI (P+M1) [32]
200 mg po tab bid (D1–D3) 1 mg po cap (D3) +1 7 1.35 1.87 0.72 0.84 1.10 0.77 Greenblatt 1998 DDI (P) [32]

Mean GMFE DDI (P+M1+M2) 1.03 1.12
Mean GMFE DDI (P+M1) 1.55 1.13

Mean GMFE DDI (P) 1.54 1.13

Midazolam
400 mg po tab qd (D1–D15) 0.0003 mg po sol (D2) 0 6 16.91 21.56 0.78 4.09 5.06 0.81 Halama 2013 DDI (P+M1+M2) [53]
400 mg po tab qd (D1–D15) 0.0003 mg po sol (D2) 0 6 10.08 21.56 0.47 3.89 5.06 0.77 Halama 2013 DDI (P+M1) [53]
400 mg po tab qd (D1–D15) 0.0003 mg po sol (D2) 0 6 10.07 21.56 0.47 3.89 5.06 0.77 Halama 2013 DDI (P) [53]
200 mg po tab bid (D1–D4) 0.075 mg po sol (D4) 0 4 9.63 5.82 1.65 4.25 4.39 0.97 Eap 2004 DDI (P+M1+M2) [54]
200 mg po tab bid (D1–D4) 0.075 mg po sol (D4) 0 4 5.94 5.82 1.02 3.44 4.39 0.78 Eap 2004 DDI (P+M1) [54]
200 mg po tab bid (D1–D4) 0.075 mg po sol (D4) 0 4 5.93 5.82 1.02 3.44 4.39 0.78 Eap 2004 DDI (P) [54]
400 mg po tab qd (D1–D10) 0.075 mg/kg po sol (D6) -2 19 18.39 10.24 1.80 2.82 2.34 1.20 Chung 2006 DDI (P+M1+M2) [55]
400 mg po tab qd (D1–D10) 0.075 mg/kg po sol (D6) -2 19 3.56 10.24 0.35 1.31 2.34 0.56 Chung 2006 DDI (P+M1) [55]
400 mg po tab qd (D1–D10) 0.075 mg/kg po sol (D6) -2 19 2.38 10.24 0.23 1.01 2.34 0.43 Chung 2006 DDI (P) [55]
400 mg po tab qd (D1–D7) 0.4 mg iv bol (D7) 0 6 6.57 9.21 0.71 - - - Krishna 2009 DDI (P+M1+M2) [56]
400 mg po tab qd (D1–D7) 0.4 mg iv bol (D7) 0 6 2.41 9.21 0.26 - - - Krishna 2009 DDI (P+M1) [56]
400 mg po tab qd (D1–D7) 0.4 mg iv bol (D7) 0 6 2.41 9.21 0.26 - - - Krishna 2009 DDI (P) [56]
200 mg po tab bid (D1–D5) 2 mg po tab (D4) 0 8 19.30 14.55 1.33 5.17 4.08 1.27 Boulenc 2016 DDI (P+M1+M2) [52]
200 mg po tab bid (D1–D5) 2 mg po tab (D4) 0 8 8.15 14.55 0.56 4.24 4.08 1.04 Boulenc 2016 DDI (P+M1) [52]
200 mg po tab bid (D1–D5) 2 mg po tab (D4) 0 8 8.14 14.55 0.56 4.24 4.08 1.04 Boulenc 2016 DDI (P) [52]
400 mg po tab qd (D1–D5) 2 mg po tab (D4) 0 8 11.94 13.51 0.88 4.57 3.96 1.16 Boulenc 2016 DDI (P+M1+M2) [52]
400 mg po tab qd (D1–D5) 2 mg po tab (D4) 0 8 4.53 13.51 0.34 3.16 3.96 0.80 Boulenc 2016 DDI (P+M1) [52]
400 mg po tab qd (D1–D5) 2 mg po tab (D4) 0 8 4.52 13.51 0.33 3.15 3.96 0.80 Boulenc 2016 DDI (P) [52]
400 mg po tab qd (D1) 2 mg po tab (D1) 0 12 9.91 9.75 1.02 3.59 4.75 0.76 Stoch 2009 DDI (P+M1+M2) [57]
400 mg po tab qd (D1) 2 mg po tab (D1) 0 12 7.67 9.75 0.79 3.59 4.75 0.76 Stoch 2009 DDI (P+M1) [57]

(Continued on next page...)
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Table S3.9: Predicted and observed DDI AUClast and Cmax ratios of the victim drugs during DDIs, simulated with and without ketoconazole metabolite involvement
(continued)

Drug administration N DDI AUClast ratio DDI Cmax ratio Reference

Ketoconazole Victim Gap [h] Pred Obs Pred/Obs Pred Obs Pred/Obs

400 mg po tab qd (D1) 2 mg po tab (D1) 0 12 7.66 9.75 0.79 3.58 4.75 0.76 Stoch 2009 DDI (P) [57]
400 mg po tab qd (D1–D2) 2 mg po tab (D2) 0 9 12.21 11.90 1.03 3.77 5.17 0.73 Stoch 2009 DDI (P+M1+M2) [57]
400 mg po tab qd (D1–D2) 2 mg po tab (D2) 0 9 7.67 11.90 0.64 3.59 5.17 0.69 Stoch 2009 DDI (P+M1) [57]
400 mg po tab qd (D1–D2) 2 mg po tab (D2) 0 9 7.67 11.90 0.64 3.59 5.17 0.69 Stoch 2009 DDI (P) [57]
400 mg po tab qd (D1–D5) 2 mg po tab (D5) 0 9 15.63 11.46 1.36 3.94 5.04 0.78 Stoch 2009 DDI (P+M1+M2) [57]
400 mg po tab qd (D1–D5) 2 mg po tab (D5) 0 9 7.68 11.46 0.67 3.59 5.04 0.71 Stoch 2009 DDI (P+M1) [57]
400 mg po tab qd (D1–D5) 2 mg po tab (D5) 0 9 7.67 11.46 0.67 3.59 5.04 0.71 Stoch 2009 DDI (P) [57]
400 mg po tab qd (D1–D7) 2 mg po tab (D6) 0 6 16.94 7.01 2.42 4.92 2.81 1.75 Krishna 2009 DDI (P+M1+M2) [56]
400 mg po tab qd (D1–D7) 2 mg po tab (D6) 0 6 7.09 7.01 1.01 3.95 2.81 1.41 Krishna 2009 DDI (P+M1) [56]
400 mg po tab qd (D1–D7) 2 mg po tab (D6) 0 6 7.09 7.01 1.01 3.95 2.81 1.41 Krishna 2009 DDI (P) [56]
200 mg po tab bid (D1–D2) 2 mg iv bol (D1) 0 9 2.55 4.53 0.56 - - - Tsunoda 1999 DDI (P+M1+M2) [58]
200 mg po tab bid (D1–D2) 2 mg iv bol (D1) 0 9 1.76 4.53 0.39 - - - Tsunoda 1999 DDI (P+M1) [58]
200 mg po tab bid (D1–D2) 2 mg iv bol (D1) 0 9 1.76 4.53 0.39 - - - Tsunoda 1999 DDI (P) [58]
400 mg po tab qd (D1–D15) 3 mg po sol (D8) 0 6 19.14 19.85 0.96 3.94 5.18 0.76 Halama 2013 DDI (P+M1+M2) [53]
400 mg po tab qd (D1–D15) 3 mg po sol (D8) 0 6 7.21 19.85 0.36 3.54 5.18 0.68 Halama 2013 DDI (P+M1) [53]
400 mg po tab qd (D1–D15) 3 mg po sol (D8) 0 6 7.21 19.85 0.36 3.54 5.18 0.68 Halama 2013 DDI (P) [53]
200 mg po tab bid (D1–D2) 6 mg po sol (D1) 0 9 7.23 11.39 0.63 2.77 3.40 0.81 Tsunoda 1999 DDI (P+M1+M2) [58]
200 mg po tab bid (D1–D2) 6 mg po sol (D1) 0 9 5.21 11.39 0.46 2.62 3.40 0.77 Tsunoda 1999 DDI (P+M1) [58]
200 mg po tab bid (D1–D2) 6 mg po sol (D1) 0 9 5.21 11.39 0.46 2.62 3.40 0.77 Tsunoda 1999 DDI (P) [58]
400 mg po tab qd (D1–D4) 7.5 mg po sol (D4) +1 9 11.12 11.53 0.96 3.05 4.24 0.72 Olkkolla 1994 DDI (P+M1+M2) [60]
400 mg po tab qd (D1–D4) 7.5 mg po sol (D4) +1 9 6.24 11.53 0.54 2.98 4.24 0.70 Olkkolla 1994 DDI (P+M1) [60]
400 mg po tab qd (D1–D4) 7.5 mg po sol (D4) +1 9 6.23 11.53 0.54 2.98 4.24 0.70 Olkkolla 1994 DDI (P) [60]
200 mg po tab qd (D1–D12) 10 mg po sol (D12) +1 10 9.87 11.18 0.88 2.86 3.23 0.88 Lam 2003 DDI (P+M1+M2) [61]
200 mg po tab qd (D1–D12) 10 mg po sol (D12) +1 10 5.05 11.18 0.45 2.65 3.23 0.82 Lam 2003 DDI (P+M1) [61]
200 mg po tab qd (D1–D12) 10 mg po sol (D12) +1 10 5.05 11.18 0.45 2.65 3.23 0.82 Lam 2003 DDI (P) [61]

Mean GMFE DDI(P+M1+M2) 1.40 1.30
Mean GMFE DDI (P+M1) 2.10 1.36

Mean GMFE DDI (P) 2.20 1.38

(Continued on next page...)
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Table S3.9: Predicted and observed DDI AUClast and Cmax ratios of the victim drugs during DDIs, simulated with and without ketoconazole metabolite involvement
(continued)

Drug administration N DDI AUClast ratio DDI Cmax ratio Reference

Ketoconazole Victim Gap [h] Pred Obs Pred/Obs Pred Obs Pred/Obs

Triazolam
200 mg po tab bid (D1–D3) 0.25 mg po cap (D3) +1 6 11.67 11.90 0.98 3.20 2.47 1.29 Greenblatt 1998 DDI (P+M1+M2) [32]
200 mg po tab bid (D1–D3) 0.25 mg po cap (D3) +1 6 4.52 11.90 0.38 2.93 2.47 1.19 Greenblatt 1998 DDI (P+M1) [32]
200 mg po tab bid (D1–D3) 0.25 mg po cap (D3) +1 6 4.51 11.90 0.38 2.93 2.47 1.19 Greenblatt 1998 DDI (P) [32]
400 mg po tab qd (D1–D4) 0.25 mg po tab (D4) +1 9 10.64 8.56 1.24 3.19 2.65 1.20 Varhe 1994 DDI (P+M1+M2)[62]
400 mg po tab qd (D1–D4) 0.25 mg po tab (D4) +1 9 7.27 8.56 0.85 3.00 2.65 1.13 Varhe 1994 DDI (P+M1) [62]
400 mg po tab qd (D1–D4) 0.25 mg po tab (D4) +1 9 7.26 8.56 0.85 3.00 2.65 1.13 Varhe 1994 DDI (P) [62]

Mean GMFE DDI (P+M1+M2) 1.13 1.25
Mean GMFE DDI (P+M1) 1.91 1.16

Mean GMFE DDI (P) 1.91 1.16

Digoxin
200 mg po tab qd (D1–D4) 0.5 mg po tab (D4) 0 10 1.47 1.75 0.84 1.52 1.63 0.93 Larsen 2007 DDI (P+M1+M2) [63]
200 mg po tab qd (D1–D4) 0.5 mg po tab (D4) 0 10 1.45 1.75 0.83 1.50 1.63 0.92 Larsen 2007 DDI (P+M1) [63]
200 mg po tab qd (D1–D4) 0.5 mg po tab (D4) 0 10 1.45 1.75 0.83 1.50 1.63 0.92 Larsen 2007 DDI (P) [63]

Mean GMFE DDI(P+M1+M2) 1.19 1.07
Mean GMFE DDI (P+M1) 1.21 1.09

Mean GMFE DDI (P) 1.21 1.09

Overall mean GMFE (range) DDI (P+M1+M2) 1.35 (1.01–2.41) 1.27 (1.02–1.96)
pred/obs DDI ratios within two-fold 96.30% (26/27) ≤ 2 100.00% (21/21) ≤ 2

Overall mean GMFE (range) DDI (P+M1) 2.44 (1.01–5.34) 1.42 (1.02–3.28)
pred/obs DDI ratios within two-fold 44.45% (12/27) ≤ 2 90.48% (19/21) ≤ 2
Overall mean GMFE (range) DDI (P) 2.64 (1.01–6.75) 1.52 (1.02–4.15)
pred/obs DDI ratios within two-fold 44.45% (12/27) ≤ 2 85.71% (18/21) ≤ 2

AUClast: area under the plasma concentration-time curve calculated from the first to last time point of measurement, bid: twice daily, cap: capsule, Cmax: maximum plasma
concentration, DDI: drug-drug-interaction, GMFE: geometric mean fold error, iv: intravenous, M1: N-deacetylketoconazole, M2: N-hydroxy-N-deacetylketoconazle, N: number of
individuals studied, obs: observed, pred: predicted, P: ketoconazole alone, seq: iv and po administration on D0 were either given sequentially with a three hour gap, sim: iv and
po administration on D0 were either given simultaneously, sol: solution, tab: tablet
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S1 PBPK modeling

S1.1 Quantitative PBPK model evaluation

The models performance was evaluated by comparing predicted plasma concentration-time profiles with
observed data which are displayed in the following sections in linear and semilogarithmic scale (Fig.
S3.3.1-S3.3.22 and S2.3.1-S2.3.2). Furthermore, the models were evaluated by comparing predicted to
observed plasma concentration values (Fig. S3.4.23 and S2.4.3), area under the plasma concentration-
time curve calculated from the first time point to the last time point of measurements (AUClast) values and
maximum plasma concentration (Cmax) values (Fig. S3.4.24,S3.4.25, S2.4.4 and S2.4.5). Fig. S3.4.26,
S3.4.27, S2.4.6 and S2.4.7 illustrate results of local sensitivity analyses as bar graphs.
As quantitative performance measures, a mean relative deviation (MRD) and a median symmetric accu-
racy (MSA) were calculated for all profiles from their respective predicted and observed plasma concen-
trations (Eq. (S1) and Eq. (S2)). Furthermore, the geometric mean fold error (GMFE) of the AUClast and
Cmax were calculated according to Eq. (S3).

Equation: Mean relative deviation

MRD = 10x with x =

√
1
n

n

∑
i=1

(log10 ĉi − log10 ci)2 (S1)

ci = the ith observed plasma concentration
ĉi = the respective predicted plasma concentration
n = number of observed values

Overall MRD values of ≤ 2 were considered reasonable predictions.

Equation: Median symmetric accuracy

MSA = 100(e(M(|loge(xi)|))−1) with xi = ci/ĉi (S2)

ci = the ith observed plasma concentration
ĉi = the respective predicted plasma concentration
M = median

The GMFE was calculated for all observed AUClast and Cmax values according to Eq. (S3).
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Equation: Geometric mean fold error

GMFE = 10x with x =
1
n

n

∑
i=1

|log10(
âi

ai
)| (S3)

ai = observed AUClast or Cmax value
âi = predicted AUClast or Cmax value
n = number of studies

S1.2 Sensitivity analysis

Sensitivity of the final models to single parameters (local sensitivity analysis) was calculated and mea-
sured as relative change of the AUClast. The analysis was carried out using a relative perturbation of
1000% (variation range 10.0, maximum number of 9 steps). Parameters were included into the analysis if
they have been optimized, if they are associated with optimized parameters or if they might have a strong
impact due to calculation methods used in the model. Sensitivity to a parameter was calculated as the
ratio of the relative change of the simulated AUClast to the relative variation of the parameter around its
value used in the final model according to Eq. (S4):

Equation: Sensitivity analysis

S =
∆AUC0−24

∆p
∗ p

AUC0−24
(S4)

S = sensitivity of the AUC to the examined model parameter
∆AUC = change of the AUC
AUC = simulated, AUC with the original parameter value
∆p = change of the examined parameter value
p = original parameter value

A sensitivity of + 1.0 signifies that a 10% increase of the examined parameter value causes a 10%
increase of the simulated AUC.
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S1.3 System-dependent parameters

System-dependent parameters, such as reference concentrations and tissue expression profiles of me-
tabolizing enzymes and transporters, are listed in Table S1.1 and S1.2.

Table S1.1: System-dependent parameter
Protein (Gene) Mean reference concentration

[µmol protein / l in the tissue of
highest expression]

Geometric standard
deviation of reference
concentration

Half-life liver
[hours]

Half-life intestine
[hours]

DPD DPYD a1.0 RT-PCR [1] 36 23
DPH DPYS a1.0 Array [2] 36 23
MRP4 ABCC4 b0.024 Array [2] 36 23

Array, microarray expression profile; DPD, dihydropyrimidine dehydrogenase; DPH, dihydropyrimidinase; MRP4, multi drug resistance
protein 4; RT-PCR, reverse transcription-polymerase chain reaction measured expression profile.
a, default
b, calculated from transporter per mg membrane protein times 26.2 mg human kidney microsomal protein per g kidney tissue [3, 4]
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Table S1.2: Expression data of implemented proteins
DPD (DPYD) DPH (DPYS) MRP4 (ABCC4)

Properties
Localization Intracellular Intracellular Cell membrane
Direction n.a. n.a. Efflux
Half-life liver/intestine [h]a 36/23 36/23 n.a.

Relative expression in various organs and tissues [%]
Data source RT-PCR [1] Array [2] Array [2]
Blood cells 100 0 0
Plasma 100 0 0
Bone 79 1 27
Brain 6 5 26
Fat 0 0 0
Gonads 9 3 50
Heart 28 8 24
Kidney 11 53 94
Liver periportal 38 100 45
Liver pericentral 38 100 45
Lung 56 4 72
Muscle 30 1 44
Pancreas 12 4 26
Skin 0 2 31
Spleen 49 5 44
Duodenum mucosa 15 1 32
Upper jejunum mucosa 15 1 32
Lower jejunum mucosa 15 1 32
Upper ileum mucosa 15 1 32
Lower ileum mucosa 15 1 32
Cecum 0 0 0
Colon ascendes mucosa 14 1 0
Colon transversum mucosa 14 1 0
Colon descendens mucosa 14 1 0
Colon sigmoid mucosa 14 1 0
Rectum 0 0 0
Stomach non-mucosal tissue 19 1 42
Small intestine non-mucosal tissue 15 1 32
Large intestine non-mucosal tissue 14 1 100

Array, microarray expression profile; DPD, dihydropyrimidine dehydrogenase; DPH, dihydropyrimidinase; MRP4, multi drug resistance
protein 4; RT-PCR, reverse transcription-polymerase chain reaction measured expression profile.
a, Information from PK-Sim® expression database

All of the above listed proteins were implemented in every modeled indiviual. The indivuals were cre-
ated based on the demographics mentioned in the respective clinical study report. If no data was available
a mean indiviual was used. This mean individual is based on the reported individuals in the accumulated
studies, since the average patient was not reflected by the standard mean healthy induvidual implemented
in PK-Sim®. The characteristics of the individuals are listed in Table S1.3.
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Table S1.3: Standard indiviudal demographics
Indiviudual Age [years] Weight [kg] Height [cm] BSA [m²] BMI [kg/m²] Reference

OSP® - Standard european malea 30 73 176 1.89 23.57 [5]
European Maleb 59.92 70.33 169.84 1.82 24.38 [5]
European Femaleb 59.90 70.30 169.80 1.82 24.38 [5]
Japanese Femalec 59.90 51.73 156.12 1.50 21.23 [6]

BMI, body mass index; BSA, body surface area; OSP®, open systems pharmacology®.
a, standard individual implemented in the modeling software, used for every study where demographical data was missing
b, standard individual used for every study where demographical data was missing
c, only used for Van Kuilenburg 2002 (ID =31) [7] and Wattanatorn 1997 (ID = 81) [8]
c, only used for Yamada 2003 (ID=82) [9].
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S1.4 Implementation of drug-time-of-day-interaction

S1.4.1 Diurnal enzyme activity

Diurnal variations in enzyme activity were implemented by implementing a sinusoidal relationship between
tme-of-day and reaction for the metabolic transformation via DPD or DPH. Eq. (see S5).
The value for the amplitude (A) was derived from literature (Jacobs et al. 2016 [10] or Jiang et al. 2004
[11]) or was adjusted individually. The value TAcr describes the shift from t=0 in maximum enzyme activity.

Circadian rythm in DPD activity

dN
dt

= (1+Amp∗sin(2π(t+TAcr)/1440))∗kcat ∗V ∗Kwater∗C(t)/(KM +Kwater∗C(t)) (S5)

Amp = amplitude
C = concentration of 5-fluorouracil or uracil [µM]
kcat = catalytic rate constant [1/min]
KM = Michaelis-Menten constant [µM/l]
Kwater = partition coefficient (water/organ)
N = amount of drug tranformed per time
t = simulation time [min]
TAcr = shift in acrophase of enzyme activity [min]
V = volume of organ [ml]

S1.4.2 In-Vitro-In-Vivo-Extrapolation of diurnal patterns

Extrapolating diurnal patterns from in-vitro enzyme activity measurements to in-vivo predictions of drug
concentrations was performed by fitting the parameters for Amp and TAcr of Eq. (S5) to the respective
observed data via Eq. (S6). Only Amp and TAcr were needed to describe diurnal variations in enzyme
activity. The baseline activity is calculated by the already implemented parameters described in Eq. (S5).

Estimation of diurnal variations in DPD activity

v(t) = (1+Amp∗ sin(2π(t +TAcr)/1440))∗ v0 (S6)

Amp = amplitude
t = time in minutes [min]
TAcr = shift in acrophase of enzyme activity [min]
v = enzyme activity
v0 = baseline enzyme activity

In case of in-vitro mRNA expression data derived from Raida et al. [12], mRNA expressions relative
to the mean mRNA expression were translated to DPD activities by shifting the respective clock-times of
mRNA expression measurements by a time of translation (Eq. (S7)). The mean DPD activtity from Jacobs
et al. [10] and the relativ change in mRNA expressions were then used to estimate the DPD activities (Eq.
S8).
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Estimation of translation of DPYD mRNA

t = tobs +
aDPD

vT
(S7)

v = relmRNA ∗ v0 (S8)

aDPD = number of amino acids in DPD enzyme
relmRNA = relative change in mRNA expression
t = predicted time of DPD activity [min]
tobs = observed time of DPYD mRNA expression [min]
v = predicted enzyme activity
v0 = baseline enzyme activity
vT = translation rate of 600 amino acids per minute [13] [1/min]

S1.4.3 Chronomodulated infusion rates

A sine function was used to describe chronomodulated application rates (see Eq. (S9)).

Equation: Chronomodulated application rates

vin f (t) = Amp∗ sin(2π(t +TAcr)/1440)∗ (m/tin f ) (S9)

Amp = amplitude
m = amount of drug applicated [µmol]
t = time [min]
TAcr = shift in acrophase of infusion rate
tin f = duration of infusion [min]
vin f (t) = chronomodulated infusion rate
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S2 Uracil model development

S2.1 Clinical studies

Table S2.1: Clinical studies used for uracil model development
Dose absolute

[mg]
Dose [mg/m2] Route n Age [years] Weight [kg] BSA [m²] Females [%] Dataset Reference

233.14 a6 po (sol), s.d. 19 - - - - te Mattison 2006 [14]
- 500 po (sol), s.d. 11 38±9 74±10 - 54.5 ta Van Staveren 2011 [15]
- 1000 po (sol), s.d. 11 38±9 74±10 - 54.5 te Van Staveren 2011 [15]
- - syn 40 - - - - ta Jacobs 2016 [10]

BSA, body surface area; iv, intravenous; n, number of individuals studied; po, oral; Route, route of administration; s.d., single dose; sol, solution; syn, endogenous synthesis; ta,
training dataset (parameter optimization); te, test dataset (model evaluation); -, no data available. Values are means ±standard deviation or ranges.
a, dose relative in mg/kg bodyweight
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S2.2 Drug-dependent model parameters

Table S2.2: Drug-dependent parameters of the uracil PBPK model
Parameter Unit Value Source Reference Value Source Reference Description

uracil 5,6-dihydrouracil

MW g/mol 112.09 112.09 [16] 114.10 114.10 [17] Molecular weight
pKa - (acidic) 8.80

and 13.76
(acidic) 8.80

and 13.76
[16] (acidic) 11.73 (acidic) 11.73 [17] Acid dissociation constant

Solubility (pH) mg/ml 15.50 (7.4) 15.50 (7.4) [16] 266.74 (7.4) 266.74 (7.4) [17] Solubility
logP - -0.86 -0.86 [16] a1.92 -1.21 [17] Lipophilicity
fu % b100 - - b100 - - Fraction unbound
Specific intest. perm. cm/min c5.59 · 10-5 d1.32 · 10-6 - d7.38 · 10-4 d7.38 · 10-4 - Normalized to surface area
Specific organ perm. cm/min d2.00 · 10-3 d2.00 · 10-3 - d1.09 d1.09 - Normalized to surface area
GFR fraction - e1 - - e1 - - Fraction of filtered drug in urine
Cellular permeabilities - Ch. d. S. - [18] Ch. d. S. - [18] Permeation across cell membranes
Partition coefficients - R&R - [19] Berez. - [20] Organ-plasma partition coefficients
Formulation - cdissolved - - - - Formulation used in predictions
MRP4 KM µmol/l a7.43 - - - - - Michaelis-Menten constant
MRP4 kcat 1/min a31.67 - - - - - MRP4 catalytic rate constant
DPD KM µmol/l 2.30 2.30 - - - [21] Michaelis-Menten constant
DPD kcat 1/min a 3.18 - - - - - DPD catalytic rate constant
DPH KM µmol/l - - - 9.75 9.75 [21] Michaelis-Menten constant
DPH kcat 1/min - - - a7.43 - - DPH catalytic rate constant

Berez., Berezhkovskiy calculation method; Ch. d. S., Charge dependent Schmitt calculation method; DPD, dihydropyrimidine dehydrogenase; DPH, dihydropyrimidinase; GFR, glomerular
filtration rate; intest. perm., intestinal permeability; MRP4, multi drug resistence protein 4; organ perm., organ permeability; -, not available.
a, optimized
b, assumed as no data on binding was found
c, only used for oral solutions
d , calculated value
e, assumed
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S2.2.1 Diurnal DPD activity

Table S2.3 lists all parameters used to predict the dirunal variations in DPD activity for endogenous uracil.
Here, endogenous uracil was predicted for a European Male (see Table S1.3) with activities derived from
individual DPD activity profiles estimated from DPD activities from Jacobs et al. [10] or DPYD mRNA
measurements from Raida et al. [12].

Table S2.3: Diurnal parameters of the uracil PBPK model for time-of-day variation in DPD activity.
Study (ID) Amplitude (DPD) TAcr (DPD) [min] Reference

H#1 0.34 140.47 Jacobs et al. [10]
H#2 0.38 -139.30 Jacobs et al. [10]
H#3 0.35 117.82 Jacobs et al. [10]
H#4 0.40 2897.86 Jacobs et al. [10]
H#5 0.28 2935.33 Jacobs et al. [10]
H#6 0.23 68.51 Jacobs et al. [10]
H#7 0.33 23.87 Jacobs et al. [10]
H#8 0.23 -23.38 Jacobs et al. [10]
H#9 0.42 -135.54 Jacobs et al. [10]
H#10 0.30 -58.78 Jacobs et al. [10]
H#11 0.20 78.61 Jacobs et al. [10]
H#12 0.19 -19.43 Jacobs et al. [10]
H (mean) 0.24 0.00 Jacobs et al. [10]
D#1 0.33 323.21 Raida et al. [12]
D#2 0.28 2037.74 Raida et al. [12]
D#3 0.34 1555.45 Raida et al. [12]
D#4 0.36 1315.36 Raida et al. [12]
D#5 0.58 1276.63 Raida et al. [12]
D#6 0.16 1537.15 Raida et al. [12]
D#7 0.30 961.87 Raida et al. [12]
D#8 0.35 1758.55 Raida et al. [12]
D#9 0.25 599.99 Raida et al. [12]
D#10 0.42 2035.80 Raida et al. [12]
D(mean) 0.05 1727.43 Raida et al. [12]

D, cancer patient; DPD, dihydropyrimidine dehydrogenase; H, healthy individual; TAcr, shift in time of maximum enzyme
activity.
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S2.3 Concentration-time profiles

Model predictions are shown as solid lines and corresponding observed data as filled dots. Symbols rep-
resent the mean values ± standard deviation, if available. For endogenous uracil where daily fluctuations
are visible, day and night time were visualized with white and shaded areas. Here, a day and night cycle
from 7 am to 7 pm was assumed.
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Figure S2.3.1: Plasma uracil after oral administration of uracil including endogenous uracil on a
linear scale. The shaded areas illustrate nighttime. circ, circadian activity; conc, concen-
tration; cons, constant activity; DHU/U, dihydrouracil-to-uracil plasma concentration ratio;
DPH, dihydropyrimidinase; n, number of individuals; po, oral; sol, solution; ta, training
dataset; te, test dataset.
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Figure S2.3.2: Plasma uracil after oral administration of uracil including endogenous uracil on a
semi-logarithmic scale. The shaded areas illustrate nighttime. circ, circadian activity;
conc, concentration; cons, constant activity; DHU/U, dihydrouracil-to-uracil plasma con-
centration ratio; DPH, dihydropyrimidinase; n, number of individuals; po, oral; sol, solution;
ta, training dataset; te, test dataset.
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S2.4 Model evaluation

S2.4.1 Predicted compared to observed concentrations goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed plasma concentrations for every study
are illustrated in Fig. S2.4.3. Details on dosing regimens, study populations and literature references are
listed in Table S2.1. Predicted and observed PK parameters are summarized in Table S2.5.
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Figure S2.4.3: Predicted compared to observed plasma concentrations. Illustrated are values for
uracil and 5,6-dihydrouracil for training and test data. The solid lines mark the line of
identity. Dotted lines indicate 1.25-fold, dashed lines 2-fold deviation. Conc, concentration;
DHU, 5,6-dihydrouracil; U, uracil.
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S2.4.2 Mean relative deviation and median symmetric accuracy of plasma concentration predictions

Table S2.4: Mean relative deviation and median symmetric accuracy values of uracil and 5,6-dihydrouracil plasma concentrations
Dose [mg] Route n Compound MRD MSA [%] Dataset Reference Profile ID

422 po (sol), s.d. 19 U 1.63 9.02 te Mattison 2006 [14] 56
500 po (sol), s.d. 11 U 3.67 24.26 ta Van Staveren 2011 [15] 59

1000 po (sol), s.d. 11 U 3.98 69.40 te Van Staveren 2011 [15] 60
syn 40 U 1.14 10.28 ta Jacobs 2016 [10] 92

422 po (sol), s.d. 19 DHU 1.28 21.99 ta Mattison 2006 [14] 56
500 po (sol), s.d. 11 DHU 1.27 19.48 te Van Staveren 2011 [15] 59

1000 po (sol), s.d. 11 DHU 1.31 24.01 te Van Staveren 2011 [15] 60
syn 40 DHU 1.05 2.25 ta Jacobs 2016 [10] 92

Mean 1.92 (1.05–3.98) 84.01 (2.25–69.40)
Median 1.30 (1.05–3.98) 20.74 (2.25–69.40)

6/8 < 2

DHU, 5,6-dihydrouracil; MRD, mean relative deviation; MSA, median symmetric accuracy; po, oral; Route, route of administration; s.d., single dose; sol, solution; syn, endogenous synthesis;
ta, training dataset (parameter optimization); te, test dataset (model evaluation), U, uracil.
a, dose relative in mg/kg bodyweight
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S2.4.3 AUClast and Cmax goodness-of-fit plots

In the following section, goodness-of-fit plots of predicted compared to observed AUClast and Cmax values
for every study are illustrated in Fig. S2.4.4-S2.4.5. Details on dosing regimens, study populations and
literature references are listed in Table S2.1. Predicted and observed PK parameters are summarized in
Table S2.5.
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Figure S2.4.4: Predicted compared to observed plasma AUClast values. Illustrated are values for uracil
and 5,6-dihydrouracil for training and test data. The solid lines mark the line of identity. Dot-
ted lines indicate 1.25-fold, dashed lines 2-fold deviation. AUClast, area under the plasma
concentration time curve from the first to last time point of concentration measurements;
DHU, 5,6-dihydrouracil; U, uracil.
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Figure S2.4.5: Predicted compared to observed plasma Cmax values. Illustrated are values for uracil
and 5,6-dihydrouracil for training and test data. The solid lines mark the line of identity.
Dotted lines indicate 1.25-fold, dashed lines 2-fold deviation. Cmax, maximum plasma con-
centration; DHU, 5,6-dihydrouracil; U, uracil.
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S2.4.4 Geomentric mean fold error of predicted AUClast and Cmax values

Table S2.5: Predicted and observed AUClast and Cmax values of of uracil and 5,6-dihydrouracil plasma concentrations
Dose [mg/m²] Route n Compound AUClast pred

[µmol·h/l]
AUClast obs

[µmol·h/l]
Pred/Obs

AUClast

Cmax pred
[µmol/l]

Cmax obs
[µmol/l]

Pred/Obs
Cmax

Dataset Reference Profile
ID

422 po (sol), s.d. 19 U 2116.18 2060.98 1.03 55.92 50.13 1.12 te Mattison 2006 [14] 56
500 po (sol), s.d. 11 U 7049.29 6374.09 1.11 134.55 110.26 1.22 ta Van Staveren 2011 [15] 59

1000 po (sol), s.d. 11 U 25379.77 18832.97 1.35 300.80 166.50 1.81 te Van Staveren 2011 [15] 60
syn 40 U 136.44 123.97 1.10 0.11 0.10 1.10 ta Jacobs 2016 [10] 92

422 po (sol), s.d. 19 DHU 1987.53 1881.78 1.06 16.02 15.86 1.01 te Mattison 2006 [14] 56
500 po (sol), s.d. 11 DHU 3652.33 3190.62 1.14 30.63 24.19 1.27 ta Van Staveren 2011 [15] 59

1000 po (sol), s.d. 11 DHU 7946.90 6808.32 1.17 52.67 42.47 1.24 ta Van Staveren 2011 [15] 60
syn 40 DHU 1154.69 1181.88 0.98 0.91 0.89 1.02 ta Jacobs 2016 [10] 92

Pred/Obs within twofold (Range) 100%; 8/8 (0.98–1.35) 100%; 8/8 (1.01–1.81)

GMFE (Range) 1.12 (1.02–1.35) 1.20 (1.01–1.81)

AUClast, area under the plasma concentration-time curve calculated from the first to the last measurement; Cmax, maximum concentration; DHU, 5,6-dihydrouracil ; GMFE, geometric meand
fold error; obs, observed; po, oral; pred predicted; Route, route of administration; s.d., single dose; sol, solution; syn, endogenous synthesis; te, test dataset (model evaluation); ta, training
dataset (parameter optimization); U, uracil.
a, dose relative in mg/kg bodyweight
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S2.4.5 Local sensitivity analysis

Figures S2.4.6 and S2.4.7 show the local sensitivity analysis of the AUC to single parameter changes of
the compounds uracil and 5,6-dihydrouracil. Sensitivity of the model to single parameters was determined
as change of the simulated AUC extrapolated to infinity from starting time of uracil synthesis or uracil
application of 500 mg/m² as a single oral solution. A sensitivity value of -0.5 indicates a 5% decrease of
the simulated AUC if the examined parameter is incraeased by 10%. Depending on whether uracil was
synthesized or administered, fraction unbound (plasma) or the acidic dissociation constant were the most
sensitive parameters for both the parent and the metabolite.
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Figure S2.4.6: Uracil PBPK model sensitivity analysis - Uracil. Amp, amplitude; asm, assumed;
DPD, dihydropyrimidine dehydrogenase; fit, fitted; GFR, glomerular filtration rate; kcat,
catalytic rate constant; KM, Michaelis-Menten constant; ksyn, synthesis constant; MRP4,
multi drug resistence protein 4; lit, literature; pKa, acidic dissociation constant; TAcr, shift
in time of maximum enzyme activity; U, uracil.
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Figure S2.4.7: Uracil PBPK model sensitivity analysis - 5,6-dihydrouracil. Amp, amplitude; asm,
assumed; DHU, 5,6-dihydrouracil; DPD, dihydropyrimidine dehydrogenase; DPH, dihy-
dropyrimidinase; fit, fitted; GFR, glomerular filtration rate; kcat, catalytic rate constant;
KM, Michaelis-Menten constant; ksyn, synthesis constant; MRP4, multi drug resistence
protein 4; lit, literature; pKa, acidic dissociation constant; TAcr, shift in time of maximum
enzyme activity; U, uracil.
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S2.5 Individual prediction of DHU/U with IVIVE

As described in Section S1.4.2, parameters were estimated for individual data (listed in Table S2.3).
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Figure S2.5.8: DPD activities in PBMC cells and DHU/U ratios in plasma for healthy individuals on
a linear scale. The shaded areas illustrate night time. DHU/U, dihydrouracil-to-uracil
plasma concentration ratio; DPD, dihydropyrimidine dehydrogenase, PBMC, peripheral
blood mononuclear cell.
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Figure S2.5.9: DPD activities in PBMC cells and DHU/U ratios in plasma for healthy individuals on
a linear scale. The shaded areas illustrate night time. DHU/U, dihydrouracil-to-uracil
plasma concentration ratio; DPD, dihydropyrimidine dehydrogenase, PBMC, peripheral
blood mononuclear cell.
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Figure S2.5.10: DPD activities in PBMC cells and DHU/U ratios in plasma for cancer patients on a lin-
ear scale. The shaded areas illustrate night time. DPD activities were estimated from rela-
tive DPYD mRNA expressions [12] as described in Section S1.4.2. DHU/U, dihydrouracil-
to-uracil plasma concentration ratio; DPD, dihydropyrimidine dehydrogenase, PBMC, pe-
ripheral blood mononuclear cell.
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Figure S2.5.11: DPD activities in PBMC cells and DHU/U ratios in plasma for cancer patients on a lin-
ear scale. The shaded areas illustrate night time. DPD activities were estimated from rela-
tive DPYD mRNA expressions [12] as described in Section S1.4.2. DHU/U, dihydrouracil-
to-uracil plasma concentration ratio; DPD, dihydropyrimidine dehydrogenase, PBMC, pe-
ripheral blood mononuclear cell.
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S3 5-Fluorouracil model development

S3.1 Clinical studies

Table S3.1: Clinical studies used for 5-fluorouracil model development
Dose absolute

[mg]
Dose [mg/m²] Route n Age [years] Weight [kg] BSA [m²] Females [%] Dataset Reference

250 - iv (bol), s.d. 5 50.8 (40–61) 68.6 (55–77) - 100 ta Phillips 1980 [22]
427.5 250 iv (bol), s.d. 20 m66 (41–75) - m1.71 30 te Bocci 2000 [23]

425 250 iv (bol), s.d. 188 m65 (37–85) m66.5 (41–107) m1.7 (1.35–2.8) 46.3 te Bocci 2006 [24]
- 300 iv (bol), s.d. 8 - - - - ta Van Kuilenburg 2008 [25]

632.7 370 iv (bol), s.d. 20 m66 (41–75) - m1.71 30 ta Bocci 2000 [23]
684.5 370 iv (bol), s.d. 110 m61 (36–79) - - 43.6 te Paolo 2001 [26]

600 400 iv (bol), s.d. 18 m58.5 (40–71) m57.5 (48–85) m1.5 39 te Casale 2004 [27]
- 425 iv (bol), s.d. 6 - - - 33 te Maring 2002 [28]
- 425 iv (bol), s.d. 18 m66 (45–80) m73 (56–85) - 28 ta Maring 2003 [29]

850.2 a10.9 iv (bol), s.d. 8 56 (36–72) 78 (65–115) - 25 te MacMillan 1978 [30]
- 450 iv (bol), s.d. 8 - - - - te Van Kuilenburg 2008 [25]
- 500 iv (bol), s.d. 14 70 - - 43 te Larsson 1996 [31]
- 500 iv (bol), s.d. 10 27-63 - - 30 te Heggie 1987 [32]
- a15 iv (bol), s.d. 17 - - - - ta Harvey 1984 [33]
- 600 iv (bol), s.d. 10 - - - - te Bardakji 1986 [34]

500 - po (sol), s.d. 6 55.3 (50–62) 68.3 (55–90) - 100 ta Phillips 1980 [22]
- a15 po (sol), s.d. 17 - - - - te Harvey 1984 [33]
- a7.5 iv (inf), 0.4h 6 40–64 48.6–82.4 - 33 te Schaaf 1987 [35]
- 425 iv (inf), 0.25h 12 47–78 - - 25 te Hoekstra 2005 [36]
- a15 iv (inf), 0.4h 6 40–64 48.6–82.4 - 33 ta Schaaf 1987 [35]
- 1250 iv (inf) 96h 10 62 (45–75) - - - te Ho 1998 [37]
- 1250 iv (inf) 96h 10 - - - - te Yamada 2003 [9]

1080 600 iv (inf) 24h 4 m36 (34–47) - m1.8 (1.7–2.0) 0 te Metzger 1994 [38]
- 1071 iv (inf) 24h 7 58-81 30–65 1.1–1.8 14 te Petit 1988 [39]
- 1750 iv (inf) 72h 27 m50 (37–78) - - 22 te Grem 2001 [40]
- 1750 iv (inf) 72h 14 m46 (28–71) - - 21 ta Takimoto 1999 [41]
- 300 iv (inf) 10h 3 56.8 (35–68) - - 33 te Furuya 1995 [42]
- 300 iv (inf) 10h 6 56.8 (35–68) - - 50 te Furuya 1995 [42]
- 4000 iv (inf) 96h 10 58.2 (48–75) - 1.66

(1.36–1.97)
0 te Thiberville 1994 [43]

- 2400 iv (inf) 46h 9 56 (36–74) - - 33 te Matsumoto 2015 [44]
- 400 iv (bol), LD 33 m61 (34–76) - - 27 te Eatock 2005 [45]

600 iv (inf) 22h, MD
760 400 iv (bol), LD 9 m68 (54–73) - m1.9 (1.4–2.0) 11 te Joel 2004 [46]
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Table S3.1: Clinical studies used for 5-FU model development (continued)
Dose absolute

[mg]
Dose [mg/m²] Route n Age [years] Weight [kg] BSA [m²] Females [%] Dataset Reference

1140 600 iv (inf) 22h, MD
- 400 iv (bol), LD 18 m62 (43–77) m71 (43–107) - 29 te Joulia 1999 [47]

600 iv (inf) 22h, MD
- 400 iv (bol), LD 6 m62 (43–77) m71 (43–107) - 29 te Joulia 1999 [47]

900 iv (inf) 22h, MD
- 400 iv (bol), LD 8 m62 (43–77) m71 (43–107) - 29 te Joulia 1999 [47]

1200 iv (inf) 22h, MD
- 600 iv (inf) 0.5h, LD 5 m67 (57–76) - - 80 ta Wattanatorn 1997 [8]

600 iv (inf) 22h, MD
720 400 iv (bol), LD 10 m65 (54–77) - m1.8 (1.6–2.1) 20 te Joel 2004 [46]

4320 2400 iv (inf) 46h, MD
- 400 iv (bol), LD 53 m60.5 (41–80) - - 36 te Leong 2012 [48]

2400 iv (inf) 46h, MD
- 400 iv (bol), LD 16 m59.5 (39–80) - - 38 te Sharma 2010 [49]

2400 iv (inf) 46h, MD

bol, bolus injection; BSA, body surface area; inf, infusion; iv, intravenous; LD, loading dose; MD, multiple dose; n, number of individuals studied; po, oral; Route, route of
administration; s.d., single dose; sol, solution; ta, training dataset (parameter optimization); te, test dataset (model evaluation); -, no data available. Values are means ±standard
deviation or ranges.
a, dose relative in mg/kg bodyweight
m, median
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S3.2 Drug-dependent model parameters

Table S3.2: Drug-dependent parameters of the 5-fluorouracil PBPK model
Parameter Unit Value Source Reference Value Source Reference Description

5-fluorouracil 5,6-dihydrofluorouracil

MW g/mol 130.08 130.08 [50] 132.09 132.09 [51] Molecular weight
pKa - (acidic) 8.02 (acidic) 8.02 [50] (acidic) 10.66 (acidic) 10.66 [51] Acid dissociation constant
Solubility (pH) mg/ml 40 (7) 40 (7) [52] 89.47 (7.4) 89.47 (7.4) [51] Solubility
logP - a-1.40 -0.78 [52] a-0.06 -1 [51] Lipophilicity
fu % 90 90 [53] b100 - - Fraction unbound
Specific intest. perm. cm/min c8.46 · 10-4 d3.65 · 10-7 - 7.37 · 10-6 calc. - Normalized to surface are
Specific organ perm. cm/min d5.48 · 10-4 d5.48 · 10-4 - d0.01 d0.01 - Normalized to surface are
GFR fraction - e1 - - e1 - - Fraction of filtered drug in urine
Cellular permeabilities - Ch. d. S. - [18] Ch. d. S. - [18] Permeation across cell membranes
Partition coefficients - R&R - [19] Berez. - [20] Organ-plasma partition coefficients
Formulation - cdissolved - - - - Formulation used in predictions
MRP4 KM µmol/l a16.77 - - - - - Michaelis-Menten constant
MRP4 kcat 1/min a27.66 - - - - - MRP4 catalytic rate constant
DPD KM µmol/l 23.0 23 - - - [54] Michaelis-Menten constant
DPD kcat 1/min a 11.34 - - - - - DPD catalytic rate constant
DPH KM µmol/l - - - 21.61 21.61 [21] Michaelis-Menten constant
DPH kcat 1/min - - - a47.60 - - DPH catalytic rate constant

Berez., Berezhkovskiy calculation method; calc., calculated; Ch. d. S., Charge dependent Schmitt calculation method; DPD, dihydropyrimidine dehydrogenase; DPH, dihydropyrimidinase; GFR,
glomerular filtration rate; intest. perm., intestinal permeability; MRP4, multi drug resistence protein 4; organ perm., organ permeability; R&R, Rodgers and Rowland calculation method; -, not
available.
a, optimized
b, assumed as no data on binding was found
c, only used for oral solutions
d , calculated value
e, assumed
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S3.2.1 Diurnal DPD activity

Table S3.3 lists all parameters used to predict the dirunal variations in DPD activity in studies during
5-fluorouracil infusion at a constant rate. In most cases, the amplitude derived from the literature was
sufficient to predict the oscillation of the plasma concentration curve. TAcr had to be adapted individually.
Parameters used for the prediction of 5-fluorouracil in individual healthy subjects or cancer patients are
listed in Table S2.3 with the respective DPD activities illustrated in Figures S2.5.8-S2.5.11.

Table S3.3: Diurnal parameters of the 5-fluorouracil PBPK model for time-of-day variation in DPD activity.
Study (ID) Amplitude (DPD) TAcr (DPD) [min] Reference

Ho 1998 (70) a0.245 94.33 Ho 1998 [37]
Yamada 2003 (82) a0.245 136.13 Shimida 2003 [9]
Metzger 1994 (77) 0.84 71.43 Metzger 1994 [38]
Petit 1988 (78) 0.56 0.74 Petit 1988 [39]
Grem 2001 (86) b0.124 1218.52 Grem 2001 [40]
Takimoto 1999 (80) b0.124 1285 Takimoto 1999 [41]
Furuya 1995 (141) b0.245 720 Furuya 1995 [42]
Furuya 1995 (141) b0.124 451.83 Furuya 1995 [42]
Thiberville 1994 (130) 0.39 256.24 Thiberville 1994 [43]
Matsumoto 2015 (131) 0.18 0 Matsumoto 2015 [44]
Matsumoto 2015 (132) 0.42 5.64 Matsumoto 2015 [44]
Matsumoto 2015 (133) b0.124 0 Matsumoto 2015 [44]
Matsumoto 2015 (134) 0.40 720 Matsumoto 2015 [44]
Matsumoto 2015 (135) a0.245 237.54 Matsumoto 2015 [44]
Matsumoto 2015 (136) a0.245 1236.83 Matsumoto 2015 [44]
Matsumoto 2015 (137) a0.245 100 Matsumoto 2015 [44]
Matsumoto 2015 (138) 0.17 2.94 Matsumoto 2015 [44]
Matsumoto 2015 (139) b0.124 0 Matsumoto 2015 [44]
Eatock 2005 (68) a0.245 729.33 Eatock 2005 [45]
Joel 2004 (71) a0.245 1291.44 Joel 2004 [46]
Joulia 1999 (73) a0.245 34.31 Joulia 1999 [47]
Joulia 1999 (74) a0.245 4.77 Joulia 1999 [47]
Joulia 1999 (75) a0.245 97.34 Joulia 1999 [47]
Wattanatorn 1997 (81) a0.245 1247.85 Wattanatorn 1997 [8]
Joel 2004 (72) a0.245 1277.22 Joel 2004 [46]
Leong 2012 (76) a0.245 702.68 Leong 2012 [48]
Sharma 2010 (79) a0.245 120 Sharma 2010 [49]

DPD, dihydropyrimidine dehydrogenase; TAcr, shift in time of maximum enzyme activity.
a, Mean amplitude of DPD activity measured in human preipheral blood mononclear cells derived from Jacobs et al. 2016 [10]
b, Mean amplitude of DPD activity measured in human preipheral blood mononclear cells derived from Jiang et al. 2004 [11]
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S3.3 Concentration-time profiles

Model predictions are shown as solid lines and corresponding observed data as filled dots. Symbols
represent the mean values ± sd, if available. For continuous infusions where daily fluctuations are visible,
day and night time were visualized with white and shaded areas, if the respective study listed a specific
clock time in which the infusion was started. Here, a day and night cycle from 7 am to 7 pm was assumed.
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Figure S3.3.1: Plasma 5-fluorouracil and 5,6-dihydrouracil after intravenous administration of 5-
fluorouracil (part 1/10) on a linear scale. bol, bolus injection; iv, intravenous; n, number
of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.2: Plasma 5-fluorouracil and 5,6-dihydrouracil after intravenous administration of 5-
fluorouracil (part 2/10) on a linear scale. bol, bolus injection; iv, intravenous; n, number
of individuals te, test dataset.
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Figure S3.3.3: Plasma 5-fluorouracil and 5,6-dihydrouracil after intravenous administration of 5-
fluorouracil (part 3/10) on a linear scale. bol, bolus injection; iv, intravenous; n, number
of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.4: Plasma 5-fluorouracil after intravenous administration of 5-fluorouracil (part 4/10)
on a linear scale. bol, bolus injection; iv, intravenous; n, number of individuals; te, test
dataset.
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Figure S3.3.5: Plasma and urine 5-fluorouracil and 5,6-dihydrouracil after intravenous administra-
tion of 5-fluorouracil (part 5/10) on a linear scale. bol, bolus injection; FE, fraction of
dose excreted; inf, infusion; iv, intravenous; n, number of individuals; ta, training dataset;
te, test dataset.
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Figure S3.3.6: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part 6/10)
on a linear scale. The shaded areas illustrate night time. inf, infusion; iv, intravenous; n,
number of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.7: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part 7/10)
on a linear scale. The shaded areas illustrate night time.inf, infusion; iv, intravenous; n,
number of individuals; te, test dataset.
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Figure S3.3.8: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part 8/10)
on a linear scale. inf, infusion; iv, intravenous; n, number of individuals; ta, training
dataset; te, test dataset.
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Figure S3.3.9: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part 9/10)
on a linear scale. bol, bolus injection; inf, infusion; iv, intravenous; n, number of individu-
als; ta, training dataset; te, test dataset.
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Figure S3.3.10: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part
10/10) on a linear scale. inf, infusion; iv, intravenous; n, number of individuals; te, test
dataset.
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Figure S3.3.11: Plasma 5-fluorouracil and 5,6-dihydrouracil after intravenous administration of 5-
fluorouracil (part 1/10) on a semi-logarithmic scale. bol, bolus injection; iv, intravenous;
n, number of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.12: Plasma 5-fluorouracil and 5,6-dihydrouracil after intravenous administration of 5-
fluorouracil (part 2/10) on a semi-logarithmic scale. bol, bolus injection; iv, intravenous;
n, number of individuals; te, test dataset.
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Figure S3.3.13: Plasma 5-fluorouracil and 5,6-dihydrouracil after intravenous administration of 5-
fluorouracil (part 3/10) on a semi-logarithmic scale. bol, bolus injection; iv, intravenous;
n, number of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.14: Plasma 5-fluorouracil after intravenous administration of 5-fluorouracil (part 4/10)
on a semi-logarithmic scale. bol, bolus injection; iv, intravenous; n, number of individuals;
te, test dataset.
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Figure S3.3.15: Plasma and urine 5-fluorouracil and 5,6-dihydrouracil after intravenous administra-
tion of 5-fluorouracil (part 5/10) on a semi-logarithmic scale. bol, bolus injection; FE,
fraction of dose excreted; iv, intravenous; n, number of individuals; ta, training dataset;
te, test dataset.
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Figure S3.3.16: Plasma 5-fluorouracil after intravenous administration of 5-fluorouracil (part 6/10)
on a semi-logarithmic scale. The shaded areas illustrate night time. inf, infusion; iv,
intravenous; n, number of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.17: Plasma 5-fluorouracil after intravenous administration of 5-fluorouracil (part 7/10)
on a semi-logarithmic scale. The shaded areas illustrate night time. inf, infusion; iv,
intravenous; n, number of individuals; ta, training dataset; te, test dataset.
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Figure S3.3.18: Plasma 5-fluorouracil after intravenous administration of 5-fluorouracil (part 8/10)
on a semi-logarithmic scale. inf, infusion; iv, intravenous; n, number of individuals; ta,
training dataset; te, test dataset.
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Figure S3.3.19: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part 9/10)
on a semi-logarithmic scale. bol, bolus injection; inf, infusion; iv, intravenous; n, number
of individuals; ta, training dataset; te, test dataset.

Page 49



(a)

●●

●●

●●

●●

●●

●●

●●
●● ●● ●● ●●

●●

400 mg/m² iv (bol) + 2400 mg/m²/46h iv (inf)
Joel 2004, n = 10 (ID = 72)

0 6 12 18 24 30 36 42 48

10−1

100

101

102

103

Time [h]

P
la

sm
a 

co
nc

 [µ
m

ol
/l]

● 5−Fluorouracil, te

(b)

●●

●●

●● ●●

●● ●● ●● ●● ●● ●●

400 mg/m² iv (bol) + 2400 mg/m²/46h iv (inf)
Leong 2012, n = 53 (ID = 76)

0 6 12 18 24 30 36 42 48

10−1

100

101

102

103

Time [h]

P
la

sm
a 

co
nc

 [µ
m

ol
/l]

● 5−Fluorouracil, te

(c)

●●

●●●●

●●

●●

●●

●●
●● ●●

●●

400 mg/m² iv (bol) + 2400 mg/m²/46h iv (inf)
Sharma 2010, n = 19 (ID = 79)

0 6 12 18 24 30 36 42 48

10−1

100

101

102

103

Time [h]

P
la

sm
a 

co
nc

 [µ
m

ol
/l]

● 5−Fluorouracil, te

Figure S3.3.20: Plasma 5-fluorouracil during intravenous administration of 5-fluorouracil (part
10/10) on a semi-logarithmic scale. bol, bolus injection; inf, infusion; iv, intravenous;
n, number of individuals; te, test dataset.
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Figure S3.3.21: Plasma 5-fluorouracil after oral administration of 5-fluorouracil on a linear scale. n,
number of individuals; po, oral; sol, solution; ta, training; te, test dataset.
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Figure S3.3.22: Plasma 5-fluorouracil after oral administration of 5-fluorouracil on a semi-logarithmic
scale. n, number of individuals; po, oral; sol, solution; ta, training; te, test dataset.
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S3.4 Model evaluation

S3.4.1 Predicted compared to observed concentrations goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed plasma concentrations for every study
are illustrated in Fig. S3.4.23. Details on dosing regimens, study populations and literature references
are listed in Table S3.1. Predicted and observed PK parameters are summarized in Table S3.5.
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Figure S3.4.23: Predicted compared to observed plasma concentrations. Illustrated are values for
5-fluorouracil and 5,6-dihydrofluorouracil for training and test data. The solid lines mark
the line of identity. Dotted lines indicate 1.25-fold, dashed lines 2-fold deviation. 5-FU,
5-fluorouracil; Conc, concentration; DHFU, 5,6-dihydrofluorouracil.
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S3.4.2 Mean relative deviation and median symmetric accuracy of plasma concentration predictions

Table S3.4: Mean relative deviation and median symmetric accuracy values of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations
Dose [mg/m²] Route n Compound MRD MSA [%] Dataset Reference ID

a250 iv (bol), s.d. 5 5-FU 1.27 19.99 ta Phillips 1980 [22] 1
a250 iv (bol), s.d. 5 5-FU 1.59 33.42 te Phillips 1980 [22] 101
a250 iv (bol), s.d. 5 5-FU 1.66 61.02 te Phillips 1980 [22] 102
a250 iv (bol), s.d. 5 5-FU 2.47 162.88 te Phillips 1980 [22] 103
a250 iv (bol), s.d. 5 5-FU 2.30 125.63 te Phillips 1980 [22] 104
a250 iv (bol), s.d. 5 5-FU 1.34 13.42 te Phillips 1980 [22] 105
250 iv (bol), s.d. 20 5-FU 1.41 40.65 te Bocci 2000 [23] 11
250 iv (bol), s.d. 188 5-FU 1.32 32.52 ta Bocci 2006 [24] 93
250 iv (bol), s.d. 101 5-FU 1.52 48.58 te Bocci 2006 [24] 94
250 iv (bol), s.d. 87 5-FU 1.84 58.76 te Bocci 2006 [24] 95
250 iv (bol), s.d. 70 5-FU 1.34 31.76 te Bocci 2006 [24] 96
250 iv (bol), s.d. 118 5-FU 1.60 60.59 te Bocci 2006 [24] 97
300 iv (bol), s.d. 8 5-FU 1.25 24.33 ta Van Kuilenburg 2008 [25] 32
370 iv (bol), s.d. 20 5-FU 2.13 56.97 ta Bocci 2000 [23] 12
370 iv (bol), s.d. 110 5-FU 2.73 81.72 te Paolo 2001 [26] 106
370 iv (bol), s.d. 110 5-FU 4.47 179.76 te Paolo 2001 [26] 107
400 iv (bol), s.d. 18 5-FU 4.52 234.91 te Casale 2004 [27] 5
400 iv (bol), s.d. 18 5-FU 4.48 297.83 te Casale 2004 [27] 7
400 iv (bol), s.d. 18 5-FU 5.11 437.88 te Casale 2004 [27] 8

b10.9 iv (bol), s.d. 8 5-FU 1.69 35.58 te MacMillan 1978 [30] 27
b10.9 iv (bol), s.d. 1 5-FU 1.93 26.41 te MacMillan 1978 [30] 271
b10.9 iv (bol), s.d. 1 5-FU 1.63 53.69 te MacMillan 1978 [30] 272
b10.9 iv (bol), s.d. 1 5-FU 2.95 47.43 te MacMillan 1978 [30] 273
b10.9 iv (bol), s.d. 1 5-FU 1.93 110.25 te MacMillan 1978 [30] 274
b10.9 iv (bol), s.d. 1 5-FU 1.73 18.74 te MacMillan 1978 [30] 275
b10.9 iv (bol), s.d. 1 5-FU 2.26 33.96 te MacMillan 1978 [30] 276
b10.9 iv (bol), s.d. 1 5-FU 1.64 70.63 te MacMillan 1978 [30] 277
b10.9 iv (bol), s.d. 1 5-FU 1.59 53.80 te MacMillan 1978 [30] 278

425 iv (bol), s.d. 6 5-FU 1.47 49.65 te Maring 2002 [28] 30
425 iv (bol), s.d. 18 5-FU 1.26 18.18 te Maring 2003 [29] 14
450 iv (bol), s.d. 8 5-FU 2.16 7.84 te Van Kuilenburg 2008 [25] 33
500 iv (bol), s.d. 14 5-FU 1.40 8.60 te Larsson 1996 [31] 3
500 iv (bol), s.d. 10 5-FU 1.69 30.94 ta Heggie 1987 [32] 23
a15 iv (bol), s.d. 17 5-FU 1.57 19.62 ta Harvey 1984 [33] 19
a15 iv (bol), s.d. 17 5-FU 1.29 23.52 te Harvey 1984 [33] 20
a15 iv (bol), s.d. 17 5-FU 1.28 11.64 te Harvey 1984 [33] 21
a15 iv (bol), s.d. 17 5-FU 1.31 11.86 te Harvey 1984 [33] 22
600 iv (bol), s.d. 10 5-FU 2.22 71.54 te Bardakji 1986 [34] 9
600 iv (bol), s.d. 10 5-FU 1.94 41.37 te Bardakji 1986 [34] 10
a7.5 iv (inf), s.d. 6 5-FU 3.64 63.35 te Schaaf 1987 [35] 28
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Table S3.4: Mean relative deviation and median symmetric accuracy values of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations. (con-
tinued)

Dose [mg/m²] Route n Compound MRD MSA [%] Dataset Reference ID

425 iv (inf), s.d. 12 5-FU 1.22 25.34 te Hoekstra 2005 [36] 25
b15 iv (inf), s.d. 6 5-FU 1.42 17.48 ta Schaaf 1987 [35] 29

1250 iv (inf) 96h 10 5-FU 1.04 3.62 te Ho 1998 [37] 70
1250 iv (inf) 96h 10 5-FU 1.25 23.98 te Yamada 2003 [9] 82

600 iv (inf) 24h 4 5-FU 1.65 47.82 te Metzger 1994 [38] 77
1071 iv (inf) 24h 7 5-FU 1.41 31.64 te Petit 1988 [39] 78
1750 iv (inf) 72h 14 5-FU 1.04 2.77 te Grem 2001 [40] 86
1750 iv (inf) 72h 14 5-FU 1.06 2.23 ta Takimoto 1999 [41] 80

300 iv (inf) 10h 3 5-FU 1.56 44.52 te Furuya 1995 [42] 141
300 iv (inf) 10h 6 5-FU 1.05 4.39 te Furuya 1995 [42] 142

4000 iv (inf) 96h 10 5-FU 1.32 19.84 te Thiberville 1994 [43] 130
2400 iv (inf) 46h 1 5-FU 7.21 178.68 te Matsumoto 1994 [44] 131
2400 iv (inf) 46h 1 5-FU 4.57 47.82 te Matsumoto 1994 [44] 132
2400 iv (inf) 46h 1 5-FU 5.34 176.61 te Matsumoto 1994 [44] 133
2400 iv (inf) 46h 1 5-FU 5.94 87.54 te Matsumoto 1994 [44] 134
2400 iv (inf) 46h 1 5-FU 5.88 81.07 te Matsumoto 1994 [44] 135
2400 iv (inf) 46h 1 5-FU 4.86 162.19 te Matsumoto 1994 [44] 136
2400 iv (inf) 46h 1 5-FU 3.85 103.21 te Matsumoto 1994 [44] 137
2400 iv (inf) 46h 1 5-FU 4.05 61.43 te Matsumoto 1994 [44] 138
2400 iv (inf) 46h 1 5-FU 4.56 82.02 te Matsumoto 1994 [44] 139

400 iv (bol), LD 33 5-FU 1.38 36.59 te Eatock 2005 [45] 68
600 iv (inf) 22h, MD
400 iv (bol), LD 9 5-FU 1.22 17.55 te Joel 2004 [46] 71
600 iv (inf) 22h, MD
400 iv (bol), LD 18 5-FU 2.21 36.89 te Joulia 1999 [47] 73
600 iv (inf) 22h, MD
400 iv (bol), LD 6 5-FU 1.91 20.89 te Joulia 1999 [47] 74
900 iv (inf) 22h, MD
400 iv (bol), LD 8 5-FU 1.92 37.78 te Joulia 1999 [47] 75

1200 iv (inf) 22h, MD
600 iv (inf) 0.5h, LD 5 5-FU 2.91 38.50 ta Wattanatorn 1997 [8] 81
600 iv (inf) 22h, MD
400 iv (bol), LD 10 5-FU 1.14 10.82 te Joel 2004 [46] 72

2400 iv (inf) 46h, MD
400 iv (bol), LD 53 5-FU 2.35 11.04 te Leong 2012 [48] 76

2400 iv (inf) 46h, MD
400 iv (bol), LD 16 5-FU 1.32 24.08 te Sharma 2010 [49] 79

2400 iv (inf) 46h, MD
b500 po (sol), s.d. 6 5-FU 2.34 77.24 ta Phillips 1980 [22] 2
b500 po (sol), s.d. 1 5-FU 4.36 308.99 te Phillips 1980 [22] 206
b500 po (sol), s.d. 1 5-FU 6.04 377.78 te Phillips 1980 [22] 207
b500 po (sol), s.d. 1 5-FU 4.00 230.62 te Phillips 1980 [22] 208
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Table S3.4: Mean relative deviation and median symmetric accuracy values of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations. (con-
tinued)

Dose [mg/m²] Route n Compound MRD MSA [%] Dataset Reference ID

b500 po (sol), s.d. 1 5-FU 3.28 26.11 te Phillips 1980 [22] 209
b500 po (sol), s.d. 1 5-FU 2.93 132.48 te Phillips 1980 [22] 210
b500 po (sol), s.d. 1 5-FU 1.60 44.87 te Phillips 1980 [22] 211

a15 po (sol), s.d. 17 5-FU 1.35 6.62 te Harvey 1984 [33] 64
a15 po (sol), s.d. 17 5-FU 1.47 21.40 te Harvey 1984 [33] 65
a15 po (sol), s.d. 17 5-FU 1.62 19.85 te Harvey 1984 [33] 66
a15 po (sol), s.d. 17 5-FU 1.28 17.13 te Harvey 1984 [33] 67
250 iv (bol), s.d. 20 DHFU 3.40 17.73 te Bocci 2000 [23] 11
250 iv (bol), s.d. 188 DHFU 1.22 6.80 ta Bocci 2006 [24] 93
250 iv (bol), s.d. 101 DHFU 1.25 19.85 te Bocci 2006 [24] 94
250 iv (bol), s.d. 87 DHFU 1.28 11.10 te Bocci 2006 [24] 95
250 iv (bol), s.d. 70 DHFU 1.35 11.29 te Bocci 2006 [24] 96
250 iv (bol), s.d. 118 DHFU 1.22 21.60 te Bocci 2006 [24] 97
370 iv (bol), s.d. 20 DHFU 2.90 37.87 ta Bocci 2000 [23] 12
370 iv (bol), s.d. 110 DHFU 2.42 9.33 te Paolo 2001 [26] 106
370 iv (bol), s.d. 110 DHFU 1.43 9.33 te Paolo 2001 [26] 107
400 iv (bol), s.d. 18 DHFU 1.33 15.40 te Casale 2004 [27] 5
400 iv (bol), s.d. 18 DHFU 1.53 27.16 te Casale 2004 [27] 7
400 iv (bol), s.d. 18 DHFU 1.49 31.13 te Casale 2004 [27] 8
425 iv (bol), s.d. 18 DHFU 1.61 37.87 te Maring 2003 [29] 14
500 iv (bol), s.d. 10 DHFU 5.91 146.19 ta Heggie 1987 [32] 23
425 iv (inf), s.d. 12 DHFU 2.68 54.40 te Hoekstra 2005 [36] 25

Mean* 1.83 (1.04–5.92) 37.75 (2.58–174.13)
Median* 1.51 (1.04–5-92) 24.83 (2.58–174.13)

72.22% (52/72)* < 2

5-FU, 5-fluorouracil; bol, bolus injection; DHFU, 5,6-dihydrofluorouracil ; inf, continuous infusion; iv, intravenous; LD, loading dose; MD, multiple dose; MRD, mean relative deviation; MSA,
median symmetric accuracy; n, number of individuals studied; po, oral; Route, route of administration; s.d., single dose; sol, solution; te, test dataset (model evaluation); ta, training dataset
(parameter optimization).
*, MRD and MSA values are listed for individual profiles, but mean and median MRD and MSA values were only calculated for mean profiles.
a, dose relative in mg/kg bodyweight
b, absolute dose in mg
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S3.4.3 AUClast and Cmax goodness-of-fit plots

In the following section, goodness-of-fit plots of predicted compared to observed AUClast and Cmax values
for every study are illustrated in Fig. S3.4.23-S3.4.24. Details on dosing regimens, study populations and
literature references are listed in Table S3.1. Predicted and observed PK parameters are summarized in
Table S3.5.
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Figure S3.4.24: Predicted compared to observed plasma AUClast values. Illustrated are values for
5-fluorouracil and 5,6-dihydrofluorouracil for training and test data. The solid lines mark
the line of identity. Dotted lines indicate 1.25-fold, dashed lines 2-fold deviation. 5-FU,
5-fluorouracil; AUClast, area under the plasma concentration time curve from the first to
last time point of concentration measurements; DHFU, 5,6-dihydrofluorouracil.
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Figure S3.4.25: Predicted compared to observed plasma Cmax values. Illustrated are values for 5-
fluorouracil and 5,6-dihydrofluorouracil for training and test data. The solid lines mark
the line of identity. Dotted lines indicate 1.25-fold, dashed lines 2-fold deviation. 5-FU,
5-fluorouracil; Cmax, maximum plasma concentration; DHFU, 5,6-dihydrofluorouracil.
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S3.4.4 Geomentric mean fold error of predicted AUClast and Cmax values

Table S3.5: Predicted and observed AUClast and Cmax values of of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations
Dose

[mg/m²]
Route n Compound AUClast pred

[µmol·h/l]
AUClast obs

[µmol·h/l]
Pred/Obs

AUClast

Cmax pred
[µmol/l]

Cmax obs
[µmol/l]

Pred/Obs
Cmax

Dataset Reference ID

a250 iv (bol), s.d. 5 5-FU 783.35 811.23 0.97 - - - ta Phillips 1980 [22] 1
a250 iv (bol), s.d. 5 5-FU 728.88 711.29 1.02 - - - te Phillips 1980 [22] 101
a250 iv (bol), s.d. 5 5-FU 677.49 728.67 0.93 - - - te Phillips 1980 [22] 102
a250 iv (bol), s.d. 5 5-FU 781.93 1900.00 0.41 - - - te Phillips 1980 [22] 103
a250 iv (bol), s.d. 5 5-FU 865.04 422.45 2.05 - - - te Phillips 1980 [22] 104
a250 iv (bol), s.d. 5 5-FU 911.57 675.78 1.35 - - - te Phillips 1980 [22] 105
250 iv (bol), s.d. 20 5-FU 1703.13 1211.97 1.41 - - - te Bocci 2000 [23] 11
250 iv (bol), s.d. 188 5-FU 1748.99 1347.02 1.30 - - - ta Bocci 2006 [24] 93
250 iv (bol), s.d. 101 5-FU 1998.03 1342.04 1.49 - - - te Bocci 2006 [24] 94
250 iv (bol), s.d. 87 5-FU 2019.61 1325.57 1.52 - - - te Bocci 2006 [24] 95
250 iv (bol), s.d. 70 5-FU 1795.24 1399.76 1.28 - - - te Bocci 2006 [24] 96
250 iv (bol), s.d. 118 5-FU 2048.24 1304.55 1.57 - - - te Bocci 2006 [24] 97
300 iv (bol), s.d. 8 5-FU 2164.32 1796.36 1.20 - - - ta Van Kuilenburg 2008 [25] 32
370 iv (bol), s.d. 20 5-FU 3013.86 4257.86 0.71 - - - ta Bocci 2000 [23] 12
370 iv (bol), s.d. 110 5-FU 3010.45 3209.53 0.94 - - - te Paolo 2001 [26] 106
370 iv (bol), s.d. 110 5-FU 3010.52 4764.95 0.63 - - - te Paolo 2001 [26] 107
400 iv (bol), s.d. 18 5-FU 3610.66 4566.27 0.79 - - - te Casale 2004 [27] 5
400 iv (bol), s.d. 18 5-FU 3634.90 4441.69 0.82 - - - te Casale 2004 [27] 7
400 iv (bol), s.d. 18 5-FU 3610.66 4362.40 0.83 - - - te Casale 2004 [27] 8

b10.9 iv (bol), s.d. 8 5-FU 3768.83 4745.91 0.79 - - - te MacMillan 1978 [30] 27
b10.9 iv (bol), s.d. 1 5-FU 3051.38 4281.77 0.71 - - - te MacMillan 1978 [30] 271
b10.9 iv (bol), s.d. 1 5-FU 4112.79 3388.42 1.21 - - - te MacMillan 1978 [30] 272
b10.9 iv (bol), s.d. 1 5-FU 4285.62 8032.29 0.53 - - - te MacMillan 1978 [30] 273
b10.9 iv (bol), s.d. 1 5-FU 3876.43 2217.42 1.75 - - - te MacMillan 1978 [30] 274
b10.9 iv (bol), s.d. 1 5-FU 2060.65 2799.66 0.74 - - - te MacMillan 1978 [30] 275
b10.9 iv (bol), s.d. 1 5-FU 3885.90 5129.36 0.76 - - - te MacMillan 1978 [30] 276
b10.9 iv (bol), s.d. 1 5-FU 4931.61 7420.52 0.66 - - - te MacMillan 1978 [30] 277
b10.9 iv (bol), s.d. 1 5-FU 4292.81 2841.30 1.51 - - - te MacMillan 1978 [30] 278

425 iv (bol), s.d. 6 5-FU 3646.88 2477.32 1.47 - - - te Maring 2002 [28] 30
425 iv (bol), s.d. 18 5-FU 4466.01 3741.63 1.19 - - - te Maring 2003 [29] 14
425 iv (bol), s.d. 18 5-FU 4428.29 3813.08 1.16 - - - te Maring 2003 [29] 140
450 iv (bol), s.d. 8 5-FU 3862.77 3557.83 1.09 - - - te Van Kuilenburg 2008 [25] 33
500 iv (bol), s.d. 14 5-FU 4660.82 4822.09 0.97 - - - te Larsson 1996 [31] 3
500 iv (bol), s.d. 10 5-FU 4448.84 5350.47 0.83 - - - ta Heggie 1987 [32] 23
a15 iv (bol), s.d. 17 5-FU 5630.58 6333.62 0.89 - - - te Harvey 1984 [33] 19
a15 iv (bol), s.d. 17 5-FU 5630.59 4783.39 1.18 - - - te Harvey 1984 [33] 20
a15 iv (bol), s.d. 17 5-FU 6834.05 6433.07 1.06 - - - te Harvey 1984 [33] 21
a15 iv (bol), s.d. 17 5-FU 6834.28 6605.46 1.03 - - - te Harvey 1984 [33] 22
600 iv (bol), s.d. 10 5-FU 6032.89 5457.25 1.11 - - - te Bardakji 1986 [34] 9
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Table S3.5: Predicted and observed AUClast and Cmax values of of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations. (continued)
Dose

[mg/m²]
Route n Compound AUClast pred

[µmol·h/l]
AUClast obs

[µmol·h/l]
Pred/Obs

AUClast

Cmax pred
[µmol/l]

Cmax obs
[µmol/l]

Pred/Obs
Cmax

Dataset Reference ID

600 iv (bol), s.d. 10 5-FU 6015.60 6104.77 0.99 - - - te Bardakji 1986 [34] 10
a7.5 iv (inf), s.d. 6 5-FU 2167.46 1727.94 1.25 - - - te Schaaf 1987 [35] 28
425 iv (inf), s.d. 12 5-FU 2616.53 2115.65 1.24 - - - te Hoekstra 2005 [36] 25
a15 iv (inf), s.d. 6 5-FU 5792.47 6586.32 0.88 - - - ta Schaaf 1987 [35] 29

1250 iv (inf) 96h 10 5-FU 191.32 190.24 1.01 - - - te Ho 1998 [37] 70
1250 iv (inf) 96h 10 5-FU 4291.36 3446.73 1.25 - - - te Yamada 2003 [9] 82
600 iv (inf) 24h 4 5-FU 15173.54 20734.96 0.73 - - - te Metzger 1994 [38] 77

1071 iv (inf) 24h 7 5-FU 15966.12 17160.11 0.93 - - - te Petit 1988 [39] 78
1750 iv (inf) 72h 14 5-FU 9735.10 9811.59 0.99 - - - te Grem 2001 [40] 86
1750 iv (inf) 72h 14 5-FU 8570.14 8509.16 1.01 - - - ta Takimoto 1999 [41] 80
300 iv (inf) 10h 3 5-FU 1300.95 1256.99 1.03 - - - te Furuya 1995 [42] 141
300 iv (inf) 10h 6 5-FU 1105.42 1108.07 1.00 - - - te Furuya 1995 [42] 142

4000 iv (inf) 96h 10 5-FU 17689.43 17697.20 1.00 - - - te Thiberville 1994 [43] 130
2400 iv (inf) 46h 1 5-FU 11253.41 5656.10 1.99 - - - te Matsumoto 2015 [44] 131
2400 iv (inf) 46h 1 5-FU 11411.05 9030.25 1.26 - - - te Matsumoto 2015 [44] 132
2400 iv (inf) 46h 1 5-FU 11273.40 5071.78 2.22 - - - te Matsumoto 2015 [44] 133
2400 iv (inf) 46h 1 5-FU 12513.07 9083.72 1.38 - - - te Matsumoto 2015 [44] 134
2400 iv (inf) 46h 1 5-FU 12052.04 9083.78 1.33 - - - te Matsumoto 2015 [44] 135
2400 iv (inf) 46h 1 5-FU 11621.24 5613.26 2.07 - - - te Matsumoto 2015 [44] 136
2400 iv (inf) 46h 1 5-FU 12026.19 6495.80 1.85 - - - te Matsumoto 2015 [44] 137
2400 iv (inf) 46h 1 5-FU 11254.37 8718.54 1.29 - - - te Matsumoto 2015 [44] 138
2400 iv (inf) 46h 1 5-FU 12167.92 7777.47 1.56 - - - te Matsumoto 2015 [44] 139
400 iv (bol), LD 33 5-FU 2659.19 1942.03 1.39 - - - te Eatock 2005 [45] 68
600 iv (inf) 22h, MD
400 iv (bol), LD 9 5-FU 6932.09 6048.14 1.15 - - - te Joel 2004 [46] 71
600 iv (inf) 22h, MD
400 iv (bol), LD 18 5-FU 3631.35 2652.72 1.37 - - - te Joulia 1999 [47] 73
600 iv (inf) 22h, MD
400 iv (bol), LD 6 5-FU 5047.14 4819.01 1.05 - - - te Joulia 1999 [47] 74
900 iv (inf) 22h, MD
400 iv (bol), LD 8 5-FU 6228.44 4494.74 1.39 - - - te Joulia 1999 [47] 75

1200 iv (inf) 22h, MD
600 iv (inf) 0.5h, LD 5 5-FU 5727.93 5836.75 0.98 - - - ta Wattanatorn 1997 [8] 81
600 iv (inf) 22h, MD
400 iv (bol), LD 10 5-FU 16849.49 16609.39 1.01 - - - te Joel 2004 [46] 72

2400 iv (inf) 46h, MD
400 iv (bol), LD 53 5-FU 11945.13 16961.18 0.70 - - - te Leong 2012 [48] 76

2400 iv (inf) 46h, MD
400 iv (bol), LD 16 5-FU 8583.33 8066.00 1.06 - - - te Sharma 2010 [49] 79

2400 iv (inf) 46h, MD
b500 po (sol), s.d. 6 5-FU 2123.43 1205.74 1.76 73.33 59.96 1.22 ta Phillips 1980 [22] 2
b500 po (sol), s.d. 1 5-FU 1676.75 718.44 2.33 59.20 38.44 1.54 te Phillips 1980 [22] 206
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Table S3.5: Predicted and observed AUClast and Cmax values of of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations. (continued)
Dose

[mg/m²]
Route n Compound AUClast pred

[µmol·h/l]
AUClast obs

[µmol·h/l]
Pred/Obs

AUClast

Cmax pred
[µmol/l]

Cmax obs
[µmol/l]

Pred/Obs
Cmax

Dataset Reference ID

b500 po (sol), s.d. 1 5-FU 1708.14 453.29 3.77 59.13 33.83 1.75 te Phillips 1980 [22] 207
b500 po (sol), s.d. 1 5-FU 2061.27 946.82 2.18 81.09 93.79 0.86 te Phillips 1980 [22] 208
b500 po (sol), s.d. 1 5-FU 2224.26 1746.68 1.27 73.33 59.96 1.22 te Phillips 1980 [22] 209
b500 po (sol), s.d. 1 5-FU 1957.91 749.13 72.81 38.44 1.89 1.22 te Phillips 1980 [22] 210
b500 po (sol), s.d. 1 5-FU 2125.98 2208.66 0.96 72.56 109.93 0.66 te Phillips 1980 [22] 211

a15 po (sol), s.d. 17 5-FU 5075.09 4952.13 1.02 154.70 169.36 0.91 te Harvey 1984 [33] 64
a15 po (sol), s.d. 17 5-FU 5075.09 4239.45 1.20 154.70 171.59 0.90 te Harvey 1984 [33] 65
a15 po (sol), s.d. 17 5-FU 5075.09 4154.66 1.24 154.70 129.07 1.20 te Harvey 1984 [33] 66
a15 po (sol), s.d. 17 5-FU 5075.09 4525.01 1.14 154.70 153.52 1.0 te Harvey 1984 [33] 67
250 iv (bol), s.d. 20 DHFU 1693.65 2384.84 0.71 26.07 26.35 0.99 te Bocci 2000 [23] 11
250 iv (bol), s.d. 188 DHFU 1525.87 1590.87 0.96 27.28 27.43 0.99 ta Bocci 2006 [24] 93
250 iv (bol), s.d. 101 DHFU 1753.46 1574.04 1.11 30.70 25.94 1.18 te Bocci 2006 [24] 94
250 iv (bol), s.d. 87 DHFU 1665.87 1697.86 0.98 29.41 29.27 1.00 te Bocci 2006 [24] 95
250 iv (bol), s.d. 70 DHFU 1672.34 1876.97 0.89 29.28 31.24 0.94 te Bocci 2006 [24] 96
250 iv (bol), s.d. 118 DHFU 1678.90 1488.62 1.13 30.09 24.99 1.20 te Bocci 2006 [24] 97
370 iv (bol), s.d. 20 DHFU 2781.78 3913.47 0.71 39.06 39.52 0.99 ta Bocci 2000 [23] 12
370 iv (bol), s.d. 110 DHFU 2753.51 3931.06 0.70 39.21 36.14 1.08 te Paolo 2001 [26] 106
370 iv (bol), s.d. 110 DHFU 2753.19 3245.92 0.85 39.26 36.14 1.09 te Paolo 2001 [26] 107
400 iv (bol), s.d. 18 DHFU 2662.00 2724.58 0.98 40.79 43.08 0.95 te Casale 2004 [27] 5
400 iv (bol), s.d. 18 DHFU 2662.00 3082.31 0.86 40.79 50.72 0.80 te Casale 2004 [27] 7
400 iv (bol), s.d. 18 DHFU 2662.00 2782.16 0.96 40.79 33.08 1.23 te Casale 2004 [27] 8
500 iv (bol), s.d. 10 DHFU 3774.53 2896.14 1.30 48.87 23.70 2.06 ta Heggie 1987 [32] 23
425 iv (inf), s.d. 12 DHFU 2950.68 2389.62 1.23 41.87 25.36 1.65 te Hoekstra 2005 [36] 25

Pred/Obs within twofold (Range)* 97.22%; 70/72 (0.41–2.43) 95.00%; 19/20 (0.80–2.06)

GMFE (Range)* 1.23 (1.00–2.43) 1.20 (1.00–2.06)

5-FU, 5-fluorouracil; AUClast, area under the plasma concentration-time curve calculated from the first to the last measurement; bol, bolus injection; Cmax, maximum concentration;
DHFU, 5,6-dihydrofluorouracil ; GMFE, geometric meand fold error; inf, continuous infusion; iv, intravenous; LD, loading dose; MD, multiple dose; obs, observed; po, oral; pred
predicted; Route, route of administration; s.d., single dose; sol, solution; te, test dataset (model evaluation); ta, training dataset (parameter optimization).
*, AUClast and Cmax values are listed for individual profiles, but mean and median GMFE values were only calculated for mean profiles.
a, dose relative in mg/kg bodyweight
b, absolute dose in mg

P
age

61



S3.4.5 Local sensitivity analysis

Figures S3.4.26 and S3.4.27 show the local sensitivity analysis of the AUC to single parameter changes
of the compounds 5-fluorouracil and 5,6-dihydrofluorouracil. Sensitivity of the model to single parameters
was determined as change of the simulated AUC extrapolated to infinity from start time of 5-fluorouracil
application of a continuous infusion of 5250 mg/m²/72h. A sensitivity value of -0.5 indicates a 5% decrease
of the simulated AUC if the examined parameter is incraeased by 10%. For both compounds, fraction
unbound was the most sensitive parameter.
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Figure S3.4.26: 5-Fluorouracil PBPK model sensitivity analysis - 5-fluorouracil. 5-FU, 5-fluorouracil;
Amp, amplitude; asm, assumed; DPD, dihydropyrimidine dehydrogenase; fit, fitted;
GFR, glomerular filtration rate; kcat, catalytic rate constant; KM, Michaelis-Menten con-
stant; MRP4, multi drug resistence protein 4; lit, literature; pKa, acidic dissociation con-
stant; TAcr, shift in time of maximum enzyme activity.
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Figure S3.4.27: 5-Fluorouracil PBPK model sensitivity analysis - 5,6-dihydrofluorouracil. 5-FU,
5-fluorouracil; Amp, amplitude; asm, assumed; DHFU, 5,6-dihydrofluorouracil; DPD,
dihydropyrimidine dehydrogenase; DPH, dihydropyrimidinase; fit, fitted; GFR, glomerular
filtration rate; kcat, catalytic rate constant;KM, Michaelis-Menten constant; MRP4, multi
drug resistence protein 4; lit, literature; pKa, acidic dissociation constant; TAcr, shift in
time of maximum enzyme activity.
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S3.5 Individual prediction of constant rate infusions with IVIVE
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Figure S3.5.28: Plasma 5-fluorouracil during constant rate infusions in cancer patients on a linear
scale. The shaded areas illustrate night time. DPD activities were estimated from relative
DPYD mRNA expressions [12] as described in Section S1.4.2. DHU/U, dihydrouracil-to-
uracil plasma concentration ratio; DPD, dihydropyrimidine dehydrogenase.
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Figure S3.5.29: Plasma 5-fluorouracil during constant rate infusions in cancer patients on a linear
scale. The shaded areas illustrate night time. DPD activities were estimated from relative
DPYD mRNA expressions [12] as described in Section S1.4.2. DHU/U, dihydrouracil-to-
uracil plasma concentration ratio; DPD, dihydropyrimidine dehydrogenase.
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S4 Chronomodulated infusions

S4.1 Background

Chronomodulated infusion rates were simulated according to Eq. (S9). Here, infusion rates were informed
by rates reported in the respective clinical study report. If no data were given, the amplitude of the
chronomodulated rate was informed from a similar published rate, while TAcr was adapted individually to
fit the day time of the observed data. Further details on the parameters are provided in Table S4.2.

S4.2 Clinical studies

In the following Table S4.1 clinical studies are listed, where 5-fluorouracil was administered as a chronomod-
ulated infusion. Indiviuals were modeled according to demographics reported in the respective study. If
no data on the demographics was reported, a mean male individual was assumed as described in Section
S1.3.

Table S4.1: Clinical studies used for chronomodulated 5-fluorouracil infusions
Dose [mg/m²] Route n Age [years] Females [%] Dataset Reference

1250 iv (inf) 96h 27 m50 (37–78) 22 te Grem 2001 [40]
1250 iv (inf) 96 h 14 m46 (28–71) 21 ta Takimoto 1999 [41]
2600 iv (inf), 48h 42 m58 (34–74) 42.8 te Falcone 2001 [55]
2600 iv (inf), 48h 41 m57 (38–75) 41.4 te Falcone 2001 [55]
2800 HAI (inf), 72h 11 m60 (33–72) 36.36 te Lévi 2017 [56]

BSA, body surface area; HAI, hepatic arterial infusion, inf, infusion; iv, intravenous; n, number of individuals studied; Route, route of
administration; ta, training dataset (parameter optimization); te, test dataset (model evaluation); -, no data available. Values are median
and ranges.
m, median
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S4.3 Drug-dependent model parameters

Table S4.2: Diurnal parameters of the 5-fluorouracil PBPK model for chronomodulated simulations.
Study (ID) Amplitude (DPD) TAcr (DPD) [min] Amplitude (inf) TAcr (inf) [min] Reference

Grem 2001 (860) b0.124 1219 0.65 434.44 [40]
Takimoto 1999 (800) b0.124 1285 0.69 624.21 [41]
Falcone 2001 (98) b0.124 720 0.60 0 [55]
Falcone 2001 (980) b0.124 720 0.60 0 [55]
Falcone 2001 (99) b0.245 720 0.60 0 [55]
Falcone 2001 (990) a0.245 720 0.60 0 [55]
Levi 2017 (Lmean) 0.85 0 0.60 638 [56]
Levi 2017 (#1) 0.77 1415 0.60 638 [56]
Levi 2017 (#2) 0.95 1344 0.60 638 [56]
Levi 2017 (#3) 0.96 0 0.60 638 [56]
Levi 2017 (#4) 0.67 0 0.60 638 [56]
Levi 2017 (#5) 0.86 1356 0.60 638 [56]
Levi 2017 (#6) 1.1 638 0.60 638 [56]
Levi 2017 (#7) 0.58 0 0.60 638 [56]
Levi 2017 (#8) 0.82 28 0.60 638 [56]
Levi 2017 (#9) 0.73 1378 0.60 638 [56]
Levi 2017 (#10) 0.96 0 0.60 638 [56]

DPD, dihydropyrimidine dehydrogenase, inf, infusion; TAcr, shift in time of maximum enzyme activity.
a, Mean amplitude of DPD activity measured in human preipheral blood mononclear cells derived from Jacobs et al. 2016 [10]
b, Mean amplitude of DPD activity measured in human preipheral blood mononclear cells derived from Jiang et al. 2004 [11]
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S4.4 Concentration-time profiles

Model predictions are shown as solid lines and corresponding observed data as filled dots. Symbols
represent the mean values ± sd, if available. Day and night time were visualized with white and shaded
areas, respectively.
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Figure S4.4.1: Plasma 5-fluorouracil and 5,6-dihydrouracil during chronomodulated administration
of 5-fluorouracil on a linear scale. circ DPH, circadian diyhdropyrimidinase activity;
conc, concentration; cons DPH, constant diyhdropyrimidinase activity; inf, infusion; iv,
intavenous; n, number of individuals; ta, training dataset; te, test dataset.
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Figure S4.4.2: Plasma 5-fluorouracil and 5,6-dihydrouracil during chronomodulated administration
of 5-fluorouracil on a semi-logarithmic scale. The shaded areas illustrate night time. circ
DPH, circadian diyhdropyrimidinase activity; conc, concentration; cons DPH, constant
diyhdropyrimidinase activity; inf, infusion; iv, intavenous; n, number of individuals; ta,
training dataset; te, test dataset.
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lated hepatic arterial infusion of Lévi 2017 The shaded area illustrates night time.
[56] conc, concentration;inf, infusion; iv, intravenous; L, individual from the Lévi cohort,
n, number of individuals
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S4.5 Model evaluation

S4.5.1 Predicted compared to observed concentrations goodness-of-fit plots

Following, goodness-of-fit plots of predicted compared to observed plasma concentrations for every study
are illustrated in Fig. S4.5.4. Details on dosing regimens, study populations and literature references are
listed in Table S4.1. Predicted and observed PK parameters are summarized in Table S4.4.
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Figure S4.5.4: Predicted compared to observed plasma concentrations. Illustrated are values for 5-
fluorouracil and 5,6-dihydrofluorouracil. The solid lines mark the line of identity. Dotted
lines indicate 1.25-fold, dashed lines 2-fold deviation. 5-FU, 5-fluorouracil; DHFU, 5,6-
dihydrofluorouracil.
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S4.5.2 Mean relative deviation and median symmetric accuracy of plasma concentration predictions

Table S4.3: Mean relative deviation and median symmetric accuracy values of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations
Dose [mg/m²] Route n Compound MRD MSA [%] Dataset Reference ID

1750 iv (inf) 72h 14 5-FU 1.19 14.40 te Grem 2001 [40] 860
1750 iv (inf) 72h 14 5-FU 1.63 12.58 ta Takimoto 1999 [41] 800
2600 iv (inf) 48h 42 5-FU 1.89 62.17 te Falcone 2001 [55] 98
2600 iv (inf) 48h 42 5-FU 1.77 68.88 te Falcone 2001 [55] 99
2600 iv (inf) 48h 42 DHFU 1.76 31.96 te Falcone 2001 [55] 98
2600 iv (inf) 48h 42 DHFU 1.73 31.73 te Falcone 2001 [55] 99
2600 iv (inf) 48h 42 DHFU 1.70 36.67 te Falcone 2001 [55] 980
2600 iv (inf) 48h 42 DHFU 1.68 54.94 te Falcone 2001 [55] 990

Mean 1.67 (1.20–1.89) 34.32 (12.58–68.88)
Median 1.72 (1.20–1.89) 39.17 (12.58–68.88))

100% (10/10) < 2

5-FU, 5-fluorouracil; DHFU, 5,6-dihydrofluorouracil ; inf, continuous infusion; iv, intravenous; MRD, mean relative deviation; MSA, median symmetric accuracy; n, number of individuals studied;
Route, route of administration; te, test dataset (model evaluation); ta, training dataset (parameter optimization).
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S4.5.3 AUClast goodness-of-fit plots

In the following section, goodness-of-fit plots of predicted compared to observed AUClast values for every
study are illustrated in Fig. S4.5.5. Details on dosing regimens, study populations and literature references
are listed in Table S4.1. Predicted and observed PK parameters are summarized in Table S4.4.
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Figure S4.5.5: Predicted compared to observed plasma AUClast values. Illustrated are values for 5-
fluorouracil and 5,6-dihydrofluorouracil for training and test data. The solid lines mark the
line of identity. Dotted lines indicate 1.25-fold, dashed lines 2-fold deviation. 5-FU, 5-
fluorouracil; AUClast, area under the plasma concentration time curve from the first to last
time point of concentration measurement; DHFU, 5,6-dihydrofluorouracil.
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S4.5.4 Geomentric mean fold error of predicted AUClast values

Table S4.4: Predicted and observed AUClast and Cmax values of of 5-fluorouracil and 5,6-dihydrofluorouracil plasma concentrations
Dose [mg/m²] Route n Compound AUClast pred

[µmol·h/l]
AUClast obs

[µmol·h/l]
Pred/Obs

AUClast

Dataset Reference ID

1750 iv (inf) 72h 14 5-FU 8716.98 7732.06 1.13 te Grem 2001 [40] 860
1750 iv (inf) 72h 14 5-FU 6208.21 5386.58 1.15 ta Takimoto 1999 [41] 800
2600 iv (inf) 48h 42 5-FU 11423.33 9001.56 1.27 te Falcone 2001 [55] 98
2600 iv (inf) 48h 41 5-FU 13208.32 9863.52 1.34 te Falcone 2001 [55] 99
2600 iv (inf) 48h 42 DHFU 15709.49 12487.03 1.26 te Falcone 2001 [55] 98
2600 iv (inf) 48h 41 DHFU 15450.25 18694.87 0.83 te Falcone 2001 [55] 99
2600 iv (inf) 48h 42 DHFU 12650.70 12487.03 1.01 ta Falcone 2001 [55] 980
2600 iv (inf) 48h 41 DHFU 12546.43 18694.87 0.67 ta Falcone 2001 [55] 990

Pred/Obs within twofold (Range) 100%; 8/8 (0.67–1.34)

GMFE (range) 1.18 (1.01–1.49)

5-FU, 5-fluorouracil; AUClast, area under the plasma concentration-time curve calculated from the first to the last measurement; DHFU, 5,6-dihydrofluorouracil ; GMFE, geometric
meand fold error; inf, continuous infusion; iv, intravenous; n, number of individuals studied; obs, observed; pred predicted; Route, route of administration; te, test dataset (model
evaluation); ta, training dataset (parameter optimization).
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S4.6 Individual prediction of chronomodulated infusions with IVIVE
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Figure S4.6.6: Plasma 5-fluorouracil during chronomodulated rate infusions with uniformed peak
rate at 4 am in cancer patients on a linear scale. The shaded areas illustrate night time.
DPD activities were estimated from relative DPYD mRNA expressions [12] as described in
Section S1.4.2. conc, concentration; D, cancer patient.
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Figure S4.6.7: Plasma 5-fluorouracil during chronomodulated rate infusions with uniformed peak
rate at 4 am in cancer patients on a linear scale. The shaded areas illustrate night time.
DPD activities were estimated from relative DPYD mRNA expressions [12] as described in
Section S1.4.2.conc, concentration; D, cancer patient.
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Figure S4.6.8: Plasma 5-fluorouracil during chronomodulated rate infusions with individual peak
rate at 4 am in cancer patients on a linear scale. The shaded areas illustrate night time.
DPD activities were estimated from relative DPYD mRNA expressions [12] as described in
Section S1.4.2. conc, concentration; D, cancer patient.
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Figure S4.6.9: Plasma 5-fluorouracil during chronomodulated rate infusions with individual peak
rate at 4 am in cancer patients on a linear scale. The shaded areas illustrate night time.
DPD activities were estimated from relative DPYD mRNA expressions [12] as described in
Section S1.4.2. conc, concentration; D, cancer patient.
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Figure S4.6.10: Plasma 5-fluorouracil during chronomodulated rate infusions with individual peak
rate at an individual time in cancer patients on a linear scale. The shaded areas illus-
trate night time. DPD activities were estimated from relative DPYD mRNA expressions
[12] as described in Section S1.4.2. conc, concentration; D, cancer patient.
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Figure S4.6.11: Plasma 5-fluorouracil during chronomodulated rate infusions with individual peak
rate at an individual time in cancer patients on a linear scale. The shaded areas illus-
trate night time. DPD activities were estimated from relative DPYD mRNA expressions
[12] as described in Section S1.4.2. conc, concentration; D, cancer patient.
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Figure S4.6.12: Plasma 5-fluorouracil during chronomodulated rate infusions with noise cancelling
infusion rate in cancer patients on a linear scale. The shaded areas illustrate night time.
DPD activities were estimated from relative DPYD mRNA expressions [12] as described
in Section S1.4.2. conc, concentration; D, cancer patient.
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Figure S4.6.13: Plasma 5-fluorouracil during chronomodulated rate infusions with noise cancelling
infusion rate in cancer patients on a linear scale. The shaded areas illustrate night time.
DPD activities were estimated from relative DPYD mRNA expressions [12] as described
in Section S1.4.2. conc, concentration; D, cancer patient.
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