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Abstract

Investigating the origins of life without direct historical data presents a significant chal-
lenge due to the lack of the ability to observe the conditions on early Earth firsthand.

This thesis extends beyond the traditional focus on specific outcomes to explore the
broader potential chemical space through a series of experiments inspired by the clas-

sical Miller-Urey setup.

We analyzed the Miller experiment, the gas phase, the broth, and the solid phase com-
position using GC-MS, HPLC-Mass spectroscopy, FTIR, SEM, EDX, XRD, UV-Vis
absorption, UV-Vis excitation, and Fluorescence. The research incorporates variations
of the Miller-Urey experimental settings, including temperature, initial pressure, am-
monia concentration, and the spark generator. Additionally, this work presents the

real-time experiments to track changes over time.

The study systematically maps the products. This metabolomics-inspired workflow al-
lows for confident identification of features, each representing a distinct product within

the complex mixture.

By integrating these diverse approaches, we offer new insights into the possibilities of

prebiotic chemistry and its implications for the search for origin of life.

The experimental results demonstrate that specific environmental conditions signifi-
cantly enhance the molecular diversity, leading to the formation of precursors essential
to life.

Keywords: Miller-Urey Experiment, Complex Chemical Networks, Environmental

Conditions, Origins of Life, analytical techniques.



Zusammenfassung

Die Erforschung der Urspriinge des Lebens ohne direkte historische Daten stellt eine
erhebliche Herausforderung dar, da die Bedingungen auf der frithen Erde nicht aus
erster Hand beobachtet werden konnen. Diese Arbeit geht iiber den traditionellen
Fokus auf spezifische Ergebnisse hinaus, um den breiteren potenziellen chemischen
Raum durch eine Reihe von Experimenten zu erkunden, die vom klassischen Miller-

Urey-Setup inspiriert sind.

Wir analysierten das Miller-Experiment hinsichtlich der Gasphase, der ”Ursuppe”
und der Festphasen-Zusammensetzung unter Verwendung von GC-MS, HPLC-
Massenspektrometrie, FTIR, SEM, EDX, XRD, UV-Vis-Absorption, UV-Vis-Anregung

und Fluoreszenz.

Unsere Arbeit umfasst Variationen der Miller-Urey-Experimenteinstellungen, ein-
schlieBllich der Auswirkungen von Temperatur, Anfangsdruck, Ammoniakkonzentration
und dem Funkeninduktor. Dariiber hinaus werden Echtzeitexperimente vorgestellt, um

Veranderungen Zeitabhangig zu verfolgen.

Unsere Studie kartiert systematisch die Produkte. Dieser von der Metabolomik inspiri-
erte Workflow ermoglicht eine sichere Identifizierung von Merkmalen, die jeweils ein

spezifisches Produkt innerhalb des komplexen Gemisches darstellen.

Durch die Integration dieser unterschiedlichen Ansétze bieten wir neue Einblicke in
die Moglichkeiten der prabiotischen Chemie und deren Implikationen fiir die Suche
nach dem Ursprung des Lebens. Die experimentellen Ergebnisse zeigen, dass spezi-
fische Umweltbedingungen die molekulare Vielfalt erheblich erhohen und zur Bildung

wesentlicher Molecularer Vorstufen des Lebens fithren.

Schliisselworter: Miller-Urey-Experiment, komplexe chemische Netzwerke, Umweltbe-

dingungen, Urspriinge des Lebens, analytische Techniken.
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1 Introduction

The origin of life on Earth remains a profound mystery that continues to engage sci-
entists across multiple disciplines. This thesis aims to bridge the gaps in our un-
derstanding by studying complex prebiotic broths, mixes that simulate the chemical
environment of early Earth. These broths, created under controlled laboratory condi-
tions, enabled us to explore how simple organic molecules could have evolved into the

complex structures necessary for life.

To analyze these prebiotic mixtures, this research employs a variety of advanced an-
alytical techniques, including GC-MS, HPLC-Mass spectroscopy, FTIR, SEM, EDX,
XRD, UV-Vis absorption, UV-Vis excitation, and Fluorescence. These methods pro-
vide detailed insights into the molecular interactions and transformations within the
broths, helping to identify potential pathways through which life’s building blocks could
have formed. Our experiments focus on how variables such as temperature, pressure,
ammonia concentration, and spark generators influence these chemical processes. By
altering these conditions, we can observe changes in the synthesis and stability of key

organic molecules.

Biological organisms are highly organized chemical systems. They can reproduce them-
selves and are much more complex than systems that can be made synthetically. We
do not know the exact processes that led to the formation of the first organisms. The
first forms of life appeared on Earth about 4 billion years ago, within approximately
100 million years. According to current knowledge, early Earth had a complex mix
of organic and inorganic substances in all states of matter, and it was supplied with
various forms of energy (such as electrical discharges from lightning, light and heat
from the sun, and hydrothermal vents, also known as black smokers). Scientists have
gained many insights into the conditions on prebiotic Earth and proposed numerous

reaction pathways to explain the formation of important biomolecules.

In the 1950s, Stanley Miller and Harold Urey showed that biomolecules could form un-
der prebiotic conditions. In their experiment, they boiled water in a possible prebiotic
atmosphere with electrical discharges. After a few days, a complex mixture of organic
substances had formed, including amino acids. Amino acids are the building blocks of
proteins and are essential in all living organisms. In the following decades, experiments

showed that sugars, nucleobases (building blocks of genetic material, RNA, and DNA),



lipids (building blocks of cell membranes) and other important biomolecules could also
be synthesized under prebiotic conditions. It is now accepted that the molecules mak-
ing up today’s living organisms could have formed on early Earth. However, it is still
not clear how these molecular building blocks organized themselves in the ”primordial
soup” to form units that could maintain and reproduce themselves, leading to what we
call life.

The origin of life on Earth remains one of the most important open questions in science.
Around 4.5 billion years ago [3], from the gas and dust left over by a newly formed sun,
our planet, Earth, came into existence. During the following hundred million years,
the young Earth was bombarded by meteorites and comets and had hot nascent oceans
and many violent volcanic eruptions [4]. However, within about a billion years, life had
arisen. The current timeline for when life arose is part of an ongoing debate, but it
is estimated to be 2.5 to 3.7 billion years ago. Similarly, where life arose is also still
an open question. The specifics of the environment that cradled the first forms of life
(e.g., atmospheric/oceanic composition, range of temperatures, etc.) remain unknown
and are highly debated among the scientific community, depending on who you ask [5,
6).

Many different theories have been developed as to where life could have started, consid-
ering a plethora of scenarios and their plausibility for supporting life. For example, in
the theory of drying ponds or wet/drying cycles, abiotically synthesized simple organic
compounds concentrate as a pool evaporates and the total volume is reduced. This can
promote condensation and polymerization, with the loss of water molecules. The dis-
covery of hydrothermal vents awoke significant interest in more extreme environments,
where the redox potential of a hot and mineral-enriched environment could serve as an
energy source to overcome the thermodynamic barriers of making life’s building blocks
[7, 8]. Even really cold environments [9] or atmospheric aerosols [10] have been con-
sidered. Furthermore, there is always the possibility that life’s building blocks already
existed in outer space and reached Earth during the Late Heavy Bombardment (LHB)
period through meteorites [11].

The complexity of even the simplest life forms is astonishing, and consequently, the
transition of non-living, simple chemical compounds into the molecules of life remains
one of the biggest mysteries in science. The uncertainty revolving around almost every
aspect of life’s origin leaves the door open for a myriad of possibilities. However, we

can try to narrow it down. There are three things that we know about life, which will



guide us in the quest to understand life’s origins:

1. All of life’s building blocks (e.g., proteins, carbohydrates, nucleic acids, and lipids)
are primarily composed of carbon, hydrogen, nitrogen, oxygen, phosphorus, and sulfur,
also known as 'CHNOPS’ [12].

2. The ability to undergo evolution, to change and adapt is one of the most important
features of life as we know it. Darwin’s work On the Origin of Species initiated a dis-
cussion on evolution that continues to this day, now attempting to fill the gap between
inanimate matter and life. The chemical 'evolution’ of simple organic molecules into
a higher level of organization and complexity is triggered by the relationship with the
environment. Much like the theory of evolution, the molecules that are more suited
to the environment are more likely to survive, continue to change, evolve, and adapt
as necessary for their survival due to the dynamic environment. A deeper discussion
on the relationship between the environment and evolution is discussed in Hender-
son’s book "The fitness of the environment,” or as some call it, 'Darwin’s fitness’ [13].
Currently, the general working definition of life by NASA is ’a self-sustained chemical

system capable of undergoing Darwinian evolution’ [14].

3. The synthesis of biomolecules was not accomplished by nature in pristine labora-
tory conditions. All possible pathways for the one-pot synthesis of life’s building blocks
result in a very messy and complex mixture of products. The transition from a combi-
natorial explosion of products into constrained reaction networks is necessary for the
construction of biomolecules at sufficient yields. The energy required to overcome the
thermodynamic barriers of this construction can be obtained from the environment, in
a process that Schrodinger describes as 'feeding from negentropy’ [15]. This reflects the
need for temporal organization, self-replication, and autocatalysis in complex systems
[16]. However, exactly how this happened remains unknown, and we set out to explore

this with the help of modern analytical techniques.



2 Philosophy and Definitions of Life

2.1 Challenges in Defining Life: A Philosophical Perspective

How did life begin on the earth? How can we find life elsewhere in the universe? What
exactly do we call alive? Or if we discover something new, could we attribute it to the
living world? Therefore, the answer of the question ”What is life?” is bonded to our
decision. The fundamental concept of life also addresses the fundamental questions
such as How does life originate? Are we alone in the universe? What is the future of
humans in space? Even though we really need a clear definition of life, there isn’t yet

one that works well for all purposes.

2.2 The Interdisciplinary Nature of Life’s Definition

When we try to define the "minimal life” concept as simplest form of life, it’s a bit
like picking what goes into a recipe based on personal choice; there’s no strict rule.
People might agree on some of the main ingredients that are needed for life, but not
everyone will pick the same ones. It’s like drawing a line for the bare minimum of what
life is, and everyone draws it differently. In short, what we consider the simplest life is
just a bunch of chemical reactions that have some key parts which most people agree

are important [14, 17]. These properties include:

A. Self-sustaining homeostasis: A minimal living system must have the ability to

uphold a steady internal environment and control its internal processes.

B. Utilization of external energy: It ought to be able to obtain and use energy from

its surroundings.

C. Defined by a semipermeable compartment: A minimal living system needs to
possess a boundary or compartment that isolates it from its surroundings while

permitting the exchange of specific substances.

D. Internal process of component production: It should have the capacity to inter-

nally generate its own components or molecules essential for its operation.



of defining terms. The two most frequent groups were self-reproduction and evolution,
which were identified as the minimal set of defining terms for a concise and inclusive
definition of life |18]. This definition encompasses the idea that life involves the ability

to reproduce and undergo variations or changes.

2.3 Autotrophic and Heterotrophic

Theories on the origin of life categories are divided into two main categories: au-
totrophic and heterotrophic origins. These categories are based on their different ap-
proaches to carbon metabolism in the earliest cells. Autotrophics are able to make
their own food from inorganic materials, turning carbon dioxide into organic matter.
They managed to live and grow in tough places like hydrothermal vents and sulfurous
springs. This ability laid the groundwork for life on Earth, opening doors to more com-
plex life forms. Heterotrophs, in contrast, relied on the organic compounds produced
by autotrophs to fuel their energy and growth. This distinction between autotrophs
and heterotrophs contributed to the development of a diverse range of life, leading
to the formation of intricate food chains and enhancing life’s diversity. The dynamic
interplay between autotrophs and heterotrophs was pivotal in evolving life from its
simple origins to the elaborate, interconnected ecosystems observed today. 19, 20, 21,
22].

Autotrophy: Theories about the origins of life, particularly those focusing on au-
totrophic beginnings, propose that the earliest cells made use of simple, readily avail-
able inorganic materials abundant in the oxygen-free environment of the planet. These
materials included hydrogen (Hs), carbon dioxide (COs), nitrogen (N3), and hydrogen
sulfide (H2S), along with transition metals, especially iron sulfide (FeS) and nickel-
iron sulfide (FeNiS) as catalysts. There are several reasons why these components are

significant: [19]:

First, FeS and FeNiS centers serve as essential catalysts in the carbon and energy
metabolism of modern anaerobic autotrophs. This connection forms a direct link from

the origin of life to the cellular functions observed today. [23].

Second, FeS and FeNiS compounds are prevalent in environments lacking oxygen, both

in the contemporary world and on the ancient Earth, highlighting their importance



through time. [24].

Third, the catalytic properties of FeS and FeNiS arise from their unfilled d and f
electron orbitals, which readily form unstable bonds with carbon and nitrogen. This
characteristic supports the hypothesis that the first cells relied on COs for their carbon

needs, showcasing a fundamental aspect of early life’s adaptation to its environment.
[20].

Heterotrophy: Theories suggesting heterotrophic beginnings are commonly sup-
ported by chemists [25, |26, 27]. From the perspective of biology, the hypothesis of

heterotrophic origins presents three principal problems:

First, they fail to align with the chemistry observed in current cells. They beginning
with the use of cyanide 28], formamide [29], and synthesis using UV light [28].

Second, considering the conditions of the early Earth and the challenges faced by
prebiotic chemistry experiments in accurately replicating these conditions, geochemists
often note that the scenarios proposed by heterotrophic origin theories are improbable
for the early Earth[30].

Third, space-borne organic compounds are proposed as carbon sources for the earliest
cells. However, these compounds are unfermentable in heterotrophic theory to have

realistically served as the carbon foundation for the first cells [20].

2.4 The Origin of the Life Building Blocks

Various theories propose mechanisms for the formation of complex organic molecules on
early Earth, with a common emphasis on reducing conditions for substance formation
[27]. According to the Impact Hypothesis, organic substances may have been delivered
to Earth through meteorite impacts, supported by evidence of organic material in

interstellar space and on meteorites [31}, 32, |33, |34].

Alternatively, it is hypothesized that the initial organic molecules originated in deep-
sea volcanoes, where hydrogen sulfide (HS) emerges. Minerals at these locations could
catalytically facilitate reactions, such as the exergonic reaction of iron(II) sulfide and
hydrogen sulfide, providing the chemical energy necessary to reduce carbon monoxide

or dioxide, thus generating more complex organic molecules [35].

6



Another perspective suggests that the first organic molecules resulted from reactions
in an aqueous medium or with atmospheric gases (e.g., carbon monoxide CO, carbon
dioxide COq, methane CHy, nitrogen Ny, ammonia NH;j). Potential energy sources
for these reactions include sunlight, energy from meteorite impacts, radioactive decay,

electrical discharge, chemical energy from reactions, and surface heat on Earth [36] [37].

A. 1. Oparin (1924) and J. B. S. Haldane (1929) developed the idea that chemical evo-
lution preceded biological evolution, giving rise to the first organic molecules. Then,
these molecules were subject to natural selection at the molecular level. Subsequent ex-
periments, such as the Miller-Urey experiment, recreated conditions on the primordial

Earth to comprehend the processes of chemical evolution.

2.5 Defining Life’s Boundaries

The lack of a universally accepted definition of life, hinders progress in understanding
the transitional pathway from inanimate chemical systems to the first forms of life,
which further complicates the understanding of this transitional pathway. Empha-
sizing that the choice of properties and their hierarchy is still unclear, and there is
no consensus among scientists [17, 38]. Regarding the challenges in defining life and
the limitations of current definitions, is argued that definitions often use undefined
terms and confuses description with definition, or arbitrarily define life in terms of
minimal living systems. There is no natural, objective, or intrinsic indicator in the
series of transitional systems that allows us to determine which system with specific
properties is considered minimal life defenition. The properties and subsystems nec-
essary for a system to be considered living are arbitrary and depend on individual
judgment [17].Various theories and viewpoints on life exist, each shaped by individual
perspectives and interests. In scientific discussions, numerous definitions abound, yet
a unanimous agreement remains elusive. The limitations of current definitions of life,

can be categorized into three groups [39, |40]:

1. Definitions that use undefined terms: Some definitions of life rely on terms that
themselves lack clear and precise definitions. This creates a circular and unsat-
isfactory approach to defining life, as the definition relies on terms that are not

adequately defined themselves.



2. Definitions that combine descriptions of life: Another limitation is the tendency
to combine various descriptions of life to form a definition. This approach fails
to provide a concise and distinct definition and instead presents a collection of

characteristics or properties associated with life without a clear delineation.

3. Definitions that arbitrarily define minimal life: Some definitions arbitrarily define
a specific step in the gradual transition from complex chemical systems to prim-
itive living systems as minimal life. This approach lacks a solid scientific basis
and is subjective in determining which properties or characteristics are essential

for a system to be considered living.

These limitations highlight the challenges in formulating a comprehensive and uni-
versally accepted definition of life. These limitations hinder the progress towards a
complete definition and demonstrate the difficulties in defining life in a precise and un-
ambiguous manner. Different disciplines approach and understand the concept of life
based on their specific scientific interests, premises, and contexts. The interdisciplinary
nature of defining life is recognized, and the search for a universally accepted definition
continues. Each theory, hypothesis, or point of view adopts its own definitions of life
based on scientific interests and premises. This lack of consensus has led to the exis-
tence of hundreds of working definitions of life within scientific discourse. a productive
approach to defining life would involve constructing a general and universal series of
systems in which living systems are presented as a particular case within a broader in-
terdisciplinary context. This context would include chemical, supramolecular, abiotic,
prebiotic, paraliving, and metaliving systems, among others [17]. Based on the vo-
cabulary analysis, the definition of life is suggested to be ”Life is self-reproduction
with variations”. This definition is derived from the analysis of 123 definitions of
life Il



Table 1: Words used in life defenitions. List of most frequent words used in the
definitions of life, table from: ”Vocabulary of Definitions of Life Suggests a Definition”
by Edward N. Trifonov, published in the Journal of Biomolecular Structure & Dynam-
ics, (©) Adenine Press (2011), reprinted by permission of Informa UK Limited, trading
as Taylor & Francis Group [18].

Words Used in Life Defenitions

Life 123 Organic 11 Internal 7 Capacity 5
Living 47  Alive 10 Replication 7 Different 5
System 43 Evolution 10 Being 6 Force D
Matter 25 Materials 10 Change 6 Form 5
Systems 22  Reproduction 10 Characteristics 6 Functional 5
Environment 20 Existence 9 Entity 6 Highly )
Energy 18  Defined 8 External 6 More D
Chemical 17  Growth 8 Means 6 Mutation 5)
Process 15 Information 8 Molecules 6 Necessary 5
Metabolism 14 Open 8 One 6 Network 5
Organism 14 Processes 8 Order 6 Objects 5
Organization 14 Properties 8 Organisms 6 Only 5t
Complexity 13 Property 8 State 6 Organized 5
Ability 12 Reproduce 8 Things 6 Reactions 5
Itself 12 Through 8 Time 6 Three >
Able 11  Complex 7 Way 6 Some 5
Capable 11 Evolve 7 Based 5 Biological 5
Definition 11 Genetic 7 Self- 5
reproduction

2.6 The multidisciplinary nature and characteristics of life

The nature of the transitional pathway from inanimate chemical systems to the first
forms of life on the Earth is a central question in astrobiology and transitional biology.
It involves understanding how life originated through a process of prebiotic chemical
evolution. This transitional pathway explores the possible states and processes that

occurred as inanimate chemical systems and gradually transformed into the first living
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organisms. It is a multidisciplinary field that investigates the properties and charac-
teristics of these transitional states, aiming to uncover the fundamental principles and

mechanisms that led to the emergence of life.

10



3 Earth’s Primordial Conditions

3.1 Formation and Evolution of Early Earth

The Earth, formed approximately 4.5 billion years ago, has undergone significant
changes that have shaped the conditions for the emergence of life. Understanding
these early conditions is crucial for unraveling the mystery of life’s origin. This section
is about the atmospheric evolution, and the various geological and chemical processes
that set the stage for the appearance of life [41} |27, 42]. The Earth, formed approxi-
mately 4.5 billion years ago through the accretion of solids in the solar nebula [41} [27],
witnessed the traces of the first life forms around 3.8 - 4 billion years ago |41} |42]. The
period during which life existed in a liquid phase spans about 100 million years ago,
following the Earth’s formation and the emergence of liquid water [43]. Multicellular
life evidence dates back 3.5 billion years [44], with eukaryotes appearing approximately
2 billion years ago [41]. Dinosaurs roamed the Earth between 228 and 65 million years

ago [45], and the earliest human fossils are around 200,000 years old [46].

During the early stages of Earth’s formation, temperatures were exceptionally high
+70 £ 15°C [47] due to processes like meteorite impacts, accretion, and radioactivity.
As the Earth cooled, a solid surface formed, initially consisting of molten rock and
later marked by intense volcanic activity. The continuous change in the composition of
the Earth’s surface resulted from denser matter being drawn into the Earth’s interior
by gravity, while less dense matter remained on the surface. Initially, the surface likely
comprised primarily of iron compounds and silicates, with the iron content decreasing

over time.

3.2 Atmospheric Development on Early Earth

The Earth’s atmosphere underwent significant changes during its creation, influenced
by factors such as high temperatures, solar winds, and insufficient gravity. Noble gases
and hydrogen (Hj) escaped the atmosphere due to these conditions [26] 43| 4§].

The accretion phase involved constant meteorite impacts that brought gaseous sub-
stances, primarily carbon dioxide (CO;) and nitrogen monoxide (NO), to Earth. Other

components of the early atmosphere originated from volcanic eruptions, gas emissions
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from the Earth’s mantle, and various chemical processes, including weather reactions
with the mantle’s rocks, photochemical reactions from UV radiation, and reactions

with iron components from meteorites or impact-induced shock heating |41, |42, |43].

Although the exact composition of the Earth’s early atmosphere remains unclear and
controversial, sedimentary rock analyses suggest an atmosphere primarily composed of
carbon dioxide (COs), nitrogen (N3), and traces of carbon monoxide (CO), hydrogen
(Hs), and sulfur gases. The atmosphere was weakly reducing, lacking free oxygen [41,
42, 143].

One criticism of this thesis revolves around the weakly reducing atmosphere’s inability
to explain the diversity of organic substances crucial for life’s formation. For instance,
hydrogen cyanide (HCN), considered significant in the formation of amino acids, may
have been formed to a limited extent. The metabolism of the first life forms seems to
have been based on hydrogen chemistry, suggesting a potential claim that the presence
of hydrogen in the primordial atmosphere was higher than the COy and Ny [42]. Or

there were locally reducing environments?

3.3 Water Accumulation and Ocean Formation

Earth gained water from water-containing outgassing and icy meteorites. About 3.8
billion years ago, this water fell as rain and formed oceans. It’s not clear how long these
early oceans lasted. Also, there’s a mystery about how the Earth was warm enough

for liquid water since the young Sun didn’t shine as brightly then |41} |42} 43].

Various parameters, such as the pH value of a primordial ocean and its physical state,
remain uncertain and interconnected with other parameters of the primordial Earth
system. Different conditions likely existed at different times in various locations on the
prehistoric Earth. These uncertainties highlight the complexity of the processes leading
to the origin of life, with theories evolving over decades, now suggesting a generally
weaker reducing atmosphere than in the 1950s when Stanley Miller conducted his

famous experiment[49].
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3.4 Energy Harvesting in Prebiotic Environment

Primitive cells may have harvested energy from their environment through three poten-
tial sources [50]: chemical energy in the form of chemical bonds or oxidation-reduction
reactions [51], light energy, and energy arising from chemical disequilibria in submarine
or subterranean sites [52]. The availability of these energy sources is highly plausible
in the prebiotic environment. Chemical energy, for example, could have been derived
from the chemical bonds present in the organic compounds available on the early Earth,
such as carbonaceous meteorites. These compounds were synthesized abiotically in the
early solar system and could have provided a rich mixture of organic compounds for
energy harvesting. Additionally, light energy became the predominant energy source,
just as it is today. However, the question arises: How could primitive cellular life have
harnessed this energy? To capture light energy, a pigment system must initially absorb
photons and then convert them into usable forms of chemical energy. It’s reasonable
to consider that photosynthetic structures similar to those in present-day life were not
present. Instead, pigment systems such as polycyclic aromatic hydrocarbons (PAHs),
organic iron complexes, porphyrins, and proteinoids might have been integrated into
bilayer membranes |53} |50]. The prevalence of PAH as a significant organic compo-
nent in carbonaceous meteorites has been confirmed [54], and it’s likely that PAHs
and their derivatives were among the most common organic compounds in the early
Earth environment. if life began on the Earth’s surface, could have been utilized by
primitive cells. Furthermore, energy arising from chemical disequilibria in submarine
or subterranean sites could have been another potential source of energy for primitive
cells. These energy sources would have been crucial for the establishment of a recog-
nizable metabolism within cellular boundaries and for the development of the complex

network of catalytic reactions associated with metabolism.
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4 Prebiotic Theories

4.1 Origins of Amino Acids

Amino acids are the building blocks of proteins, playing a crucial role in all living cells.
Various experiments simulating prebiotic Earth conditions have yielded amino acids
[41, 55]. These experiments differ in the composition of reactants, energy sources, and

the yields of different amino acids.

In an experiment by kobayashi et al., A flask containing water and an atmosphere of
carbon monoxide (CO), carbon dioxide (COs), and nitrogen (N3) was irradiated with
particles (protons, helium nuclei, and electrons) with energies ranging from 2.5 MeV to
1 GeV. The yellowish solution contained various amino acids, mainly glycine, aspartic

acid, serine, and alanine [56].

Amino acid photosynthesis was demonstrated in an aqueous solution of 3% paraformalde-
hyde, illuminated with light (500 W, tungsten lamp) in the presence of inorganic cat-
alysts [57]. Amino acids were also formed in the gas mixture of the Miller experiment

by UV irradiation when methane was replaced by ethane [58].

Shockwaves, generated by meteorite impacts and lightning on early Earth, provided
another energy source. Experiments involving rapid compression and heating of gas
mixtures containing hydrocarbon gases (e.g., methane, ethane), ammonia, and wa-
ter in a shock tube revealed the formation of amino acids, along with aldehydes and

cyanohydrins [59).

Amino acids were also identified as a result of chemical energy from the reaction of

simple substances. Mixtures of cyanohydrin and ammonia at 90°C [60], as well as
paraformaldehyde and hydroxylamine hydrochloride (HyNOCI) at 80-100°C [55|, pro-
duced numerous amino acids (including aspartic acid, threonine, glycine, alanine).
Additionally, organic acids such as formic acid, lactic acid, glycolic acid [55], and uric

acid [60] were formed.

The formation of amino acids through thermal energy has also been reported [61].
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4.2 Origins of Nucleobases

The nucleobases adenine, thymine, guanine, cytosine, and uracil, fundamental compo-
nents of DNA and RNA, are of particular interest [62]. Adenine was synthesized by
heating a solution of ammonium hydroxide and cyanogen at 90°C [63]. Further inves-
tigations yielded additional purine synthesis [64]. Pyrimidines were produced through
reactions of cyanoacetylene (C3HN) with cyanate (CHON) [65]. Cyanoacetylene can
be a product of sparks in a prebiotic atmosphere |66], and the formation of cyanates
under prebiotic conditions has been demonstrated [65]. Nucleobases have also been

found on meteorites [41].

4.3 Origins of Carbohydrates

There are more than 200 distinct monosaccharides identified, classified according to
their carbon atom count and whether they function as polyhydroxy aldehydes (—CH =
O—) or polyhydroxy ketones (—C = O—). Further classification of aldoses and ketoses

is based on the number of carbon atoms in their primary chain [67].

The Formose reaction |68, 69|, discovered in the late 19th century, generates up to 40
sugars from simple building blocks [41]. In an alkaline solution of formaldehyde (CH50)
with the presence of metal hydroxides, numerous parallel and subsequent reactions

occur. However, the exact processes and products are not fully identified [70].

Calcium forms complexes with organic substances in the Formose mixture and acts
catalytically. Initially, two reaction pathways compete: the Cannizzaro reaction, where
two aldehydes (R-COH) react to form an acid (R-COOH) and an alcohol (R-CHOH),
and an autocatalytic process (Formose primary reaction) that produces glycolaldehyde
(CoH409) from two formaldehyde molecules. Subsequent secondary reactions form
carbohydrates like hexoses and heptoses, catalyzing further reactions [71, 68, |69] . The
dominance of either pathway depends on the concentrations of formose and calcium.
If the Formose reaction prevails, the Cannizzaro reaction proceeds relatively slowly
but can convert additional formaldehyde and later-formed aldehydes. The mixture
becomes progressively acidic over time. In a later phase, sugar formation occurs not
through additional formaldehyde additions but through self- and mixed additions of
lower sugars [71, [68, |69).
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In addition to the Formose reaction, carbohydrates have been found in experiments
exploring prebiotic synthesis pathways. Experiments involving spark discharges in an
atmosphere of water, methane, and ammonia identified monosaccharides as well as

polysaccharide-like molecules [72].

Of particular interest are sugars present in RNA and DNA. The synthesis of ribose is
significant for the emergence of the RNA world. Although ribose is produced in the
Formose reaction, it is unstable [73]. Therefore, in prebiotic synthesis, it either had to
react immediately to form a nucleotide or was stabilized. Ribose produced in a mixture
of formaldehyde and glycolaldehyde (as in the Formose reaction) results in a brownish
polymeric mixture that is challenging to characterize. The addition of borates (salts

of boric acid) prevents these reactions, thus stabilizing ribose [73].

Sugar alcohols and sugar acids have also been detected on meteorites [41].

4.4 Hydrogen Cyanide

Hydrogen cyanide (HCN) is attributed significant importance in chemical evolution,
likely being one of the first molecules to form under prebiotic conditions. It has been
detected in experiments related to chemical evolution (such as the Miller experiment),
in interstellar space, and predicted in simulations of the chemistry of the early atmo-
sphere [41] 74} |75, [76]. Hydrogen cyanide is believed to be a crucial building block
for the formation of biomolecules like adenine [77], other purines [41], and amino acids
[78]. Additionally, hydrogen cyanide is known for self-condensation, yielding various
polymers, with synthesis pathways clarified only for the initial stages [79, 60]. Adenine
is a pentamer of hydrogen cyanide, and longer polymers, including heteropolypeptides
and polymerized dimers CoHsNy, are formed [80, [81]. Glycolonitrile, a product of
formaldehyde CH,O with hydrogen cyanide, promotes polymerization [82]. Evidence
suggests the formation of cyclic polymers [83]. Under simple conditions, an aqueous
solution of ammonium cyanide gives rise to amino acids, fatty acids, and purines [60].

This mixture has been extensively studied and comprises over 1600 substances |79, 83].
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4.5 The Lipid world

Investigating the origins of cellular life unveils the crucial role of membrane self-
assembly. The early evolution of cellular life was significantly influenced by membrane-
bound compartments. Components of these early membranes, likely amphiphiles such
as short-chain fatty acids, were abundantly available on the early Earth. Their abil-
ity to self-assemble into stable vesicles encapsulating hydrophilic solutes with catalytic

activity laid the foundational mechanisms for cellular life [84]

The process of encapsulating catalytic species within membranous compartments, es-
pecially vesicles, was pivotal. It created a protected microenvironment conducive to
the survival of spontaneous molecular systems, facilitating the emergence and suste-
nance of primitive cellular systems. This encapsulation allowed for the accumulation
of polymeric products, contributing to the development of a recognizable metabolism

within cellular boundaries [52].

Studies on carbonaceous meteoritic material and laboratory models of plausible
Fischer-Tropsch-type reactions suggest that vesicle-forming amphiphiles were present
on the early Earth, participating in the formation of boundary membranes crucial for
early cellular life. These amphiphiles formed vesicles with properties akin to liposomes,
which are primary components of contemporary cellular membranes. They tend to be
less stable and more permeable to ionic solutions, but a higher permeability could be
an advantage in the absence of specialized transport proteins. As life evolved, stable
bilayer membranes emerged, fostering the coevolution of catalysts, metabolism, and
membrane-forming compounds. These membranes evolved to support an extensive

metabolism dependent on external nutrient solutes [52].

Recent investigations have highlighted that encapsulation procedures such as dehydra-
tion/rehydration and pH vesiculation allow the trapping of all components of complex
catalytic systems within vesicles. These systems remained active within the vesicular
compartment, protected from degradation agents by the membrane boundaries. Such
membrane-protected environments were likely crucial for the survival of molecular sys-

tems on the path to the first forms of cellular life [52].

The varied origins of energy available to primitive cells were fundamental in establish-
ing metabolic processes and catalytic reactions. Primitive cells likely harvested energy

from their environment through chemical bonds, light energy, and energy from chem-
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ical disequilibria in submarine or subterranean sites. The availability of these energy
sources was crucial for establishing a metabolism and developing complex catalytic

reaction networks within cellular boundaries [50, [51} 85| 52].

Furthermore, encapsulation of single molecules within vesicles was common on early
Earth, suggesting that early cellular metabolism might have been inherently simple un-
til the evolution of protein-mediated transport systems. These encapsulation processes,
showcased in studies by Oberholzer et al., provided insights into gene amplification,
catalyst coevolution, and the development of membrane-forming compounds in the

evolutionary process [86, (87, |52].
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Figure 1: Schematic representation of enzymatic reactions in vesicles [52].
(Picture reused with permition from John Wiley and Sons)

A: The PNPase enzyme (E) is encapsulated within liposomes. ADP is added to the
external medium and must passively diffuse across the amphiphile bilayers to be pro-
cessed by the enzyme.

B: The DNA polymerase enzyme (E2), along with its template (primers omitted), and
substrates are encapsulated simultaneously.

C: The T7 RNA polymerase (E3) and its template are encapsulated inside the vesicles.

NTPs are added externally as an energy source and substrates for the enzyme.

4.6 The Journey from Myth to Science

For thousands of years, creation myths like Genesis attributed the ability to create
living beings from inanimate matter to a transcendent figure [88|. The notion that the

spontaneous emergence of life was a result of chance also existed in early history, for

instance, the belief that frogs emerged from humus after the Nile was flooded [88].
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The ancient Greek concept of ether germs, akin to atoms of inanimate matter, existing
universally and fostering life in fertile areas (panspermia), persisted until Louis Pasteur
refuted it in the mid-19th century [89).

A. 1. Oparin (1924) and J. Haldane (1929) developed the idea that chemical evolution
preceded biological evolution, giving rise to the first organic molecules. These molecules
were then subject to natural selection on a molecular level. Subsequent experiments,
such as the Miller-Urey experiment, recreated conditions on the primordial Earth to

comprehend the processes of chemical evolution.

4.7 Prebiotic Chemistry and Evolution

Ernst Haeckel proposed a theory of the origin of life in the 1870s that integrated
progressive chemical steps of growing complexity. He asserted that living matter could
have been formed by combinations between carbon and specific atoms, which would
produce aggregates becoming increasingly complex and eventually developing into the

simplest organisms [90].

Oparin criticizes Haeckel’s theory in 1938, stating that the theory proposed by Ernst
Haeckel involves a fundamental error, specifically the implication that the simplest or-
ganisms can arise all at once from inorganic matter. Haechel’s theory suggests that
there is no difference between the formation of a crystal and that of a living cell. Oparin
challenges the idea of life arising spontaneously or existing eternally and presents the-
ories about the origin of life based on space, time, and physical conditions. Oparin
argues the physical state of stars and planets, could synthesis the carbon and nitrogen
compounds in them. Oparin suggests that the cooling earth produced hydrocarbons
derived from primordial carbides and ammonia, both in a reduced state. He proposes
that primary carbohydrates and proteins may have been formed in primitive waters as
the materials were drying up. Oparin also mentions that the chemists had succeeded
in synthesizing practically all known organic substances in vitro under artificial condi-
tions, which supports the idea of a chemical basis for the origin of organic protoplasm
[91], according to protoplasmic view of life, the protoplasmic substance combines all

vital properties [92].
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* Free atoms and minerals such as C, H, O, and N allotropes

Ele;‘:"ml « Abiotic synthesis of simple Monomers
He

* Development of the Polymers
* proteins, Nucleic acids, Lipids, and carbohydrates formation

» Formation of Biomolecules encapsulated by Lipid Membrane
* Creation of a system for conveying information

* Regulation of Nucleic Acid and Protein Metabolic Processes
 Implementation of the Principles of Darwinian Evolution

Figure 2: Chemical evolution theory. Tracing the transition from non-living
molecules to life through molecular self-organization, selective polymerization accord-

ing to Darwinian evolution [93].

4.8 Theories of Chemical Evolution

Following Darwin’s evolution principle, scientists believed that living organisms evolved
from non-living matter. Numerous theories emerged, but none endured. In the 1920s,
Alexander Oparin and John B. Haldane revisited the concept, outlining a chemical evo-
lution pathway . Their study outlined a series of chemical stages that would amplify
the complexity and utility of organics produced abiotically in a reducing atmosphere.
The step-by-step buildup and linking of these compounds could result in the formation
of aggregates, leading to the emergence of coacervates or protocells, the ancestors of
the first heterotrophic microbes . In the theory known as 'Primordial Soup,’ it is
suggested that as Earth became suitable for life, non-living monomers transformed into

polymers. This progression resulted in the emergence of the first protocell, .

Carl Woese’s introduction of Archaea (formerly Archaebacteria) in the late seventies
sparked the idea that investigating this third form of life could aid in reconstructing
the Last Universal Common Ancestor (LUCA) for all living organisms [97]. It is hy-
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pothesized that progression from simple chemical reactions to essential elements of life
required a selective process of some kind [98]. This could be achieved through an ex-
change of energy with the environment because the required level of order exceeds what
one-pot batch reactions of these molecules can achieve. This assumption suggests the
existence of an unknown pathway, akin to natural selection, guiding "messy” reactions

toward a higher organizational order, leading to a more complex system [99].

bl ld ] S \ '«% ““““““ \. m

Formation of Hydrospher Prebiotic Formation of DNA World Last Universal
Earth Formation Synthesis RNA Common
Ancestor
4.5 4.2 4.2-4.0 ~ 4.0 ~3.8 3.6 - Present

Time (Billions of years ago)

Figure 3: Progress in the origin of life. The transition steps to the Last Universal
Common Ancestor (LUCA)

4.9 The Warm-Little Pond Hypothesis

In a paragraph from a letter on February 1st, 1871, Charles Darwin wrote to his close
friend Joseph Dalton Hooker, he said: «it is often said that all the conditions for the
first production of a living being are now present, which could ever have been present.
But if (and oh what a big if) we could conceive in some warm little pond with all
sort of ammonia and phosphoric salts, light, heat, electricity present, that a protein
compound was chemically formed, ready to undergo still more complex changes, at the
present such matter would be instantly devoured, or absorbed, which would not have
been the case before living creatures were formeds[100]. It’s unclear if he was aware
of significant chemical discoveries like the synthesis of alanine by Adolf Strecker [101]
in 1850.

It is necessary to mention that the transition from simple building blocks to biopolymers
is not thermodynamically favorable in the biological solvent (water). It requires an

additional energy input to facilitate this transition [102].
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Some authors have proposed the idea that external energy plays a crucial role in the
synthesis of living matter from minerals [102]. They have explored various potential
sources of this external energy, including atmospheric electrical discharges and thermal

springs.

Others assert that no external energy is necessary to synthesis biologically important
substances from simple mineral compounds [103] |104} |105, [106]. Among the theo-
ries, Life Origination Hydrate Theory (LOH-Theory) asserts that natural processes
stem from chemical transformations driven by universal laws and thermodynamics.
Randomness implies insufficient information with the potential to align with natural
regularities. Researchers trace nature’s path using thermodynamics as a guide, seeking

environmental cues to decode the underlying logic [102} |107].

In hydrothermal pools, there can be a combination of organic substances, including
potential monomers and compounds that can create membrane-like vesicles. As the
water evaporates during the dehydration phase, lipid membranes accumulate in layers
on the surfaces of minerals located at the pool’s edge due to fluctuations in the water
level. It could provide the thermodynamically favorable conditions demanded for re-
actions [108, 109, 110]. As in the dry phase, bond formation is favorable, but diffusion
is restricted, and this bonding restriction could be solved by the re-hydration cycles
[111].
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Figure 4: Hydration-Dehydration cycles. Visual representation of a hypothetical
prebiotic environment on early Earth, often described as a 'warm little pond,” where
abiotic substances gradually condensed into complex polymers, laying the groundwork
for the emergence of proto-cell. Reproduced from MDPI journal Life, 2016, no permis-

sions needed after citation |112].

Ecosystems are complex adaptive systems. They are full of surprises. Over time, small
changes at the bottom create big patterns at the top. It’s like mixing different chemicals
and seeing what happens. But it’s not just about chemicals. The environment and
how things organize themselves also matter. Plus, evolution adds its touch to make
each ecosystem unique. The big question is: how do these ecosystems stay strong and

keep working when things around them change? It’s like trying to understand a puzzle
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from the past. [113].

4.10 The Importance of Cycles

Imagine nature as a skilled chef who keeps reusing the same key ingredient to whip up a
variety of dishes. This is similar to what happens in recursive biochemical pathways. In
each cycle, a special part of a molecule is cleverly reused, like the chef’s favorite spice,
allowing for a new reaction to take place. This process is vital in making important
substances like fats and oils in nature, showing the smart way nature prepares essential

ingredients for life [114].

From reusing molecular building blocks to creating essential life molecules during the
primordial freeze-thaw cycles, there is a remarkable connection in how life may have
started.

life’s essential molecules, like RNA, could have formed on early Earth through natural
freeze-thaw cycles. Laboratory experiments simulating these ancient conditions show
that simple RNA segments can link up into more complex structures during such cycles.
This concept is further supported by the natural occurrence of these cycles in Earth’s
early climate and the stability of RNA under these conditions [115]|116}|117, {118} [119].

Furthermore, The non-linearity of the equations that rule the evolution of biological
systems allows for the co-existence of various self-organizing systems, in addition the
life definition should also involve into the account. [120) |121 [122].

In prebiotic broth studies, the role of reaction cycles in creating complex systems is
unexplored [93]. This idea to bring selectivity to these mixtures has not yet deeply
investigated. There is potential for these reactions to create self-sustaining, evolving
chemical systems in labs [123] 124, |125]. The right conditions could bring about such
life-like systems, paving the way for new experiments. These studies are valuable
because they can reveal key elements needed for life-like chemistry, even if they don’t

succeed right away.

When free energy is applied to organic matter without Darwinian evolution, the matter
devolves into a wide range of compounds. Mixtures are rearranged, leading to an ever-
increasing number of molecular species generated in experiments, which also presents

a challenge for analysis. This leads to unfavorable beginnings for biology, a scenario
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known as the ”asphalt problem”, which is not preferable for biological processes [126,
127, |128]. Organic compounds including alkanes Cj5-Cyy, fatty acids, alcohols, amines,
aromatics, and heterocycles. The detected compounds have a wide range of degrees of

aromaticity and chemical variability [1].

A continuous, recursive process might have driven the complexity of non-living mate-
rials towards a higher level of order, eventually leading to the emergence of a living

entity in the origin of life.

Finding the correct chemical starting points and the conditions for these processes to
occur but also creating the right analytical tools for precise and scientifically accurate
study of the complex behaviors of these systems. It’s crucial to design experiments
that thoroughly investigate chemistries that are not in equilibrium, in both water-
based and more varied environments like soft, interface-rich ones. These experiments
should include detailed, time-sensitive analysis of specific aspects, such as the chirality

of the species involved or their catalytic effects [129].

An autocatalytic cycle is essentially a loop of reactions in which, when operated on
the right mixture of substances, the quantity of at least one component in the cycle in-
creases over time. The presence of these cycles is key to the potential self-organization
of sugar chemistry. Recent findings suggest that the inherent complexity of this chem-

istry can be managed by repeatedly interacting with mineral environments [130].

Furthermore, the development of both self-driven and mutually-driven catalytic loops,
along with the formation of stable, non-equilibrium structures, could pave the way for
the evolution of protocellular structures. See Figure [0} These structures would have
greater stability and adaptability, suggesting a continuous, recursive process that could
lead to the complexification of non-living material into a more ordered form, eventually

giving rise to living entities in the origin of life [129].

There has been an important discussion about how the length of chemical cycles on
early Earth could be compared with laboratory experiments. This debate also considers
other environmental factors such as temperature, energy sources, initial compounds and
etc. It is important to take into account the duration of experimental conditions to
create a realistic setting for synthesizing organic materials. This approach helps to
ensure our experiments closely mimic the actual conditions of early Earth, providing

us with more accurate and meaningful results [131] [132, |1} 133].
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Earth. Emphasizing the length and dynamics of natural cycles during Earth’s early
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Figure 6: Diagram of a protometabolic reaction cycle. Showcasing the stages of
formation, self-assembly, thiol interaction, and oxidation. This cycle illustrates the key
steps in developing stable, non-equilibrium structures, crucial for evolving protocellular
forms that could transform abiotic material into organized, life-like entities, reused
photo with permission from Nature Chemistry .
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4.11 Hydrothermal Vents

Hydrothermal vents present a fascinating environment in the study of life’s origins.
Their unique chemical and thermal dynamics make these environments highly suitable
for the processes of chemical evolution. The continuous flow of thermal energy in these
vents is thought to have played a crucial role in the evolution of the planet, including
the early stages of prebiotic chemistry .

It is also proposed that the synthesis of amino acids, fundamental building blocks of
life, could have occurred deep within the Earth’s crust. These amino acids might then
have been carried upward with hydrothermal fluids to cooler waters . In these
less extreme environments, with lower temperatures and the presence of clay minerals,
there was an ideal setting for the formation of peptides and protocells [138]. This
theory has suggested a plausible pathway for the emergence and development of life’s
precursors in the depths of early Earth’s oceans since its first report on 1949 in the
central portion of the Red Sea [139].

Figure 7: Hydrothermal vent chimneys. The candelabra black smoker hydrother-
mal vent chimney. Photo credit: Center for Marine Environmental Sciences, University
of Bremen (left). The Champaign vent, a white smoker hydrothermal vent, re-used
photo from the public domain image provided by the National Oceanic and Atmo-
spheric Administration of the United States (right).

Russell et al., in their works from 1989 and 1993, highlighted the critical role of protons
in energy and metabolic processes during the early stages of life on Earth. Their hy-

pothesis emphasized the importance of the protonmotive force, driven by pH gradients,
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coupled with the redox potential of iron monosulphide membranes. This synergy was
crucial in meeting the energy requirements of nascent life, significantly influenced by
the low pH and high CO, concentration of the Hadean ocean, helping the regeneration
of vital pyrophosphates for life formation. These conditions led to the synthesis of
organic anions and highlighted the role of elements such as iron, sulfur, and phosphate
in early metabolism (140} 141, |142, |143].

Expanding upon this, William Martin and Michael J. Russell estimated that life origi-
nated around 4.2 billion years ago at the convergence of hot, alkaline submarine waters
and the acidic, iron-rich Hadean ocean. The ensuing creation of an iron monosulphide
membrane, serving as a semi-permeable barrier energized by redox potential and pro-
tonmotive force, was instrumental in fostering the synthesis and development of early
metabolizing systems. This phenomenon likely led to the emergence of the earliest

systems for replication and organic polymer production [140].

The two fundamental mechanisms identified by Russell et al. for facilitating the syn-
thesis and evolution of early life through hydrothermal vents are: [140} |141], 142, [143]

1. The protonmotive force driven by pH gradients.

2. Ton movement across iron monosulphide membranes.

Further explorations suggested the possibility of life originating from medium-
temperature alkaline hydrothermal springs flowing into an acidic, iron-rich ocean. This
theory, supported by thermodynamic calculations and computer modeling, proposed
that an alkaline solution, feeding early proto-cellular forms and interacting with seawa-
ter, could form a critical chemical barrier. Such an environment might encourage the
formation of hydrophobic colloidal iron sulfide membranes, interacting with hydrother-
mal organosulfur molecules and possibly evolving from reliance on hydrothermal con-
ditions to more autonomous processes, thereby offering a compelling perspective on
the potential origins of life on Earth [143] [142].

Cleaves et al. presented a framework for submarine hydrothermal systems (SHSs),
which could facilitate the formation of oligopeptides as a central subject to understand
the origin of life on Earth. Their study specifically explored the synthesis of theese
complex organic molecules under conditions that would mimic natural SHS environ-

ments. Their findings called into question the likelihood of SHSs being conducive to
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oligopeptide formation, given the stark differences between the experimental conditions

necessary for their synthesis and the actual conditions found in SHSs.

They highlighted key factors such as the concentration of amino acids, temperature,
and reaction times, and how these differ significantly from the conditions that would
have been present in early Earth’s SHSs. Cleaves et al.’s conclusions suggest that while
laboratory conditions can be manipulated to favor oligopeptide synthesis, these con-
ditions are not realistically reflective of natural SHS environments. This gap between
experimental settings and natural conditions challenges the idea of SHSs as primary
sources for the complex molecules required for the development of life, directing the
scientific inquiry towards other potential environments that might have been more

suitable for the emergence of life [144].

Laboratory experiments aiming to recreate hydrothermal conditions for studying the
origins of life typically involve heating aqueous solutions containing prebiotic building

blocks at high temperatures and high pressures, using specialized reactors [145| 144,
146].

Minerals, particularly pyrite (FeSs), played a pivotal role in facilitating the synthesis
of complex molecules. Pyrite, a naturally occurring iron disulfide mineral with its pos-
itively charged surface due to polyvalent metal ions like Fe?T, acted as a catalyst in the
surface reaction systems crucial for the origin of life. These minerals provided the nec-
essary surface for strong ionic bonding, essential for the formation of large polyanionic
biomolecules found in ancient biochemical pathways. The catalytic properties of pyrite
and similar minerals made the synthesis of complex organic molecules more feasible by
enabling these molecules to bond strongly yet flexibly. This flexibility allowed for lat-
eral migration and interaction on mineral surfaces, leading to more dynamic and diverse
biochemical reactions [35]. These minerals significantly ease the creation of complex
molecular structures in tandem associated with the protonmotive force hypothesis by
Russell.

However, from the perspective of physical organic chemistry, this approach presents
challenges. The formation of a peptide bond in water requires a significant amount
of energy, estimated to be around 2.5-3.6 kcal/mole [147, 148]. This energy require-
ment suggests that a high-temperature environment, such as that simulated in these

experiments, might be necessary to facilitate this key biochemical process.

The process of directly condensing amino acids into peptides is not thermodynamically
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favorable [149]. Consequently, many researchers have chosen to use high initial concen-
trations of amino acids, ranging from 1 to 1072 M [150, (151}, 152, 153]. Others, have
worked with activated amino acids [154} [155] or explored prebiotic condensing agents
[156, [157] to facilitate easier peptide synthesis. Specifically, Imai et al. successfully
produced oligomers up to hexamers by exposing concentrated glycine solutions (1071
M) to high temperatures (200250 °C) and pressures (240 bar) for brief periods (34 or
78 seconds) [151].

The high temperatures involved also pose a risk of decomposition of organic compounds
[158, [159], which could compete with the polymerization process. Consequently, this
might shift the balance between monomers and polymers towards net depolymerization,

or in other words, towards the breakdown of the polymers.

Despite these challenges, numerous experiments have successfully demonstrated the
condensation of amino acids into short peptides under hydrothermal conditions, espe-
cially when certain catalysts are present. The catalysts such as copper (Cu?") ions
[160], alumina (found in clays) [161], and fatty acids |162].

4.12 Water-Soil Interface

Graham Cairns-Smith, an organic chemist and molecular biologist from the University
of Glasgow, developed an alternative theory based on the interaction of clay minerals
with prebiotic soup. He proposed that defects on mineral surfaces could act as selective
and information-bearing agents in chemical evolution, suggesting that molecules with
stronger interactions with the silicon surface could survive environmental fluctuations,
leading to the emergence of perfect microenvironments for early life [163]. Clay min-
erals have been shown to selectively catalyze the synthesis and adsorption of certain
compounds under prebiotic conditions |164} |165], such as formamide condensation in
clay minerals resulting in the synthesis of nucleobases and amino sugars |[166], and the
silicate-mediated formose reaction selectively stabilizing pentoses and hexoses relevant
in modern biology [167].

The role of minerals in prebiotic experiments aligns with the theory of mineral evolu-
tion developed by Bob Hazen , suggesting that the diversity of minerals on Earth today
arose after the great oxygenation event [168], indicating that only a subset of miner-

als was available on early Earth. Origins of Life scientists, including pioneers such as
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Bernal and later Orgel, have acknowledged the catalytic capacity of mineral surfaces,
hypothesizing their non-trivial role in chemical evolution [154]. This hypothesis is sup-
ported by recent studies focusing on interactions of life’s building blocks with minerals,
demonstrating that the adsorption of compounds such as nucleotides and amino acids
on mineral surfaces could favor polymerization [169]. However, various parameters
(solubility, molecule size, mineral charge, pH and temperature) determine the adsorp-
tion rate of biological building blocks on mineral surfaces, resulting in a complex array
of conditions [170]. Lambert’s review concludes that while amino acids polymerization
can be favored in the adsorbed state, it results in a slower overall process. Surman et
al.’s work systematically explored the polymerization of amino acids in different envi-
ronments, including mineral surfaces, revealing distinct product ensembles as a result

of environmental variations|169].

Clay minerals, particularly montmorillonite, have shown improved yields and longer
peptides than in other experiments, suggesting their potential roles in polymerization,

protection against hydrolysis, and improved directionality through surface adsorption
[161], [171].

The roles of mineral surfaces in the abiotic synthesis of RNA monomers have also been
explored, with borate minerals aiding the stabilization of ribose and phosphate minerals

providing a pathway for prebiotic phosphorylation of nucleosides into nucleotides [172].

The potential role of mineral surfaces in protecting, selecting, and catalyzing reactions
of prebiotic organic molecules, hypothesized as an important stepping-stone in the
transition from simple chemicals to complex organic molecules. Mica and other clays,
along with various transition metals such as Fe, Ni, Co and Cu, and sulfide and borate
minerals, are proposed to have played key catalytic roles in the synthesis of prebiotic
organics 173} |174] 175].

4.13 Impact Theory

Some question if prebiotic molecules came from space, like carbonaceous chondrites in
meteorites particularly carbonaceous chondrites found in meteorites. These meteorites
contain organic carbon, standard amino acids and nucleic acid bases. This raises the

question: Did the prebiotic ingredients arrive on Earth through meteorites and comets?
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Supporters of the impact theory argue that meteorites and comets that reached the
early Earth’s surface contained sufficient organic carbon to create an abundant prebiotic
soup [176 |177].

Abiogenesis suggests a series of evolutionary steps leading from a prebiotic mixture to
the formation of a proto-organism. Aaron S. Burton et al. explore the implications
of nonterrestrial amino acids and nucleobases in meteorites, suggesting that meteoritic
bombardment and differences in parent-body chemistry lead to diverse amino acid
structural types. The study emphasizes the revolutionary impact on Astrobiology,
suggesting that extraterrestrial-synthesized molecules may have played a role in life’s
origins. The research highlights the diverse environments within the parent bodies of

meteorites, which offers a unique range of prebiotic chemistry on Earth [178].

Organic molecules on early Earth had different sources: delivery by extraterrestrial
objects, synthesis due to impact shocks, and synthesis by other energy sources like
ultraviolet light or electrical discharges. The dominance of each source depended on

the composition of the early terrestrial atmosphere [179].

Supporters of the impact theory claim that meteorites and comets brought sufficient
organic carbon to Earth’s surface to create a rich soup. However, questions arise
about whether this material could survive intense heating during entry into the Earth

atmosphere and subsequent collisions [179).

Exogenous sources continue to bring organic molecules to Earth. This includes inter-
planetary dust particles gently decelerated by the atmosphere and meteorites that are

large enough to survive but not completely ablated during their fall [180, |181}, [182].

Studies in Stevns Klint, Denmark, have suggested that a considerable portion of
cometary organics might survive giant impacts [183]. However, measurements and
simulations argue otherwise [180, [184]. Zahnle and Grinspoon propose the potential
role of orbital evolution and circularization of orbits through mutual collisions in en-

hancing Earth’s collection efficiency and increasing dust accretion [185].

4.14 Evolution Theories

Over time, the earth has seen mammoths and dinosaurs, ice ages, continents coming to-

gether or drifting apart, and dramatic comet and asteroid impacts. It has also witnessed
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the birth of curious humans eager to understand it all. In the "Earth’s Deep History”
book presented by Martin J. S. Rudwick, the discussion explores the seventeenth cen-
tury alongside Archbishop James Ussher, who claimed the cosmos was created in 4004
BC. The narrative then shifts to the late 1700s and early 1800s, marking an intellectual
triumph. During this time, curious thinkers, now identified as ” geologists,” successfully
realized that rocks, fossils, mountains, and volcanoes serve as Earth’s natural histori-
cal archives |186]. In 1907, based on Darwin’s idea of evolution [187], Arthur Holmes
utilized radioactive decay of uranium to determine the age of ancient terrains in Sri
Lanka, estimating it to be around 1640 million years[188]. To establish a timeline of
evolution, we need both paleobiological and biogeochemical evidence. This timeline
not only helps us understand the sequence of evolutionary events, but also provides

insights into how evolutionary rates varied over time [189].

Life seems to have been present when the oldest well-preserved sedimentary rocks were
formed |190]. The exact timing of life’s evolution before this period is uncertain. In an-
cient metaturbidites from southwestern Greenland, there is reduced carbon (graphite)
with a C-isotopic composition consistent with autotrophy [191]. In addition, structures
interpreted as microbialites have been reported, although subject to controversy. These
rocks were dated about 3710 million years ago [192]. Another indication of early bio-
logical carbon fixation comes from a 13C-depleted organic inclusion in a zircon dated
at 4100 £ 10 million years ago [193]. However, there is some uncertainty due to the

possibility of abiological fractionation in this small sample from Earth’s early interior.

The second significant milestone in the history of life was the initial increase in oxygen
in the atmosphere and surface oceans, known as the Great Oxygenation Event (GOE).
This environmental transition is crucial biologically and is recorded geologically and
geochemically. The end of large mass-independent sulfur isotope fractionation in sed-
imentary sulfides and the last appearance of redox-sensitive minerals such as detrital

grains in sedimentary rocks are key indicators of the GOE [194].
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Figure 8: The timeline of evolution through fossils, environmental clues,
and precise geochronology[195]. Phanero, Phanerozoic; Prot, Proterozoic; Ceno,
Cenozoic; E, Ediacaran; Cam, Cambrian; O, Ordovician; S, Silurian; D, Devonian; Car,
Carboniferous; Per, Permian; Tr, Triassic; J, Jurassic; K, Cretaceous; Pal, Paleogene;

Neo, Neogene. The crosses indicate the times of major mass extinctions.

4.15 Quantum-level simulations and Emergent Molecules

In the broader context of Artificial Life research, simulations play a pivotal role in
elucidating the principles of complexity and contributing to a more generalized under-
standing of living systems. The discourse surrounding the interpretation of results in
Artificial Life research is underscored by controversy, questioning whether simulations

can be considered as authentic manifestations of life [196, [197].

The strong version of the Artificial Life perspective posits that emergent computational
patterns in simulations not only simulate life but actually realize the phenomenon of
life. This point of view suggests that with robust computational support and appro-
priate criteria, genuine examples of life could be synthesized. However, the strength of
this Artificial Life thesis is contingent on specific definitions and paradigms, leading to
ongoing debates about its validity and limitations [197, [198]. This raises fundamental
questions about the intricate relationship between explaining life through computa-
tional models and defining the emergent patterns in these models as true instances of
life.
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The development of a general reactive machine learning (ANI-1xnr) using an active
learning approach combined with a nanoreactor molecular dynamics sampler has been
completed and trained. This model is capable of simulating the behavior of C, H,
N, and O elements in a wide range of real-world reactive systems. It closely matches
experimental structures in carbon solid-phase nucleation and graphene ring formation
studies and produces reliable predictions in cases where experimental data is not avail-
able [199].

Additionally, an ab initio nanoreactor simulation to discover new molecules and mech-
anisms in chemical reactions showed new pathways for glycine synthesis from primitive
compounds that were proposed to exist on the early Earth. The nanoreactor allows
reactions to occur freely and explores a wide range of possibilities. But the nanoreactor
is not designed to replicate the physicochemical conditions of any specific environment
[200].

In a quantum-level theoretical study employing ab initio molecular dynamics, a de-
parture from the activation energy of electric discharge, it was observed that a strong
electric field favors the formation of small intermediate molecules, such as formic acid

and formamide, in Miller-like experiments [201].

Simulations in Artificial Life research can contribute to a more general understanding
of living systems. The role of simulations in the context of Artificial Life research,
mentions that there is controversy regarding how to interpret the results of Artificial
Life research and whether simulations can be considered as realizations of life [196,
197]. The strong version of Artificial Life claims that emergent computational patterns
in simulations may not simply simulate life but actually realize the phenomenon of
life. This perspective suggests that by having strong enough computational support
and appropriate criteria, it is possible to synthesize genuine examples of life. However,
the strong thesis of Artificial Life depends on specific definitions and paradigms used,
and there are debates about the validity and limitations of this claim [197] |198]. It
raises questions about the relationship between explaining life through computational

models and defining the emergent patterns in these models as true instances of life.
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5 The Miller-Urey Experiment

Stanley Miller arrived at the University of Chicago in 1951 to pursue a Ph.D. He
attended a lecture by Harold Urey, a Nobel Prize-winning professor of chemistry who
had isolated deuterium in 1934, on his 1952 paper [25]. Miller approached Urey about
conducting a prebiotic synthesis experiment. Initially discouraged, Urey eventually

agreed to let Miller proceed for a year [25].

In 1953, Stanley Miller and Harold Urey conducted the most renowned experiment
simulating early Earth conditions [49]. They hypothesized a hot, water-covered Earth
with a reducing atmosphere. In a sealed glass apparatus, they created an atmosphere
containing ammonia (NHj), methane (CH,), and hydrogen (H;). Water (HyO) was
boiled, and the gas and vapor mixture circulated past electrodes producing sparks (see
Figure @ After a week, amino acids such as glycine and alanine were confirmed via

thin-layer chromatography [49].

Miller used water (H5O), methane (CH4), ammonia (NHj), hydrogen (Hs), and an
electric arc to simulate the primitive ocean, atmosphere, and lightning. Paper chro-
matography showed that amino acids were produced in Miller’s experiment, suggesting
the formation of organic compounds under primitive Earth conditions [49]. Miller and

his colleagues further studied electric-discharge synthesis of amino acids [176, 202].

Subsequent experiments with different setups and gas compositions detected additional
amino acids and organic acids [76]. Experiments with hydrogen sulfide (HyS) produced
sulfur-containing amino acids [203]. Oxygen inhibited amino acid production, while
replacing the condenser and spark discharge resulted in fewer amino acids and more
hydrocarbons [76]. Adjusting hydrogen content ensured reducing conditions even at

higher carbon oxidation states [41].

The spark discharge primarily produced aldehydes (-CHO) and hydrogen cyanide
(HCN), along with amines (-NHy), nitriles/cyanides (-CN), and isonitriles (-NC) [204,
76]. The gases produced included carbon monoxide (CO) and hydrogen (Hs). The
Strecker synthesis was proposed for amino acid formation, as similar results were ob-
tained with hydrogen, hydrogen cyanide, and aldehydes [78]. Hydrocarbons in the
spark likely formed through formaldehyde condensation [76].

Various organic acids resulted from nitrile hydrolysis, including pathways for alanine
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synthesis [76], [78]. Adding ammonium iron(II) sulfate (NH4)2Fe(SOy4)2 to explore iron

catalysis showed inconclusive results [78].

In weekly sample extractions, amino acids formed continuously until saturation, am-
monia decreased, and hydrogen cyanide and formaldehyde appeared initially and then
degraded. Increased gas circulation and discharges over boiling water yielded similar
quantities of amino acids and hydroxylated substances [205]. Silent discharge exper-
iments detected fewer amino acids and aldehydes, with little hydrogen cyanide [206,
7§.

This mixture, known as prebiotic broth, contained various small organic compounds.
Subsequent research identified the Strecker reaction as a major synthetic route to amino
acids. For example, glycine was detected among the products of the electric-discharge
reaction from aldehydes, hydrogen cyanide, and ammonia [207]. Oro and Kimball
synthesized adenine from hydrogen cyanide and ammonia [55] [63]. Sanchez, Ferris,
and Orgel showed that cyanoacetylene, a product of electric discharge on methane and
nitrogen, is a plausible source of pyrimidine bases such as uracil and cytosine |65, [208].

Sugars were also readily formed from formaldehyde [68, [209).

This discovery renewed interest in creating prebiotic broths similar to those produced

in the Miller-Urey experiment.

Using different gas mixtures increases the variety of chemical compounds observed in
these experiments (210}, 76, 211, 212, [213]. The gas mixture can also be changed to
more oxidizing mixtures, which might be closer to early Earth’s atmosphere. However,
previous experiments concluded that a highly reductive atmosphere was needed to

produce a complex broth [212].

Bada et al. showed that adding oxidation inhibitors like ferrous iron before hydrolysis
greatly increased the yield of amino acids, even in a more oxidizing gas mixture [210].
This finding challenged the belief that Earth’s atmosphere was too oxidizing for a

prebiotic broth to form naturally.

The production of organic compounds using electric discharges in neutral gas mixtures
was found to be less efficient than the reducing gas mixture of the original setup. How-
ever, significant amounts of amino acids were still produced from neutral gas mixtures
[210].

Using borosilicate glass as a catalyst in the reaction vessel significantly increased the

39



diversity and yield of organic molecules [214].

The catalytic role of transition metals such as nickel / iron (Ni / Fe) and iron sulfide

(FeS) can help reduce nitrogen gas (N3) to ammonium (NHJ ) in a water-based solution
215, 216).

In our group’s previous work, we mentioned that the production of molecular species,
such as polyethyleneglycol, which are typically not favored under reactor conditions,

suggests the presence of unidentified organocatalysts [217].

Instead of using a spark, other energy sources like UV light [218, 219], X-ray [220, 221],
laser photolysis [222], and high-energy proton irradiation can replace the spark [223].

Experiments suggested that complex molecules that include amino acid precursors were

formed from simple molecules like HCN in the gas phase [223].

A recent study by Mohammadi et al. proposed that formic acid, an intermediate in
Fischer—Tropsch synthesis, could have accumulated on early Earth through various
pathways [224] |225]. They also suggested that ammonium salts of formic acid might
have been precursors to formamide. Ferus et al. revisited the Miller-Urey experiments
using electric discharge and laser-driven plasma simulations in a reducing atmosphere

to study nucleobase formation from formamide.

In previous findings performed in our group, reactor design is highlighted as an impor-

tant factor affecting the complex mixture of a Miller-Urey-type experiment [226].

In our recent work, we demonstrated that the type of spark generator employed signif-

icantly influenced the range of synthesized compounds [1].

Inspired by Francis Crick’s development of a molecular model for DNA [227] and Miller
and Urey’s ”Prebiotic Soup” hypothesis [49, [76, 78|, Leslie Orgel began exploring the
relationship between proteins (polymerized amino acids) and DNA/RNA (polymer-
ized nucleic acids). He hypothesized that these biopolymers had an early connection
during chemical evolution and envisioned peptide-nucleic acid polymers as potential

predecessors [39].

However, Orgel’s theory remains unproven due to challenges in polymerizing abioti-
cally generated monomers in a prebiotic broth. This lack of polymerization ability is a
significant obstacle when working with the Primordial Soup. Interest has grown in un-

derstanding how environmental conditions could have facilitated self-organization and
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the transition into information [16]. Orgel proposed that once reproducible polymers
are achieved from any natural abiotic material, Darwinian evolution principles would
promote selection and evolution [16].

Despite Orgel’s hypothesis, the chemical evolution of abiotic material remains debated.
The significance of DNA/RNA versus proteins/peptides in prebiotic chemistry is a
central point of interest. Recent evidence includes the simultaneous synthesis of amino
acids and nucleobases in a Miller-Urey-type experiment [22§].

Tungsten electrode;

Figure 9: Setup used in the original Miller experiment|206].
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6 The Complexity of Prebiotic Soup Characteriza-

tion

Exploring the origins of life, we confront a complex puzzle: deciphering the array of
compounds produced during the abiotic synthesis within prebiotic soups. This diversity
requires an exact examination of the molecules’ physical and chemical attributes, laying
the groundwork for our understanding of these intricate chemical mixtures and how we

can extract meaningful information from them.

Our work is to shed light on the mixture and apply various analytical techniques to
unravel the intricacies of prebiotic chemistry. We examine mass spectrometry closely,
chromatography, and spectroscopy, aiming to enhance our comprehension of this com-

plex chemical domain.

6.1 Introduction to Analytical Challenges

The evolution of life is explained by the creation of its essential elements. Despite
the exploration of numerous scenarios, we are faced with a significant challenge: the
vast diversity of chemical compounds generated in laboratory simulations of prebiotic
environments. This complexity challenges us to consider how to enhance our analytical
techniques to isolate and identify the essential components for life among this chemical
diversity. We are approaching the discovery of cutting-edge analytical technologies

that could further reveal the secrets of life’s beginnings.

6.2 Key Analytical Techniques in Prebiotic Systems Chem-
istry

In recent decades, chemical analytical methods have seen rapid advances, providing
detailed molecular insights into individual samples. Techniques such as mass spec-
troscopy, chromatography, UV-vis, and IR spectroscopy have been pivotal in enhanc-
ing the separation and detection of samples. These tools have enabled the analysis of
thousands of chemicals, offering a comprehensive view of the complex mixtures that

we study.
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6.3 Instrumental Analysis and Its Contributions

Mass Spectrometry (MS) GC-MS and FTMS: These methods allow for the de-
tailed analysis of both volatile and nonvolatile components, providing a spectrum of
the mass-to-charge ratio (m/z) of the molecules. By analyzing the mass-to-charge ratio
(m/z) and volatile profiles, we uncover the molecular elemental formula (and structure)

that may hint at prebiotic pathways.

Chromatography and Spectroscopy HPLC-UV: This technique provides elec-
tromagnetic spectra of nonvolatile synthesised compounds, offering clues into their
structure. FTIR Spectroscopy: This technique is based on the vibrational levels of the
chemical functional groups. Infrared absorption technique is used to provide informa-
tion regarding the non-volatile synthesized chemicals in the liquid phase and volatile
molecules in the gas phase. It provides us the molecular architecture of the synthesized

prebiotic samples.

Imaging and Structural Analysis SEM and XRD: Through scanning electron mi-
croscopy and X-ray diffraction, we visualized the morphology and crystalline structure

and the elemental composition of solid prebiotic artifacts.

Combining the techniques described above helps us to understand the complex mix-
ture of chemicals that could have led to the start of life on Earth. This mixture of
analytical techniques allows us to dive deep into prebiotic chemistry, identifying not
just the molecules we know are important, but also discovering physical and chemical

charectirizations of the soup mixture that could be part of the early days of Earth [93].

By applying a non-targeted approach, we gather as much information as possible from
the Miller experiment. With this approach, we're not just looking for specific molecules;
we're exploring the entire chemical landscape that could be existed before life began.
This broad strategy helps us uncover the variety of substances, from simple to complex,
that might have played a role in the origins of life. As technology improves, our ability
to detect and understand these substances improves, which helps us to have a big

picture of this highly prebiotic prebiotic mixture chemistry.

43



| Analytical Evolution-Growing Informatior>

GC-MS
HPLC-UV

Elements of
the earthe.g. H, C, N, O,
P, S, Fe, Co, Ni, Mo, W

LC-MS

NMR
FT-ICR-MS

Simple inorganicmolecules
e.g. H,0, CO, CO,, COS, H,S, NH3, H,, HCN, HC=CH

Simple organic molecules
e.g. amino acids, fatty acids, nucleobases

More complex organic molecules
e.g. peptides, lipids, nucleotides

Organic polymers
e.g. proteins, DNA, vesicles

< Molecular Evolution-Growing Complexity

Pioneer organism
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Origin. Reproduced without permission from MDPI [229].

6.4 Systems Chemistry and Retro Synthetic Approach

The reaction processes in complex mixtures often cannot be analyzed using simple
methods because many interactions can influence each other. These challenges are
known from the analysis of stoichiometry and gene expression. One way of investigating

the properties of a complex chemical system is by interpreting it as a network [230].

The field of systems chemistry explores the dynamic and complex interactions within a
network of chemical reactions. This approach is crucial to understanding the emergent
properties and collective behaviors of molecular systems, which are often more than
the sum of their parts. By analyzing these networks, scientists can gain insight into

the rules and principles that govern the behavior of complex chemical mixtures [231].

The retrosynthetic method is a strategic approach used in organic chemistry to plan

the synthesis of complex molecules by working backward from the target molecule to
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simpler precursor molecules. This method involves breaking down the target molecule
into smaller, more readily available starting materials, which can then be synthesized
using known chemical reactions. The retrosynthetic method allows chemists to design
efficient and practical routes for the synthesis of complex organic compounds by iden-
tifying key disconnections and retrosynthetic steps. This approach is widely used in
the field of organic synthesis to streamline the process of creating complex molecules
(232, 233].

The retrospective synthesis method, or retrosynthetic analysis, serves as a bridge be-
tween systems chemistry and traditional organic chemistry. This method, which is
adept at reverse engineering of chemical systems, can be instrumental in establishing
connections within chemical networks. It mirrors the process of planning and con-
structing sequences of chemical bonds in the synthesis of complex organic molecules.
While a comprehensive methodology for integrating systems chemistry is still emerg-
ing, researchers are making significant strides. By applying retrosynthetic principles,
they are deciphering the fundamental rules that govern interactions among members
of molecular networks. This fusion of retrosynthetic strategies with systems chemistry
is opening new frontiers in understanding and manipulating complex chemical systems

(234, 235, 232, [233].

In the field of prebiotic chemistry, systems chemistry aims to enhance the understanding
of various environmental conditions and initial substances to synthesize non-biological

originated materials in an organized approach.

The exploration of networks aimed to find conditions favorable for self-reproduction
in a complex mixture. In this complex web of chemical reactions, order could emerge
autonomously, potentially undergoing a selection process that simplified the network
into present-day biological metabolisms. For an evolutionary process to occur, the
network needs to be energetically driven and reach a state close to chaos. Only then can
the system maintain enough developmental capability and exhibit complex dynamics.
This suggests that the order in contemporary organisms is a result of a natural order
rooted in organic chemistry rather than a selection process. Self-reproduction would
occur if a substantial number of catalytic polymers formed within a network of organic

molecules [236].

These studies consistently aimed to confirm or adhere to specific hypotheses or theories,

restricting the options for creating precursor chemicals and linking them together.
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Systems Chemistry, as a scientific discipline, focuses on examining networks of in-
teracting molecules, aiming to generate new functions from a collection of molecular

components at various class system levels, resulting in emergent properties [234].

In the context of prebiotic chemistry, system chemistry aims to systematically broaden
investigations into various environmental conditions for the synthesis of abiotic material

in a systematic way [231].

The most complex synthetic chemical systems known today are less intricate than the
simplest biological systems. This prompts the question of which chemical systems on
the prebiotic Earth could have acquired enough ’'complexity’ to give rise to life [234,
237).

Retro synthetic’ method, capable of reverse-engineering chemical systems, might be
the most effective approach. This method could assist in creating connections be-
tween members of chemical networks, much like planning and constructing sequences
of chemical bonds in the synthesis of complex organic molecules. Although a compre-
hensive methodology for systems chemistry is still in its infancy, researchers are laying
the groundwork by deciphering the fundamental rules that govern interactions among

members of molecular networks [234] 235].

What does 'complexity’ mean in systems chemistry? In this field, we borrow a defini-
tion from information science, and it fits well: complex systems need more information
for their description compared to simple systems. Specifically, complex chemical sys-
tems have richer connections among their members than simpler ones. While a single
molecule’s complexity is limited by the bonds its atoms can form, the overall complexity
of a group of interacting molecules can be more than the sum of individual complex-
ities. These interactions might involve supramolecular fits, subcomponent exchanges,
or catalytic processes. As the connections between the members of the networks be-
come denser, it becomes easier for complex behavior to emerge, allowing the networks

to respond to stimuli in more intricate ways [234} 23§].

6.4.1 Gas Chromatography-Mass Spectrometry (GC-MS)

GC-MS typically involves the use of a gas chromatograph with a single capillary column.
The column is linked to a detector like the flame ionization detector (FID) or thermal

conductivity detector (TCD) through an interface to generate chromatographic peaks.
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However, for more complex samples, mass spectrometry (MS) provides mass spectra
unique to each compound, aiding in identification. In this work, we employed the mass
spectrometery in the gas chromatogram detector. In GC-coupled mass spectrometers,
electron ionization (EI) is commonly used as the ionization source. In EI, high-energy
electrons interact with gas-phase atoms or molecules to form ions before being analyzed

in the detector.

e

Figure 11: Schematic representation of a Gas Chromatography-Mass Spec-
trometry (GC-MS) system. The system is composed of a gas supply, an injection
port, a chromatographic column, a mass spectrometer, and a data analysis unit. The
sample is vaporized in the injection port, separated by the column, ionized and ana-
lyzed based on mass-to-charge ratio in the mass spectrometer, and the resulting data

are processed and displayed in the analysis unit.

In gas chromatography, separation occurs mainly by dividing the analytes between the
gaseous mobile phase and a stationary phase while passing them through a capillary
column. The column is coated with a thin liquid layer of stationary phase, which
holds onto the gaseous analytes carried by the mobile phase. Helium or hydrogen
are commonly used as carrier gases. Stationary phases vary in polarity. Analytes are
partitioned differently based on properties such as polarity and boiling points [239].
Those with a stronger attraction to the stationary phase take longer to pass through
the column, while those with a weaker attraction pass through more quickly [240]. A
typical GC setup includes a carrier gas source, sample injector, capillary column, oven,

and detector. We’ll briefly discuss the operation of these key components below.

A mass analyser measures the mass-to-charge ratio (m/z) of ions produced from the

analytes. MS detection involves three main steps: ionization, separation, and detection.
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Let us briefly discuss each step.

Firstly, the analyte enters the mass spectrometer through the ionization source. Two
common ionization sources are used: electron impact (EI) and chemical ionization
(CI), with EI being more prevalent. In EI, molecules are bombarded with high-energy
electrons (typically 70 eV), ionizing them by removing an electron. However, these
molecular ions are unstable, this leads to fragmentation. These fragments can be

identified based on characteristic patterns [240].

Secondly, ions are separated based on their mass-to-charge ratio (m/z) within the
mass analyzer, which operates in a vacuum. Two common types of mass analyzer
are typically used, namely, quadrupole (q) and time-of-flight (TOF). In this study we
used the quadrupole (q) system. In quadrupole MS (qMS), separation is achieved by
adjusting the radio frequency (rf) and direct current (dc) voltages applied to the four
rods of the quadrupole. This manipulation allows only ions with specific m/z ratios to

reach the detector at a given rf/dc ratio.

Quadrupole mass analyzers consist of four parallel rods, with rf applied to two opposite
rods and dc voltage applied to the remaining two. This setup creates a changing
magnetic field through which ions travel. By adjusting the rf and dc voltages, only
one ion becomes resonant and reaches the detector, while others collide with the rods
[240].

The final step of MS involves detection of ions. This is typically performed in qMS

detectors using an electron multiplier.

Quadrupole MS instruments can operate in two modes: full-scan mode, which is used
for identifying unknown compounds, and selected-ion monitoring (SIM), which is more

sensitive and used for analyzing target compounds.

SPME Solid phase micro-extraction (SPME), developed in the early 1990s by
Pawliszyn et al. [241], involves using a fiber coated with a stationary phase to ex-
tract compounds from gas or liquid phases. It is known as a sorptive technique be-
cause analytes partition into the stationary phase [242]. SPME offers three sampling
modes [243]: headspace extraction (HS), direct immersion, and membrane-protected
SPME. Commercially available SPME coatings include polydimethylsiloxane (PDMS),
carbowax (CAR), polyacrylate (PA), polyethylene glycol (PEG), and adsorbents like
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divinylbenzene (DVB), or mixtures thereof. SPME is known for its excellent sensi-
tivity, especially for volatile compound extraction. It is capable of extracting a wide
range of volatile compounds, making it potentially suitable for gas phase analysis. This
method reduces interference from nonvolatiles, leading to simpler chromatograms for

easier compound identification and quantification.

6.4.2 Mass Spectrometry

Mass spectrometry serves as a versatile analytical technique for the qualitative and
quantitative detection of various substances. The essential requirement for this process
is the ability to ionize the substances [244, 245, [246]. Once ionized, different substances

can be separated based on their unique mass-to-charge ratio (m/z) [247].

Complex mixtures of substances may require the preliminary separation of individual
components before mass spectrometry analysis can be performed [248]. This separation
can be achieved through suitable chemical purification methods or chromatographic
techniques, such as coupling the mass spectrometer with a chromatograph [247]. This
setup includes a stationary phase that facilitates the separation of substances based on
various parameters, such as size, charge, and polarity, resulting in different retention
times for different substances [247]. Depending on the mobile phase used in the chro-
matography process followed by mass spectrometry, the technique is called LC-MS for
liquids or GC-MS for volatile liquids or gases [249| 250].

The substance under investigation, known as the analyte, must first be ionized in the
ion source. For this purpose [246], [248], various ionization methods are employed, which
can be classified into soft and hard ionization techniques [251], 252]. Soft ionization
methods, such as Electrospray Ionization (ESI), generally do not cause the molecules
to fragment and preserve their original structure. While, hard ionization methods, like
Electron Impact Ionization (EI), lead to the fragmentation of molecules [247]. This
fragmentation results in a specific ion fragment pattern for each substance, acting as

a unique "fingerprint” that can be matched with suitable databases (e.g. NIST) [247].

In a mass analyzier, the generated ions in an ion source are separated by an analyzer
based on their mass-to-charge ratio (m/z) [246, 247, [253]. Various techniques are used
for this purpose [246, 247, |253]. Examples include Quadrupole, Time-of-Flight, and

magnetic or electrostatic sector field, as well as ion trap analyzers [246, 247, 253, [254].
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These can be used individually or in combination (as in tandem mass spectrometers)
to achieve the desired analysis [246, 247, |253], 254].

Following ions generation, ions accelerate to reach a specific speed dependent on their

mass-to-charge ratio (m/z) through an acceleration voltage U 247 253].

In Equation , v (%) represents the velocity of an ion, which depends on its mass-to-
charge ratio *. The velocity is calculated by taking the square root of the product of
two times the elementary charge e, the acceleration voltage U, and the inverse of the
mass of the ion m, taking into account its charge z. v signifies the speed at which the ion
travels as a result of being propelled by the applied voltage U in a mass spectrometer
[247, 253].

(2) =B = e (2) g

The accelrated ions then pass through the ion analyzer and interact with magnetic
or electric fields depending on their (m/z) ratio [246]. These interacting fields may
include an electric quadrupole (quadrupole analyzer) or magnetic and electric fields (in
magnetic and electrostatic sector field analyzers). This interaction separates ions with
different (m/z) ratios on distinct paths [246, 248 [255].

Another method for separating ions is ion trap analyzers, such as the Fourier Transform
Ion Cyclotron Resonance (FT-ICR) analyzer. Ions are initially stored by interaction
with an electric quadrupole or a static magnetic or electric field [256| 248, 255, 257,
258]. Changes to these interacting fields or the addition of other fields allow the ions
to escape from the trap. Depending on the (m/z) ratios, only ions with a specific
(m/z) ratio are released, enabling separation. This process will be explained using an
FT-ICR analyzer as an example [257, 258, [259, 260}, 261}, 262, [263].

In an FT-ICR analyzer, ions are stored by being forced into circular paths with small
cyclotron radii within a magnetic field, where the cyclotron frequency fcy. is their
orbital frequency, as shown in Equation[2] where fz,; denotes the cyclotron frequency, m
is the ion mass, z is the charge state of the ion, e is the elementary charge, and B is the
magnetic field strength [257). By briefly applying a broadband electric alternating field
(chirp), resonance phenomena occur among the stored ions, since this excitation signal
encompasses the cyclotron frequencies of the ions. This causes the excited ions to move

synchronously in a circle with a larger cyclotron radius. When the excitation signal is
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turned off, the ions continue to move in phase on this path, with their orbital frequency
determined by their cyclotron frequency. Since the cyclotron frequency depends on
m/z, this leads to the separation of ions with different m/z ratios [257, [258) 259, 260,
261}, 263].

m zeB eB /m

i (Z) = 5o = 52 (2) )

After separation in the analyzer, the ions need to be detected, which is accomplished

with a detector [246| 264]. Various types of detectors are used, such as Faraday cups
or secondary electron multipliers (SEMs), which are used in photomultipliers and mi-
crochannel plates (MCPs) [247, 253]. When ions hit these detectors, secondary elec-
trons are emitted [256] [265] 266]. These can directly generate more secondary electrons,
amplifying the original signal (in MCP detectors), or hit a scintillator to produce pho-
tons, which trigger an enhanced signal in a photomultiplier (Daly detector) [267, 255,
265, 266].

In mass spectrometers that feature an FT-ICR analyzer, electrodes serve as detectors
[257, 261]. As the ions are excited to a larger cyclotron radius, they approach the
radially arranged detector plates, generating a signal with each orbit. Due to the
varying cyclotron frequencies of the ions, a cumulative measurement signal emerges,
which can be viewed as the superposition of individual ion movements. Through the
Fourier transformation, the different m/z ratios of the ions can be derived from this
cumulative signal [257] 258, 259, [260} 261}, 263].

Mass Defect According to nuclear particle experiments, the total mass of a nu-
cleus My is less than the sum of the masses of its constituent nucleons (protons and

neutrons). The mass difference, or mass defect, is given by

Am = Zmy + (A — Z)my, — Mpye (3)

where Zm,, is the total mass of the protons, (A—Z)m,, is the total mass of the neutrons,
and My is the mass of the nucleus. According to Einstein’s special theory of relativity,
mass is a measure of the total energy of a system E = mc?. Thus, the total energy of a

nucleus is less than the sum of the energies of its constituent nucleons. The formation
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of a nucleus from a system of isolated protons and neutrons is therefore an exothermic
reaction—meaning that it releases energy. The energy emitted, or radiated, in this
process is (Am)c?.

The binding energy is equal to the amount of energy released in forming the nucleus

and is therefore given by Eq. [4] for the binding energy.

E, = (Am)c? (4)
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Figure 12: Binding energy of nuclei as a function of mass number. Reproduced
by Permission from: John Wiley & Sons 1992 [268].

Kendrick Mass Defect The Kendrick mass scale condenses the data in such a way
that homologs can be distinguished by their consistent Kendrick mass defect (KMD)
[247].  As modern mass spectrometry instruments contineusly advance in resolution
and mass precision, the Kendrick mass scale helps us to analyse complex mixtures.
The scale is based on the precise mass of CHy group that has a 14.015650 u mass scale
of the IUPAC. The Kendrick mass scale convert the IUPAC mass scale 14.015650 u
myupac, to the Kendrick mass scale 14.000000 u mkendrick; Peing determined by the

- 14.000000 __ .
ratio {7 oises0 = 0.9988834:

MKendrick = 0.9988834 X myypac (5)

The Kendrick mass defect is thus represented by:

Mdefect Kendrick — MMnominal Kendrick — " Kendrick (6)
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In this context, Muyominal Kendrick 1S the nominal Kendrick mass, which is the integer

value closest to the calculated Kendrick mass.
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Figure 13: Simulated KMD vs. Nominal Kendrick mass for some compound

classes of CH,.

6.4.3 High-performance Liquid Chromatography (HPLC)

High-Performance Liquid Chromatography (HPLC) represents a critical advance in
the field of analytical chemistry, enabling the precise separation, identification, and
quantification of the components within complex mixtures. This technique has be-
come indispensable in a wide range of scientific disciplines, including pharmaceuticals,

environmental science, and biochemical research [269, 270].

HPLC operates on the principle of liquid chromatography, where the mixture to be
analyzed is passed along with a liquid solvent (mobile phase) through a column packed
with a solid adsorbent material (stationary phase). The components of the mixture
interact differently with the stationary phase, leading to their separation as they move
at different speeds. The efficiency of HPLC, attributed to the high pressures used to
push the mobile phase through the column, allows the separation of components that

would otherwise co-elute under normal gravitational forces [271].

The combination of HPLC with various detectors, such as UV/VIS spectroscopy, re-
fractive index detectors, photodiode array (PDA), and mass spectrometry (MS), has
further expanded its analytical capabilities. For instance, HPLC-MS has become a
powerful tool in proteomics and metabolomics, offering sensitive and selective analysis

of complex samples [272].
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At its core, HPLC leverages the differential affinities of compounds in a mixture to
create a stationary phase and a mobile phase. The stationary phase, typically a column
containing silica-based particles, provides resistance against the flow of the mobile
phase, which can be a variety of solvents. When a mixture is introduced into the
column, its constituents interact with the stationary phase to differing degrees on the
basis of their polarity, size, and other chemical properties. As the mobile phase passes
through the column under high pressure, compounds are retained for different durations

before being eluted and detected, effectively separating them.

v v

m m > »y [—] — -|
Pump Auto-Sampler Column & Oven detector

Figure 14: Schematic illustration of a High-Performance Liquid Chromatog-
raphy (HPLC) system. The essential components include a solvent reservoir, pump,
injector, analytical column, detector, and data processing system. The solvent from
the reservoir is pumped through the column where the separation of the sample occurs.

The detector measures the analytes and the results are processed for analysis.

The power of HPLC lies in its versatility. By modifying the composition of the station-
ary and mobile phases, as well as other operational parameters such as temperature
and flow rate, the HPLC can be adapted to analyze a vast range of compounds. For
instance, reverse-phase HPLC that was employed in this work used a nonpolar station-
ary phase and a polar mobile phase. This method is commonly used for the separation

of small molecules.

Detection in HPLC systems is often performed using UV-VIS absorbance, which is suit-
able for compounds that absorb light within the ultraviolet or visible spectrum. Other
detectors, like fluorescence and diode array detectors, are used for specific applications
requiring heightened sensitivity or simultaneous detection of multiple wavelengths, re-

spectively |273].
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The coupling of HPLC with MS has expanded the technique’s applicability even further,
allowing for the characterization of molecular structures through mass analysis. This
tandem approach, known as LC-MS, can provide both the high resolution necessary to
separate complex mixtures and the ability to identify and quantify substances by their

mass-to-charge ratios [274].

6.4.4 UV-Visible Absorption spectroscopy

UV-Vis spectroscopy operates on the principle that when continuous radiation passes
through a transparent medium, selective absorption of radiation occurs, leading to the
formation of an absorption spectrum characterized by distinct gaps. This phenomenon
is a result of energy uptake by atoms or molecules, facilitating a transition from a
lower-energy ground state to a higher-energy excited state As shown in Figure [I5 a

process depicted by quantized excitation models.

Energy

E(excited)

AFE

E(ground)

AE = E(excited) — E(ground) = hv

Figure 15: Energy level transition from ground state to excited state.

The specificity of UV-Vis spectroscopy lies in its ability to probe transitions between
electronic energy levels, within the ultraviolet and visible regions of the electromag-
netic spectrum. This absorption of energy prompts an electron to ascend from an
occupied molecular orbital, typically the highest occupied molecular orbital (HOMO),
to an unoccupied orbital with greater potential energy, known as the lowest unoccu-
pied molecular orbital (LUMO). The energy disparity between these electronic states
in molecules typically spans from 125 to 650 kJ/mole, indicating the quantized nature

of electronic transitions [275].

The electron distribution within molecular orbitals—ranging from sigma (o) orbitals
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associated with single bonds, pi (7) orbitals from double bonds, nonbonding (n) or-
bitals, to the highest energy antibonding (o* and 7*) orbitals—illustrates the potential
transitions. However, not all conceivable transitions are manifest. This is the im-
position of selection rules that restrict transitions based on changes in spin quantum
number and other molecular symmetries [275]. (See Figures [16] and [15)).
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Figure 16: Electronic energy levels and transitions.

Despite the theoretical prohibition of some transitions, exceptions are observed, al-
beit with reduced intensity. Such forbidden transitions typically exhibit lower molar

absorptivity compared to allowed transitions.

There are a range of potential electron transitions, each characterized by distinct energy
levels. Some of these transitions are particularly mentioned in Figure [17] (Alkanes are

exception here).

4 oc—*>o* In alkanes
oc—> ¥ In carbonyl compounds
T— ¥ In alkenes, carbonyl compounds, alkynes,
Increasing energy azo compounds, a|nd so on
n— o* In oxygen, nitrogen, sulfur, and
halogen compounds
n—>x* In carbonyl compounds

Figure 17: Electron transitions and their typical compounds [275].
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The Beer-Lambert law quantifies the relationship between light absorption and the
concentration of absorbing species within a sample, as shown in Equation []] Where A
represents absorbance, [y and [ the incident and transmitted light intensities respec-
tively, ¢ the molar concentration, [ the path length of the sample cell, and € the molar
absorptivity. This law is the basis for the use of UV-vis spectroscopy to analyze and

measure solute concentrations by looking at absorbance at specific wavelengths. [275].

A= log (%) ~ cdl (1)

The Beer-Lambert law allows UV-vis spectroscopy to serve as a robust analytical tool
in the characterization of organic samples, offering insights into molecular structures,
electronic configurations, and the concentration of components within a mixture. Its

application extends across various domains.

6.4.5 Fluorescent Analysis

Light emission from an atom or molecule not in thermal equilibrium with its surround-
ings, like black body radiation, referred as luminescence. Luminescence occurs when
the atom or molecule relaxes from a higher energy state (A*) to a lower one (A). This
can be categorized on the basis of how the initial excited state (A*) is achieved; for
example, chemiluminescence results from chemical reactions, while photoluminescence
occurs through photon absorption. Photoluminescence is divided further into fluores-
cence and phosphorescence, differing in how the excited molecule’s electron spin state

changes as it returns to its ground state [276| [277].

Historically, before the discovery of quantum mechanics, this distinction was made
by observing that fluorescent materials stop emitting light immediately after the light
source is removed, while phosphorescent materials continue to glow in the dark even
after the excitation source is gone. A typical fluorescence lifetime is in the range of 1-10

ns, while phosphorescence lifetime usually lies in the range of ms—s and even longer.

Fluorophores are essential in fluorescence spectroscopy. They are the parts of molecules
responsible for making them glow. Typically, fluorophores are molecules containing 7
electrons or aromatic rings, such as tyrosine, tryptophan, and fluorescein [278] so that
UV /vis radiation can be absorbed.
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Radiative relaxation leads to emission at a specific wavelength A,,, which is typically

red-shifted (lower energy) from the \., due to some energy loss in the excited state.

6.4.6 UV-Visible Emission Spectroscopy

Exploring the physics of emission spectra in atmospheric pressure plasma experiments,
particularly with gases such as CHy4, NH3, and HyO, involves quantum mechanics and
electrodynamics principles. The emission of light in plasma is governed by the quan-
tum transitions of electrons between different energy levels, with the energy difference
directly relating to the emitted light’s wavelength () or frequency (v), as described
by Planck’s equation |279]:

hc
E=hy=— 8
y=" 0
Here, E denotes the photon energy emitted during the transition, h is Planck’s constant
(6.626 x 10731 Js), ¢ represents the speed of light in a vacuum (3.00 x 10® m/s), and A

and v are the wavelength and frequency of the emitted photon, respectively.

The process of electron impact excitation, crucial in atmospheric plasma interactions
with gases, leads to emission. The excitation’s cross-section, o, is influenced by the

electron’s energy (F.) and the threshold energy (Ej;,) required for excitation [279):

1 E.
E —1
oocl ) x - () )

Upon excitation, the electron’s return to a lower-energy state results in photon emis-
sion, the energy of which aligns with the difference between the initial and final-state

energies (£; and EY).

The electron temperature (7}) in plasma physics impacts the distribution of electron

energies. This distribution is often represented by the Boltzmann distribution:

f(E.) x E;/Z exp <_kf’} > (10)

o8



where f(FE,) signifies the probability density function for electrons of energy E. (in
joules, J), E. is the electron energy (in joules, J), kp is the Boltzmann constant (1.381 x
1072 J/K), and T, is the electron temperature (in kelvins, K).

These processes and their quantitative frameworks are crucial for understanding the
chemistry facilitated by plasma environments, such as those in Miller-Urey type exper-

iments.

6.4.7 Infrared Spectroscopy (IR)

Infrared spectroscopy determines how covalent bonds in molecules absorb specific fre-
quencies of IR radiation, which falls between visible light and microwaves, in the 2.5
to 25 micrometers range. This section of the spectrum is replete with molecular vibra-

tional activities that provide insights into the chemical structure of molecules.

The wavelength (A) and frequency (v) of electromagnetic radiation are interlinked by
equation v = ¢/\, with ¢ denoting the speed of light. Planck’s equation, F = hv,
ties energy (E) to frequency, where h is Planck’s constant[279]. This relationship un-
derscores the different impacts of radiation across the spectrum, from the high-energy
potential of X-rays to disrupt molecular bonds to the gentler nudges by radio frequen-

cies causing nuclear or electronic spin transitions, useful in NMR or ESR techniques.

The strength of a bond and the mass of bonded atoms define the frequency at which
molecules absorb IR radiation. Represented as two masses on a spring, the molecule’s
vibrational energy fluctuates between kinetic and potential forms and is proportional

to the vibration frequency:

Eose X hgge (11)

The natural frequency of a harmonic oscillator is determined by:

PR it (12)
2me\l

Hooke’s Law provides the basis for this expression, where p is the reduced mass of the

system:
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= — 13
h = (13)
The force constant K varies between bonds, influencing the vibration frequency.

Stronger bonds and lighter atoms result in higher vibrational frequencies.

Triple bonds vibrate at higher frequencies than single or double bonds due to greater
bond strength. Conversely, as bonded atomic mass increases, vibrational frequency

decreases:

CH>CC>CO>CCl>CBr>C1 (14)

The vibrational IR spectrum is usually expressed in wavenumbers (7, cm™!), with a

1

range that typically spans from 4000 to 400 cm™", encompassing the frequencies for

most molecular bonds.

Selective absorption in IR spectroscopy leads to quantized energy state transitions.
Each type of chemical bond resonates within distinct portions of the IR spectrum,
enabling structural analysis of molecules. For instance, C-H bonds absorb around
3000 £ 150 cm ™!, and C=0 bonds near 1715 4 100 cm~!.preferring bonds with time-
varying dipole moments. Symmetric bonds like in Hy and Cl; are IR inactive due to

their constant dipole moments.

6.4.8 (SEM/EDX)

Scanning electron microscopy (SEM) is a cornerstone analytical technique, offering
insights into the microstructural characteristics of materials. Originating from the
pioneering work of Zworykin et al. in 1942 [280], SEM technology has evolved signifi-
cantly, driven by advances in electron optics, source technology, and signal processing

capabilities.

The operational principle of SEM centers around the interaction between a focused
beam of high-energy electrons and the target specimen. This interaction yields a
plethora of signals, each encoding different aspects of the specimen’s surface and com-
positional properties. Among these signals, secondary electrons (SE) and backscattered

electrons (BSE) are predominant, providing detailed topographical and compositional
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information, respectively. The intensity of the BSE signal, for instance, is closely tied
to the atomic number (Z) of the specimen, a relationship that can be quantitatively

described by the equation:

IBSE X Z% (15)

where Igsg denotes the intensity of the backscattered electron signal, and m is a

material-dependent parameter.

Modern SEMs are characterized by their exceptional lateral resolution, reaching down
to the nanometer scale, and a depth of field that provides a three-dimensional per-
spective of the specimen surface. These capabilities are attained by sophisticated lens
systems and the utilization of high-brightness electron sources, such as field emission
guns (FEG), which enhance both the resolution and signal-to-noise ratio of the acquired

images.

The adaptability of SEM is further exemplified by its extensive range of applications,
from biological imaging to the investigation of semiconductor devices. The technique’s
versatility is augmented by various detectors and accessories, enabling specialized anal-
yses such as energy-dispersive X-ray spectroscopy (EDX) for elemental composition

analysis [281].

6.5 Combining Techniques for Multi-modal Analysis

One innovative approach for exploring the chemical complexity of prebiotic soups is
through multi-modal analysis, which involves merging the capabilities of different an-
alytical instruments. This strategy enhances the chemical information obtained from
a single sample, although it demands great attention to the compatibility of sample

preparation and analysis protocols across different techniques.
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7 Materials and methods

7.1 Miller-Urey Experiment Setup

Experiments were performed in a 5L flask as a reactor equipped with an overpressure
valve responding to a pressure of 1.3 bar (NORMAG-Germany) as shown in Figure
and Figure First, 300 mL HPLC-grade water (Fisher Chemical) was added to the
reactor. The 5HL flask was evacuated 3 times using a vacuum pump and subsequently
filled with methane (N25 Air Liquide-Germany) to effectively remove any residual air
from the flask and degas the water. Subsequently, the desired amount of ammonium
hydroxide 35% w/w solution (see Table[2))(Fisher Chemical) was injected into the flask
through a silicon septum (DWK Life Sciences-Germany) using a glass syringe (Fortuna
Optima Luer Lock-Germany) with a needle. Then the 5-L flask was partly immersed
in a bath of heated silicon oil, equipped with a magnetic stirrer. The reactor was
allowed to equilibrate overnight prior to sparking. The electric discharge occurred
in the gaseous phase between two semi-sharp electrodes. We employed a tungsten
electrode with 6 mm in diameter, 15 mm cone length, and a tip with 0.5 mm radius.
Driven by flyback-based (FB-1), (FB-2) or a capacitor-based (C-1) high-voltage spark
generators were used (see Figure [24] and Table .

All experiments were carried out for 5 days. We conducted four sets of experiments,
focusing on temperature (samples 1, 2, and 3), pressure (samples 2 and 6), ammonia
concentration (samples 4, 2, and 5) and the spark generator (samples 2, 7, and 8)(see
Table . The electric discharge occurred in the gaseous phase between two semi-sharp
electrodes. We utilized tungsten electrodes in our experiment. They were 30 cm in
length, 6 mm in diameter, exhibited a length of their cone of 15 mm and a tip with 0.5
mm radius. At the opposite end of the electrodes, there was a 20 mm deep pit with a
2.5 mm internal diameter for the connection of high-voltage and earth cables through
a ferrule embedded within the hole. The analysis using Energy Dispersive X-ray Spec-
troscopy (EDX) revealed the composition of tungsten to be highly pure, with only trace
amounts of impurities, notably Iron, Cobalt, Nickel, and Copper. Two flyback-based
(FB-1 and FB-2) and a capacitor-based (C-1) high-voltage spark generators were used
as shown in Figure 24 and Table [4
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Table 2: Experimental conditions.

Experiment #! Temperature? NH3? Initial Pressure? Spark Generator Product Weight®

Sample 1 +80 5.83 1.0 FB-1 3.0
Sample 2 +100 5.83 1.0 FB-1 15.6
Sample 3 +120 5.83 1.0 FB-1 10.0
Sample 4 4100 0.11 1.0 FB-1 1.6
Sample 5 +100 11.66 1.0 FB-1 5.2
Sample 6 +100 5.83 0.7 FB-1 4.0
Sample 7 +100 5.83 1.0 FB-2 5.1
Sample 8 +100 5.83 1.0 CA-1 9.3

! Indicates the number of the experiment (for reference).

2 Temperature refers to the silicon oil bath (°C).

3 The ammonia concentration refers to the initial amount of dissolved ammonia in the liquid
phase (gr/L).

4 The initial pressures are measured at room temperature (bar).

® product yield (mg).
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Figure 18: One-pot reactor design. Traditional circulating reactor design simpli-
fied to a one-pot system for enhanced experimental control and thorough parameter
analysis. Reactor setup: 5 L flask equipped with an overpressure valve, calibrated to
respond at 1.3 bar.



Due to the inherent complexity involved in analyzing prebiotic mixtures, it has become
almost necessary to adopt a selective approach when characterizing these materials.
Typically, before conducting any analysis, the products generated must be divided into
fractions based on their properties. For example, volatile and non-volatile substances
require distinct instrumentation or the application of derivatization reagents, such as
GC-MS for volatiles and semi-volatiles, or LC-MS for non-volatile components. Fur-
thermore, there is an insoluble fraction, primarily composed of polymerized material,

and fully characterizing it remains a significant analytical challenge.

7.2 Temperature Characterization

We calibrate the temperature and humidity in a chamber without mass circulation
to check how much they differ in different parts of the chamber [282]. We also look
at other factors, such as different spots, stability, and more, to understand how the
chamber works and how it might affect the materials we synthesize in it. These pa-
rameters are very important for our research and help us to figure out how accurate
our measurements are when we study the chemical composition of our experimental

soup. The main goals of calibrating the chamber are:

e To adjust the temperature and humidity readings in the chamber based on stan-

dard reference tools and note any needed corrections.

e To figure out how uncertain the temperature and humidity measurements might
be during experiment, and also how uncertain they might be when we’re using

the chamber under specific experimental conditions.

This guide details how to set up and calibrate a chamber with its own heating and

cooling system, which is crucial to accurately estimating temperature.

The chamber can handle temperatures from -90°C to 350°C. However, it’s important
to wait until the temperature has been stable for at least 60 minutes before taking
measurements, ensuring no significant changes occur. For calibration, we conducted
under the specifications of the environmental testing standard DIN EN 60068-3-5 (DIN
EN 60068-3-5, 2002) [283].
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When testing how well the chamber maintains the temperature (its homogeneity), we

conducted tests under a typically experimentally loaded chamber condition, as shown
in Figure [I9]

The actual temperature in the chamber differs from the oil bath. We can provide
specific temperatures for certain area, if we measured and estimate the impact of

heating source and the temperature gradient as best as we can (see Figure .

The relationship between pressure and temperature in our experimental chamber is
vital for controlling experimental conditions. Monitoring these parameters helps us
understand how changes in temperature affect pressure stability, as shown in Figure
20l This understanding is crucial for fine-tuning our setup to ensure that chemical
reactions proceed under optimal conditions, in accordance with DIN EN 60068-3-5
standards [283].

The output of the K-type thermocouple was connected to a data logger (Testo 176 T4),
which in turn was linked to Testo Comfort Software Basic 5.0 on a computer. The hot
junctions of the thermocouple wire were inserted into the reactor, and the sensors were
placed in the designated measurement areas. Once the temperature stabilized under
the desired conditions, the setup to begin recording was completed. The data logger
recorded the temperature in real time at a data acquisition rate of one temperature
value per second, with a resolution of 0.1°C and a scan rate of once every second.
The recorded value represents the actual temperature measured each second, not an

average value.

In Figure [19] we can see the local temperatures under different conditions. These
figures illustrate the temperatures within the chamber, providing information on how
the system maintains thermal homogeneity. Each subplot in Figure [19| corresponds to
a specific experimental setup, demonstrating the temperature variations for the Miller

soup, gas phase, and the surrounding oil bath.

As shown in Figures [194] and [19d, the liquid phase represents the temperature
of the Miller soup measured at two different points to evaluate the uniformity of the
temperature. The region above the liquid phase represents the temperature at the top
of the Miller soup and in the gas phase, while the gas phase represents the temperature
at the center of the Miller flask. Figures 1-a, b, and ¢ depict the Miller experiments
conducted at 80, 100, and 120 °C, respectively, as adjusted in the oil bath.
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In Figure , the temperatures of the oil bath outside the flask (adjusted to 100 °C),
Miller soup, gas phase at the center of the flask, and ambient temperature are plotted.
The temperature in two conditions was evaluated: initially with a silicone heating band
around the neck of the flask turned off, then turned on to prevent water condensation
around the neck where high-voltage electrodes are introduced to avoid short circuits

and sparking at the electrode tips.

In Figure , the temperatures of the oil bath outside the flask (adjusted to 80 °C),
Miller soup, gas phase at the center of the flask and the ambient temperature are
plotted. The temperature was evaluated in two conditions: first, with the lab chemical
hood turned off and then with the ventilation turned on, introducing an airflow of
roughly 0.5 m/s to the hood.

In Figure , the temperatures of the oil bath outside the flask (adjusted to 100 °C),
Miller soup, gas phase at the center of the flask and the ambient temperature are
plotted. The temperature was evaluated in two conditions: first, with the chemical
hood turned off and then with the ventilation turned on, introducing an airflow of
roughly 0.5 m/s to the hood.

In Figure the temperatures of the oil bath outside the flask (adjusted to 100 °C),
Miller soup, gas phase at the center of the flask, and ambient temperature are plotted.
Initially, the peristaltic pump used to circulate the Miller soup for real-time analysis

was turned off, and then the effect of turning on the peristaltic pump is plotted.

In Figure [19h] the temperatures of the oil bath outside the flask (adjusted to 100 °C),
Miller soup, gas phase at the center of the flask, and ambient temperature are plotted.
Initially, the sparking used as the driving force of the Miller experiment was turned

off, and then the effect of turning on the spark on the temperature is presented.
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7.3 Pressure Characterization

The evaluation of pressure within an experimental chamber is crucial for understand-
ing the physical and chemical behaviors under controlled conditions. Precise pressure
evaluation, is essential for experiments sensitive to pressure changes, such as synthesis
or chemical reactions. Calibration ensures stabilization of the chamber at a target

pressure for at least 30 minutes to ensure that there are no significant fluctuations.

We also assess the pressure of the chamber during the sparking condition by using the
pressure logger in typically loaded conditions as shown in Figure [21} This helps deter-
mine how well the chamber maintains consistent pressure across different areas, which
is vital to the accuracy of experimental outcomes. By understanding and controlling
these pressure variations, we can optimize a specific conditions and cosequently the

experimental results, enhancing the reliability and reproducibility of our research.

The absolute pressure in the reactor of the Miller experiment was measured using a
high-temperature pressure logger (PR 140, manufactured by Madge Tech, Inc., Warner,
NH, USA) positioned at the bottom of the inner side of the liquid phase. The tem-
peratures of both the liquid and the vapor phases were recorded using a temperature

logger at 10-second intervals.

In Figure [20a] the effect of temperature and ammonia on pressure is evaluated. As
shown, there are five cycles. Initially, in the first cycle (from left), pure water is applied
at three different temperatures of 80, 100, and 120 °C is applied, and the pressure is
measured. In the second cycle, the temperature of the water is reduced to 80 °C,
and then 0.5 ml of ammonia is injected into the sealed flask. The same temperature
program of 80, 100, and 120 °C is applied again to compare the pressure with the added
ammonia. In the third to fifth cycles, the same temperature program is applied with
different concentrations of 5.0, 10, and 20 ml of 35% W /W ammonia injected into the
flask. The measured pressure is presented in Table

Figures is plotted using data presented in Table[3] showing the relationship between
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