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Kurzzusammenfassung

Mit zunehmender Miniaturisierung der Computer und ihrertigitung in der physikalischen
Umgebung werden neue Arten der visuellen Ausgabe notwehdigereich des Ubiquitous
Computing (Rechnerallgegenwart) werden flexible und asweagsfahige Displays bendtigt,
um eine Anzeige von visuellen Inhalten unmittelbar in deygikalischen Umgebung zu
ermoglichen. In dieser Dissertation fihren wir das KarizkesDisplay-Kontinuumsind der
Virtuellen Displaysals Instrument der Mensch-Maschine-Interaktion ein. &#sdin Zusam-
menhang prasentieren wir eine mogliche Display-KontmeRealisierung, die auf der Ver-
wendung steuerbarer Projektion basiert, und wir bescobineibehrere verschiedene Interak-
tionsmethoden, mit denen man das Display-Kontinuum undiaiauf platzierten Virtuellen
Displays steuern kann.






Short Abstract

The ongoing miniaturization of computers and their embegldnto the physical environ-
ment require new means of visual output. In the area of UtngaiComputing, flexible and
adaptable display options are needed in order to enableréisentation of visual content in
the physical environment. In this dissertation, we intr&the concepts ddisplay Contin-
uumandVirtual Displaysas new means of human-computer interaction. In this contet
present a realization of a Display Continuum based on dieprojection, and we describe

a number of different interaction methods for manipulatinig Display Continuum and the
Virtual Displays placed on it.
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Zusammenfassung

In dieser Arbeit wird die Konzeption und eine prototypisékealisierung eines Frameworks
fur Dynamische Ubiquitare Virtuelle Displays (DUVDs)rgestellt, die es erlauben, visuelle
Inhalte auf geeignete Flachen einer entsprechend instrtienten Umgebung zu platzieren
und zu manipulieren. Obwohl die theoretischen Konzepteeinér Vielzahl von Technolo-
gien realisiert werden konnen, wird in der vorliegenderbéeir speziell eine projektions-
basierte Realisierung betrachtet.

In unserem theoretischen Framework definieren wir die KptezBisplay Continuum
Virtual Display, Dynamic Peepholend Ubiquitous Cursor Fir die Reprasentation und Vi-
sualisierung eines Display-Kontinuums haben wir ein 3Dd®lberstellt, das nicht nur po-
tentielle Displayflachen enthalt, sondern auch Unreg8ligkeiten, wie Hindernisse, Schat-
ten und Diskontinuitaten. AulRerdem stellen wir ein thésches Modell fur Dynamische
Ubiquitare Virtuelle Displays vor, welches die Basispaeter beschreibt, mit denen DUVDs
definiert werden kdnnen, und wir zeigen auf, wie diese Patantiskret oder kontinuierlich
modifiziert werden kénnen, um bestimmte Effekte zu erzaude diesem Zusammenhang
untersuchen wir ein breites Spektrum von Benutzerscheliga fur DUVDs.

Die Interaktionsmodule, die im Zuge dieser Arbeit impletemh wurden, umfassen 3D-
Interfaces und diverse Methoden zur GestikinteraktionnuBeerinteraktion in der realen
Umgebung wurde auf unterschiedliche Arten umgesetztbasgdrte Interaktion wurde mit
verschiedenen Kamerainstallationen realisiert, undildetgraktion basierend auf Beschle-
unigungssensordaten wurde prototypisch anhand eines karigth erhaltlichen Gerats (Wii
Remote) implementiert. Die vorgestellten Interaktiomsepte umfassen sowohl explizite
als auch implizite Benutzereingabe.

SchlieBlich werden mehrere Beispielapplikationen vdejiks die die Anwen-
dungsmaglichkeiten und Vorteile der DUVD-Konzepte fionkplexe Prasentations- und In-
teraktionsaufgaben aufzeigen. Diese Applikationen vadea sowohl benutzergesteurte als
auch systemgesteuerte Virtuelle Displays in verschiad&irgo- und Supermarkt-Szenarien.
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1 INTRODUCTION

With the increasing number of personal computers and otleetrenic devices, which are
becoming part of our everyday lives, people are getting nam@ more used to human-
computer interaction. Being surrounded by computers, lagifiones, video games, MP3
players, video cameras and numerous other types of digitahblogy, which are constantly
emerging, a new generation of people is growing up, who haee flamiliar with technology
from the very beginning of their lives. To describe this neemeration, the writer and game
designer Marc Prensky has coined the teligital natives([Prensky, 2001]), which refers to
persons who were born during or after the introduction oftdigechnology and who have
an especially good understanding of its concepts throughaating with it from an early age
on.

For these upcoming digital natives, modern technology thing intimidating, like it
might have been for previous generations; quite the contitaey are eager to gain the newest
gadgets, and do not only work with them but also seek out dppities to improve and
enhance them. Due to this change in attitude, currentlyelnioteraction modes, such as
(multi-)touch screens and voice or gesture control, riggojoularity and are becoming more
and more accepted.

The novelties concerning the human-computer interactiso iaclude an ongoing de-
velopment of innovative output devices and concepts. Headnted displays, 3D screens,
holographic and immersive displays are some of the recehhtdogies, which aim at im-
proving the presentation of visual data. In this contexgjgution also plays a prominent
role. Although its history can be traced back to the 15thumgnprojection has proved to be
a very flexible means of displaying visual output, which hasrbconstantly developed.

In the following pages, we will present a short history of tevelopment and usages of
projection throughout the centuries. Then, we will motvtte topic of the present work by
means of a fictional scenario including some of the concautsaols introduced later in this
work; and finally, this chapter will conclude with a specifioa of the research questions
and technical challenges addressed in the present work.



2 CHAPTER 1. INTRODUCTION

1.1 The Magic Lantern and the Early History of Projection

Themagic lantern(also referred to asiterna magicauis a primitive projection device, which
first appeared in the middle of the 17th century and is regbaddhe early predecessor of the
contemporary slide and overhead projectors. It consists afncave mirror behind a light
source, which directs the light rays through a transparéafe gvith an image painted onto
it. Through a magnifying lens or a lens system, an enlargesior of the slide image is
projected onto a screen in front of the apparatus. Figutdlasirates the working principle
of an early magic lantern prototype with a candle as lightre®un front of the reflecting
mirror and an image slide placed upside down between thdeamd the optics resulting
in an upright image. In order to increase the mystery of thacde in this illustration, the
displayed figure seems to be projected on or appear out of mist

)
S 3043 G sz ‘
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Figure 1.1 lllustration of the working principle of a magic lanterniginating from a Ger-
man economic-technological encyclopedia dating back earab800 (source: J. G. Kriinitz,
Oekonomisch-technologische Encyklopgdimlume 65, page 516)

The light sources of the first magic lanterns were candlesl ¢araps, which were quite
inefficient and produced weak projections. A variation af thagic lantern using the sun
as a light source is referred to aslar microscope It uses a mirror for reflecting the sun
rays through an optical lens system to produce magnifiedesiafismall translucent objects
placed in it. With the invention of th&rgand IamE in the 1780s and thk'emelighﬂ in the
1820s, the projection of brighter images was possible.r| tite inventions of the electriarc

2The encyclopedia started by Johann Georg Kriinitz appear@d2 volumes between 1773 and 1858; it
represents one of the most significant scientific sourcesattime.
3The Argand lamp was invented by Aimé Argand in 1780. It pasua light equivalent to about 6 to 10

candles.
“Limelight is a type of stage lighting that was used in thesterd music halls in former days. By directing

an oxyhydrogen flame at a cylinder of quicklime (calcium @jican intense illumination is achieved.
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Iam[ﬁ in the 1850s and then thiecandescent electric Ianﬁ)fyrther improved the projected
image of the magic lantern. A commercial example of a magitela produced at the
beginning of the 20th century is illustrated in Figlrel 1.2.

Figure 1.2 A magic lantern manufactured by Ernst Plank & Company afod800
in Nuremberg, Germany (source: http://babyloner.blogspm/2009/12/de-surnaturelles-
apparitions.html)

It is unclear who the inventor of the first magic lantern was éarly reference to a
kind of very primitive projection instrument is found inber Instrumentorunby Giovanni
de Fontanafrom about 1420. According to [Hankins and Silverman, 1948. 43-48),
the German Jesuit priestthanasius Kircheiand the prominent Dutch physici€tristiaan
Huygensboth published descriptions and illustrations of magitdamdevices in the middle
of the 17th century, and Huygens was most probably the onesstablished the tertaterna
magica Although at that time, the optics of Huygens’ magic lanteere already essentially
identical to those of modern projectors, the early latésnisd not yet have a clear idea of
what to use this device for.

As the namdaterna magicaalready implies, the first magic lanterns were mostly ex-
ploited by self-appointed magicians and showmen, and fhejppose was to project fuzzy
images of devils, skeletons, ghosts and goblins in orderighten and fascinate people.
However, there are also reports of the use of projectiomingnts to change the appearance
of subjects’ clothes, which reminds very much of the moddeaiofAugmented Realitfsee
Sectio Z.11). Later, in the 18th century, the optics and raeids of the magic lantern were
improved, so that the French physidittenne Gaspard Robertsaould develop his famous
and for those days very impressing projection sifvantasmagoriain which he introduced

®Arc lamps produce light by an electric arc (also called aaiolarc), which appears between two electrodes
placed in a glass bulb containing a noble gas.

®The incandescent lamp is a source of electric light invebte@homas Edison, which works by heating a
metal filament wire to a high temperature until it glows.
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such novelties like back-projection onto a translucentéecror even a simple movement of
the projected image by mounting a magic lantern on wheelshisnway, it was possible to
move the lantern toward the screen and thus create the isipnethat the projected object
was heading for the audience, which is a primitive realmabdf zooming.

Figure 1.3 The Laterna Magicgabout 1760), a painting by Paul Sandby. (British Museum,
London, England; source: http://www.lib-art.com/artggl/3986-the-laterna-magica-paul-
sandby.html)

Magic and entertainment were, however, not the only puposagic lanterns have been
used for. At the end of the 18th century, magic lanterns atat sticroscopes slowly started
finding their way into education and science, where they wseal to demonstrate physical
phenomena, astronomical diagrams and other education&nts. For this purpose, not
only pictures on glass slides were projected but also aptuadical objects and phenomena,
like e.g. the blood circulation of a frog. A painting showingw a magic lantern presentation
was performed in the middle of the 18th century can be seeigimé{1.3.

The history of the magic lantern shows that our ancestore &0 fascinated by the
idea of enhancing and modifying their world by projection.itttechnical progress, the
magic lantern principle resulted in the development of tietemporary overhead projector
and slide projector, and with some further technology inntteerie projector and the cathode
ray tube of television screens and computer monitors. Nay&drojectors are, on the one
hand, more and more miniaturized and integrated into hdddlevices, like mobile phones,
watches and cameras. On the other hand, the light intensityhee image resolution of stan-
dard video projectors is constantly increasing. In additio the traditional DLP and LCD
projector technologies, new approaches, such as LED aed fasjectors, are emerging.
Projections in public spaces are becoming more and more comeng. in form of adver-
tisements on floors and buildings, art installations, likehie BerlinFestival of Lights(see
Figure[1.4 [left]) and spherical projected displays, like bne developed in tHgcience on a
Sphereprojeclﬂ (see Figuré 114 [right]).

’Science On a Sphere is a large projection system used tagiapimated data onto the outside of a sphere.
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Figure 1.4 llluminated Berlin Cathedral as part of the Festival of iy in 2009
[left]; Science on a Sphere: projection of planetary data aorspherical display
(sources: http://de.wikipedia.org/wiki/Festival Lights, author: Michael F. Mehnert;
http://sos.noaa.gov/)

Almost any kind of surface and material is to some extenablétfor projection — even
clouds are often used as projection screens for advertmingoses, and there are also sys-
tems using water and fog curtains for projection-basedriitenent installations, such as
the Flowscreéhor the FogScreEﬂ With a special transparent multilayer projection screen
(TransScre@), it is even possible to display 3D holographic animatedgesafloating in
space. Finally, also the retina of the human eye can be usadpagjection surface, e.g.
with the monocle-like EyeT@ device applying an extremely miniaturized projector te dis
play a computer-generated image superimposing the ofigiaaery the wearer is seeing by
projecting it directly onto his retina.

All the above examples show that, although in modern sqdie¢yprinciple of projection
is an everyday occurrence and not a mystery anymore, likastat’the time of its invention,
the fascination of théaterna magicaremains, and “modern magicians” still continue to
experiment with new approaches of exploiting projectioremtertain, educate and support
people in their daily lives.

1.2 Application Scenario and Motivation

The following future scenario is intended to illustrate hpwjection technologies and in-
teraction concepts, some of which are actually availabdayocan be used to support our
everyday lives in the near future. It describes an ordinaggkday of the working mother
Mrs. Smith.

Mrs. Smith wakes up in the morning to the sound of her alarrokcl&he opens her eyes
and sees the current time projected on the ceiling stralghteaher. It's 6:30 in the morning
— time to get up and prepare for work. While entering the latchshe notices a projected

8http://www.technifex.com/pages/products/produtasvscreen. html
®http:/www.fogscreen.com

Lhttp://mwww.laser-magic.com

Uhttp://eyetap.org/
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note appearing beside the fridge. It's from her husbanchgdhéer to fetch a bottle of wine
on her way home from work for tonight’s dinner. Mrs. Smith realerself a cup of coffee
and takes a seat at the kitchen table for a short breakfasile e is eating, she reads the
latest news projected right in front of her on the table. Sirelarowse through the different
news articles using simple hand gestures. Shortly befergrig the table, Mrs. Smith lets
the projection system display her schedule for the day aes &t she has a meeting with
her boss at 2 p.m. in his office.

When Mrs. Smith enters her office, the ubiquitous systemgmizes her presence and
sets up her projected desktop at the usual place in frontofiésk. For interaction with
the projected interfaces, Mrs. Smith uses a virtual keydbpaojected on the table and hand
gestures instead of a mouse. After a while, she leaves hee affihave a cup of coffee and
discuss a current problem with a colleague in the employleesge. While they are sitting
there, the tracking system recognizes Mrs. Smith’s culagtion, and when she receives
important emails (according to the preferences in her usditg), she is notified by projected
messages appearing on the table in front of her. In this wayg, 8mith can keep track of
her email account.

At 1:45 on this afternoon, while she is busy finishing a repbhts. Smith receives a
projected reminder of the upcoming meeting with her boss, Mayer. She interrupts her
current work and heads for Mr. Mayer’s office. Arriving thesbe finds the door closed, but
a projected note appearing at her presence informs her thaMdyer will be back in 10
minutes. Although, Mr. Mayer left the note for Mrs. Smith fah hour ago, the projected
message has automatically adapted to the current time. der ¢o take advantage of the
delay, Mrs. Smith makes her desktop appear projected orathe in front of Mr. Mayer’s
office and she continues her work while she is waiting. Aftevhdle, Mrs. Smith and her
boss are sitting in Mr. Mayer's office, and Mrs. Smith reqadbe display of her desktop,
which is then projected in front of her, so that she can showNhyer the current state of
her work.

After the meeting, Mrs. Smith wants to make copies of someich@nts using the lab’s
new copier. When she approaches the device, the assistgstensrecognizes that Mrs.
Smith is not yet familiar with this copier and so she is proety offered usage instructions
on a projected display above the device. Furthermore, g@ali also shows Mrs. Smith’s
current expenses for copies for this month.

In the meantime, Mrs. Smith’s daughter Mary is on a schooliesion to a museum
of natural history. On the way there, Mary observes theirdugr using a head-up display
projected onto the windscreen providing driving instrot and other important hints. While
they are driving through a tunnel, Mary is captivated by thagery projected on the walls,
turning the inside of the tunnel into an art installation. &iHMary’s school class arrives at
the museum, they are welcomed by a projected character \ghides them from exhibit to
exhibit. The character moves along the walls and tells tlidreim interesting facts about the
animals and plants that they see on the way. If there aref&ppeits of the exhibits that
should be given special attention, the character morpbsamtright ball and moves onto the
respective area thus highlighting it. As Mary is highly fasted by the giraffes, she remains
longer in front of their exhibit while the other kids walk oolfbwing the character. Thanks to
the tracking system, however, the projected charactegrépes that Mary was left behind,
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and a clone of him is sent to fetch her and guide her back toroeipg

After work, Mrs. Smith goes to the nearby supermarket to lames things for dinner
and especially the wine which Mr. Smith has asked for. As slie & hurry, at the entrance,
she registers for the newly installed ubiquitous guidingtem, which she has already used
a few times before. As her customer profile is already stometthé supermarket’s system,
Mrs. Smith just has to use her fingerprint for registratione Bystem now already knows
the products which Mrs. Smith has put on her electronic simgpist and guides her on the
shortest path through the market projecting arrows on ttee flofront of her which show
her the way to the desired products. As soon as Mrs. Smitloappes a shelf with a product
she is searching for, this product is highlighted by a ptej@spot, so that Mrs. Smith finds
it immediately. As the assistance system recognizes that Bimith is in a hurry, she is not
presented projected hints about new products that she fvéghterested in according to her
customer profile. Finally, Mrs. Smith arrives at the wine aléyment where a digital assistant
helps her choose the appropriate wine for dinner by disptayriformation about the wines
she is taking out projected onto a free area on the shelf.

Back at home, Mrs. Smith starts cooking while Mary talks dlbwr day at the museum.
Later, Mary would like to learn more about the giraffes, se shlects a children’s program
about these animals on television. However, she does ndttevaratch it alone in the living
room while her mother is cooking in the kitchen, so she molveptojected television screen
from the living room to the kitchen and places it above thendirtable.

At about 9 p.m., while Mr. and Mrs. Smith are still sitting tvitheir dinner guests in the
living room, Mary is already lying in her bed, eagerly listam to her bedtime story teller
projected on the wall beside her bed. She knows that she caa ma@ny position in her
bed and the projected buddy will always follow her view, amditkeep telling her stories
until she has fallen asleep.

This is an imaginary scenario which might become reality lBans of the projected
Dynamic Ubiquitous Virtual Displays concept presentechis tvork. The theoretical back-
ground and some approaches for their implementation in &f@mplary prototypes will be
described in the following chapters. The main motivatiohibé this approach is to offer
users the possibility to have ubiquitous access to visdatrimation in a natural and intuitive
way. One way to achieve this goal is the exploitation of stbker projection, which allows
the display of visual content on any suitable surface initie df sight of the steerable pro-
jection device. A critical view of the advantages and disadages of steerable projection is
given in Sectiofl 2]5. The next two sections define the foresgarch questions and technical
challenges which this work aims to answer and solve.

1.3 Research Questions

This section presents an overview of the main researchiqunestoncerning the development
of (projection-based) ubiquitous display systems, whiehdiscussed in this thesis.

e Which functionalities have to be supported by a ubiquitospldy system?
Ubiquitous displays are more embedded into the physicat@mwent than traditional
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screens and, depending on their technical realizatiory, ¢he be more flexible in
terms of positioning, dimensions, form and content. In thesent work, we investi-
gate how a ubiquitous display system can be established appropriately equipped
environment and which functionalities such a system shofft in order to support
a user working in and with it. Particular attention has to beaded to the possibil-
ity of dynamically modifying the positions of ubiquitoussgiays in the environment.
Furthermore, functionalities like spontaneous creatif@hetion and storage, which are
also uncommon for conventional screens, have to be takemaaount when working
with ubiquitous displays.

Which methods and interfaces are suitable for interactiith wbiquitous displays?

As mentioned above, ubiquitous display systems are sugpos#fer novel function-
alities, which have to be supported by appropriate userfattes. Therefore, an inves-
tigation as to which common interaction techniques can lapted for use with ubig-
uitous displays must be made. Moreover, new interactioraphetrs and approaches
have to be developed in order to enable interaction in thesipalyspace, in which
ubiquitous displays are embedded, and to cope with the apetaracteristics and
limitations of the respective technical realization.

Which theoretical models can be used to describe ubiqudmay systems?

In order to be able to develop applications involving ubigus displays as an out-
put modality, we need a method of describing the propertigscapabilities of these
displays in a theoretical model. As ubiquitous displaysesent a new concept of
output interfaces with characteristics that are not comfoptraditional screens, con-
ventional models are insufficient to describe them. Theegfoew models have to be
developed, which take into account the special charatitarief ubiquitous displays
and the functionalities which a ubiquitous display systemupposed to offer.

How can projection-based ubiquitous displays be combinida pinysical screens?

In the context of interaction, particular attention can bgga to the junction between
projection-based ubiquitous display visualization andvemtional monitors. It is im-

portant to investigate if and how these two different digghgpes can be combined.
The difficulty lies in the fact that, though from the percegitpoint of view both display

types are very similar, there is an immense difference aoimag their technical and

conceptual realizations. Thus, it is a particular chaketwfind a way of seamlessly
combining projected and conventional displays, which appatural and intuitive to

the user.

Which contextual knowledge is needed when working with utbiys displays?

In any human-computer interaction, context plays an ingmtrtole. When a user
performs a primitive action, like e.g. a mouse click, it isigal to know in which
situation and under which conditions this interaction sagéace in order to find the
right interpretation of the user’s intention. The use ofteahknowledge enables the
triggering of a high number of actions with a relatively shsat of input parameters,
which allows for a more intuitive and simple interaction.
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In a traditional desktop scenario, the main context knogéedhich is considered is
the current position of the mouse pointer and the locatidragpplication windows on
the desktop. When ubiquitous displays are considered, kmmtvledge about the user
as well as knowledge about the environment in which the &ctéosn is performed has
to be taken into account.

e Which projection-based display systems are offered byrogsearch projects and how
can they be classified?

When developing new approaches, it is crucial to have arvmerof previous and

ongoing research in the corresponding field in order to be &blimprove already

existing methods or rather develop new innovative solstidfor this purpose, a sys-
tematic analysis and classification of related projecteiseficial.

1.4 Technical Challenges

Aside from the conceptual research questions concernsddhelopment of ubiquitous dis-
play systems, there are also technical challenges whiah tioalve considered regarding the
realization of such systems. As already mentioned, in tesgmt work, we concentrate on
the technical realization of a projection-based ubiqgustdisplay system, which involves a
steerable projector unit and a variety of interaction desic

e How can a steerable projector system be installed in the@mwient?

In order to be able to augment an environment with projedtiased ubiquitous dis-
plays, a steerable projector has to be installed in the @mvient and calibrated to it,
which encompasses the adjustment of both extrinsic anidsidrparameters. Beside
the appropriate hardware, the steerable projection systest encompass a corre-
sponding software framework enabling a straightforwardimaation of the system.

e Which input devices can be applied in order to implement #he concepts for inter-
action with projection-based ubiquitous displays?

Apart from the classical mouse and keyboard devices, irtivavput methods like
acceleration-based or vision-based interaction deviaashe adapted for the manip-
ulation of projection-based ubiquitous displays. Thishtécal challenge is closely
related to the research question of the conceptual methadi;hterfaces appropriate
for interaction with ubiquitous displays addressed in theyjpus section.

¢ Which components/macros are needed in order to build projebased ubiquitous
display scenarios?

In order to enable the development of application scendreslving the use of
projection-based ubiquitous displays, suitable devekmnand simulation tools have
to be provided. These tools should offer the ability to matafe relevant parameters
of the implemented ubiquitous displays and to adapt theingodspective application
setup.
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1.5 Organization of the Thesis

After the introduction and motivation of the present woHe temainder of this thesis is struc-
tured as follows. In the first part of this work, the conceparal technical background, which
is crucial for the understanding of the presented conceptsapproaches, will be discussed.
After that, Partlll will give an overview of projection-babéisplay systems spanning a broad
range of different technologies encompassing immersiggption setups, large-scale static
multi-projector displays and several steerable projecigstems. After this survey, in Part
[T] we will present the concepts behind the introduced DyitaJbiquitous Virtual Displays,
and we will take a closer look at the realization of the prambsoncepts based on a number
of implementations. Finally, we will conclude with a summarf the developed concepts
and achieved results, and we will give an outlook on posdiliiere development based on
the present work.
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Background and Basic Concepts
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? CONCEPTUAL BACKGROUND

This chapter addresses the background knowledge whiclededefor the understanding of
the concepts and implementation of the system presentédsimork. First of all, the topic
of the present work will be embedded into the various re$efietds it is related to. After
that, some further basic concepts which are relevant tahie of this work will be outlined.

2.1 Embedding into the Research Context

With the miniaturization of computing devices and theiraasing distribution in more and
more areas of our working and everyday lives in the last dessadew research areas in
computer science have emerged which aim at investigatifeyeit aspects of this ongoing
evolution. This process requires the development of newetsogind metaphors for these
newly emerging computing environments and the user inierai and with them.

In the following, some of these research areas are illurathand related to each other,
and we outline how the subject of this thesis fits into thesequéar research fields.

The termVirtual Reality (VR) refers to computer-generated environments which can
simulate parts of the real world as well as represent comlyldictitious worlds which are
supposed to appear as realistic as possible to the uses bodik “Virtual Reality” from 1991
(IRheingold, 19911]), Howard Rheingold, one of the pionaerthis research area, describes
VR is an experience in which the user is “surrounded by a tdieeensional computer-
generated representation, and is able to move around initfo@lworld and see it from
different angles, to reach into it, grab it, and reshapeTitie inventors of the CAVE Auto-
mated Virtual Environment (see Section 4]1.1), Cruz-Netral., propose a more technical
definition which is also more confined to the visual domaineyrHescribe a VR system as
one “which provides real-time viewer-centered head-iraglerspective with a large angle
of view, interactive control, and binocular display” ([@riNeira et al., 1993]). In either case,
the user is supposed to immerse himself — virtually or eversiphlly — into a simulated, syn-
thetic environment while being completely isolated frora teal world. In order to achieve
such immersive impressions, VR environments can be disglaging special devices, like
closed head-mounted displays (HMDs, without see-throwagialility) or complex physical
setups encompassing several monitors or projection scienounding the user, as in the
previously mentioned CAVE.

13
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In contrast to the VR approach, which is isolating the usemfthe real world, in recent
years, research focuses more and more on combining virtdaleal environments, in order
to have the benefits of both worlds. Such approaches aimigigheatncing the user’s environ-
ment with virtual objects are often referred tofaggmented Reality (AR) or Mixed Reality
(MR). In their paper|[Milgram and Kishino, 1994], Milgram and Kiso define aVirtual-
ity Continuum (VC) , which encompasses each possible variation of mixing rehlvatual
worlds — from a completely real environment to an entirelual world (see Figurg 2.1).
Thereby, they use the term Augmented Reality to describecamaents which are closer
to the real world (i.e. real environments augmented withugir objects) and Augmented
Virtuality (AV) to denote environments which have more wat characteristics (i.e. virtual
environments augmented with real objects). In this casetéhm Mixed Reality encom-
passes every variation of AR and AV, whereby a clear digtndbetween both is not always
possible. Typical AR examples are applications using aptic video see-through HMDs,
augmented video streams on handheld devices or projectgdemtiation. In the first two
cases, the user is supposed to wear or hold a device in orsee the augmentation, whereas
in the latter case, the augmentation hardware is sepanatedttie user. This special type of
AR is often referred to aSpatial Augmented Reality (SAR)([Bimber and Raskar, 2005])
as a contrast to the more traditional body-attached AR.

‘ Mixed Reality (MR) ‘

< >

Real Augmented Augmented Virtual
Environment Reality (AR) Virtuality (AV) Environment

Figure 2.1 Milgram'’s Virtuality Continuum (source! [Milgram and Kigno, 1994])

An alternative view on AR and MR is proposed by Lifton and BE&a in
[Lifton and Paradiso, 2009]. In their environmental taxanyo they establish the following
definitions:

o Reality is simply life in the absence of virtual representationshefworld;

e Augmented Reality has all aspects of reality, as well as an “information pretith
which overlays normally invisible information onto realjetts;

¢ Mixed Reality would be incomplete without both its real and virtual comgais (e.g.
a television studio with a blue screen installation, whishonly “complete” when
virtual background is overlaid);

e Virtual Reality contains only elements generated by a computer in an atteanpt
mimic aspects of the real world.

These different reality variations represent differemttet along the real-virtual axis,
which indicates how much reality and virtuality is contalria the respective environment
(see Figuré 212 [left]).
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; Augmented Mixed Virtual . v Virtual
Real . . Real sensor/actuator
eality Reality Reality Reality eality networks Reality
real & - virtual dual reality

Figure 2.2 Lifton’s environmental taxonomy [left] and the Dual Rewlconcept [right]
(source:|[Lifton and Paradiso, 2009])

Lifton and Paradiso complement their taxonomy by a dedtaraif the concept obDual
Reality (DR), which they define as an environment resulting from the piégrbetween the
real world and the virtual world, mediated by networks ofs®es and actuators (see Figure
[2.2 [right]). In this sense, a DR environment comprises apleta reality and a complete
virtual reality space, whereby both enhance each other diy #ility to mutually reflect,
influence and merge into each other. Ideally, this procebgdirectional, i.e. sensed data
from the real world can be used to enrich the virtual world wice versa.

Recently, Stahl et al. have extended Lifton’s Dual Realdyaoigm by introducing the
concept ofSynchronized Realitieg[Stahl et al., 2011]). It generalizes the Dual Reality idea
to any combination of real and virtual worlds that mutuatifiluence each other. This par-
ticularly means that remote physical environments can be@cted to each other and syn-
chronized, e.g. in order to achieve a feeling of social coteuness between geographically
distant family members.

The termUbiquitous Computing (UC) describes a post-desktop paradigm of human-
computer interaction. It was coined by Mark Weiser aroun88l9vho at that time was
Chief Technologist of the Xerox Palo Alto Research Cent&R@). In his famous forward-
looking and much-cited article [Weiser, 1991], which haspined many researchers since
its first publishing in 1991, Weiser presents his revoluignideas of the development of
computing technology at the beginning of the 21st centurgcoiding to his vision, the
computing devices would rapidly shrink in size while the@rformance and quantity will
significantly increase, which has proved true thus far. Tlstimportant point in Weiser's
UC concept is the seamless embedding of hundreds of miiietiircontext-aware and net-
worked computing devices in the everyday environment. is ¢ontext, Weiser also uses
the termEmbodied Virtuality referring to “the process of drawing computers out of their
electronic shells” thus bringing the “virtuality” of comfmr-readable data into the physical
world.

In a Ubiquitous Computing (or Embodied Virtuality) enviraent with a variety of de-
vices integrated into everyday objects, the users will bebtmsively supported by the em-
bedded instrumentation while scarcely being aware of wagrkiith computers. Despite the
high amount of instrumentation, however, people working WC environment should not be
mentally overloaded, rather, they should be enabled tomaplish their tasks faster and with
less strain than without the support by the Embodied ViityialThis computational model
is often also described &ervasive Computingor Ambient Intelligence, where each con-
cept focuses on slightly different aspects. While the farteem emphasizes the diffusion
of computation into the physical environment and is mossigdiin an industrial context, the
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latter phrase pays particular attention to the calmnessiaabtrusiveness of the embedded
instrumentation.

Recently, the termélybrid Reality or Multiple Reality describe an environment in
which, based on special instrumentation, different usarsperceive individual augmenta-
tion according to their current context. [n [Castronovolet2011], e.g., the authors present
a multimodal conspicuity-enhancement system for e-bikdsch allows motorbikes to be
highlighted in the visual and acoustic perception of cavats in the vicinity, while at the
same time, the appearance of the motorbikes remains unewbtiifiother traffic participants.

One main aspect of Ubiquitous Computing, on which Weisetiqdarly focuses in his
article, is the appropriate deployment of visual displafkhough computers are supposed
to disappear, users should still have the opportunity ®raut with them and receive appro-
priate visual feedback. Ubiquitous computing displaysusthohowever, not be restricted to
static computer desktops, and interaction with them shgaléeyond traditional keyboard
and mouse manipulation. Weiser proposes the use of phydhiglitous Computing dis-
plays, which he classifies in three different types accgrdirtheir size, nameliabs which
are inch-scale machines (similar to today’s smartphompegjs which are about the size of
a sheet of paper (analogous to the iPad) laoards which are yard-scale displays (the pre-
decessors of today’s electronic whiteboards). The ideehese display devices was to
free the user from the locally bound computer desktops aund th enable the display of
information and interaction with it in the physical enviroant immediately where needed.

An alternative way of achieving this aim of bringing visuafdarmation and interaction
with it into the environment is the use of projected displayhis idea is also picked up by
Raskar et al. in their famous article about Bfice of the Futurg[Raskar et al., 1998]),
in which they propose the instrumentation of an office emriment with “smart” projectors
and computer-controlled cameras in order to create “dpaiiamersive display surfaces” at
designated locations in the user’s surroundings.

An intriguing suggestion for an interaction metaphor foridtitous Computing is pro-
posed by James Scott in [Scott, 2005]. In order to achieveintraction in a UC environ-
ment which should be intuitive for the user, he proposes t@ldg interaction metaphors
which resemble the skills of superheroes, like telekinéasision at a distance), teleathesia
(sensing at a distance), telepresence and precognit&tnfgmition. According to Scott, one
of the enabling techniques needed to accomplish this aplprisethe realization of ubiqui-
tous display, e.g. using steerable projectors in orderltvah whole room to be used as
an interaction environment. In this way, e.g., Supermanitaxvision through walls and
objects could be realized.

One further research filed which is related to the area of Wtigs Computing is re-
ferred to adNomadic Computing. As the term already suggests, this research area focuses
on the mobile and nomadic character of current and futuregpatimg technology. In contrast
to the previously common — and still largely spread — view omputers as associated with
their desktop peripherals (in general monitor, keyboadiranuse), the Nomadic Computing
paradigm envisions an environment which offers highly fiexiaccess to computational ser-
vices and data with automatic adjustment to the currenthilavie processing capabilities.
Kleinrock — one of the pioneers of Nomadic Computing — defidesadicityas “the sys-
tem support needed to provide a rich set of capabilities andces to nomads as they move
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from place to place in a transparent, integrated and coemefdorm” ([Kleinrock, 1995R])).
In order to enable Nomadic Computing, highly adjustablel aser- and resource-adaptive
systems have to be developed, which require a common systéiiteature and generic pro-
tocols for nomadicity. The area of Nomadic Computing is idigtiplinary, and one of its
most important disciplines concerns advanced visuatimadipplications including nomadic
visual output opportunities| (JKleinrock, 1995b]).

In conclusion, it can be stated that the main focus of thegmtework lies in the area
of Ubiquitous Computing and Augmented Reality as it aimsfigrimg an almost seamless
instrumentation of the user’s environment (UC), which desithe deployment of so-called
Virtual Displays using projected augmentation (AR) (seeti®a[5.2). Since the augmenta-
tion in this case is realized by devices integrated in thérenment, it is a form of Spatial
Augmented Reality. Furthermore, as the system presentbisimork combines a real envi-
ronment with virtual objects forming a virtual model of th@rher, enabling interactivity in
both directions, it can also be seen as a Dual Reality sydtamally, this work contributes to
the area of Nomadic Computing as it presents approachesdtecvisual user interfaces for
nomadic use.

2.2 Smart/ Instrumented Environments

Smart Environments (SEs)or Instrumented Environments (IEs) are physical spaces with
embedded computation and instrumentation, like senscisat@rs and displays. They build
the technical background and can act as testbeds for UbiguiComputing, Augmented
Reality and other research areas mentioned in the prevemti®®s, thus enabling the transfer
of novel technologies into everyday life.

Cook and Das define 8mart Environmengas “one that is able to acquire and apply
knowledge about the environment and its inhabitants inraxanprove their experience in
that environment” ([Cook and Das, 2004], [Cook and Das, P00ccording to them, a SE
is composed of four layers:

e physical layer sensors, actuators, other physical devices and theiegmonding in-
terfaces;

e communication layerinfrastructure for data exchange and remote device cigntro
¢ information layer databases, data mining, user modeling, etc;
e decision layer e.g. rule engine, decision maker, etc.

Michael H. Coen describdatelligent Environmentas “spaces in which computation is
seamlessly used to enhance ordinary activity” ([Coen, l)9& oen argues that Intelligent
Environments differ from the Ubiquitous Computing appioat that their instrumentation
should not be embedded into everyday objects (like e.gr&héiut the interaction-enabling
devices should be integrated into the environment itsefiénform of unobtrusive cameras
and microphones. This instrumentation in combination widmputer vision and speech
recognition approaches allows for the creation of impleitnan-computer interfaces, with
which people can interact with the environment in naturaysvaithout being aware of the
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fact that they are interacting with computers. Instead okintacomputer interfaces for
people, Coen’s vision is to create people interfaces forpders.

Coen has realized some of his ideas in thgelligent Room project at MIT
([Coen, 1998a]/[Brooks, 1997]). It is a physical room coisipg several monitors and pro-
jected displays, computer controllable lights, curtaind audio system, and a large array of
video cameras for recognizing human interaction. Withehesmmeras and special computer
vision and tracking techniques, the Intelligent Room caseobe the user’s location, recog-
nize his or her current context and make assumptions absudrtier intents. The Room
then tries to react in an appropriate way to the user’s behai e.g. a person enters the
room and lies down on the sofa after shutting the door, thelligent Room assumes that
this person wants to relax and automatically dims the ligtitsses the curtains and plays
soft, calm music in the background. Besides having thisitiiphteraction, the user is also
provided the opportunity to interact explicitly with thetétligent Room by pointing with his
finger or a laser pointer. As interaction surfaces, theravemeprojected screens and a table,
which is rendered interactive only by camera observationaddition to the vision-based
interaction, the user can also use spoken language todhteith the room.

During the development and deployment of the IntelligenbiRpits creators were faced
with difficulties regarding e.g. the sensitivity of the caimé&acking system and the trade-off
between a large recognition grammar and the accuracy otkspeeognition. The greatest
challenge, however, turned out to be the development ofla matural interaction oppor-
tunity with the embedded room instrumentation, especialtymultimodal conditions. The
developers of the system observed that, in some cases, ivevadifficult for the users
to remember what type of utterances were accepted for gitenaor in which order some
complex actions had to be performed in order to achieve thigatkresult.

A formal definition of aninstrumented Environmeig provided by Michael Schneider in
his PhD thesis [[Schneider, 2010]). He defines an InstruadeBhvironment as a quadruple
(E, P ,D ,I), which represents the four central elementsdhatacterize each IE with:

E: spatial extensiomf the IE in the physical world;

P: purposeof the IE;

D: set ofdigital itemslike data and applications (with no physical appearanceaghvh
comprise thevirtual layer of the IE;

I: set ofphysical itemdike sensors, actuators and communication infrastruatane-
ponents (all with physical appearance) which comprise Egihstrumentation

Furthermore, Schneider’s definition constitutes atnd| together support the realization
of P, and it restrictE, D, andl to the necessary minimums needed to realize the pufpose

Instrumented Environments can range from private to pubiid from fixed to mobile,
and there is a diversity of possible IE settings, like horm#fices, supermarkets, hospi-
tals, public spaces, vehicles, etc. Accordingly, the tetdgy embedded in these different
environments can vary in quantity, type and complexity dejpgy on the purpose of the cor-
responding IE. The system presented in this work has bedpyaebin two different types
of IEs: an office setting and a retail environment.
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projected virtual character

Figure 2.3 Instrumentation of the SUPIE environment with projectétiral character

The Saarland University Pervasive Instrumented Envionm&uKIE)is an example
of an office-like IE (see Figure_2.3). In addition to a ste&@abrojector unit (see Sec-
tion[3.1), this Instrumented Environment also encompaasgmatial audio system (SAFIR)
([Schmitz and Butz, 2006]), an RFID-instrumented shelftaoring objects fitted with RFID
tags and/or visual markers, and also several cameras apldydis Moreover, there is an
infrastructure of active RFID tags mounted on the ceilingh&f room and infrared beacons
placed at strategic locations, which are used for egocenser localization and tracking
with the Always Best Positioned (ABP) localization systdchwartz et al., 2005]), which
allows the fusion of directional information from diffetesensor types using geo-referenced
dynamic Bayesian Networks.

Thelnnovative Retail Laboratory (|RE)S a supermarket-like IE of the German Research
Center for Artificial Intelligence (DFKE (see Figurd_2]4), in which application-oriented
research is conducted ([Spassova et al., 2009], [Krigel,62010]). Among others, it en-
compasses several instrumented shelves fitted with RFIi@naas and RFID-tagged prod-
ucts, an instrumented shopping cart designed to assisireass during their shopping and
an easy checkout system. Beside the simple identificationddfidual product items, the
RFID labels attached to the products at the IRL are expl@itedarriers of so-called Seman-
tic Product Memories (SemProM, [Kroner et al., 2009],dKef et al., 2010]), which contain
product-related information. A steerable projector uis lheen mounted on the ceiling of

http://www.innovative-retail.de
2http:/iwww.dfki.de
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the IRL, in order to enable the display of visual informatfon customers and supermarket
staff.

instrumented shelf |
with RFID-tagged products |

instrumented
shopping cart

Figure 2.4: Instrumentation of the IRL with projected navigation hint

Aside from the IRL, the DFKI has established four more sdechliving Labsrepre-
senting different types of environments, in which researgitan test, evaluate and demon-
strate their technologies: in ttf&martFactory novel approaches for achieving flexible, self-
organizing, and user-oriented industrial automation aredpdeveloped; thBremen Ambient
Assisted Living Lab (BAAL$ an apartment equipped with assistant systems for the\yelde
and people with physical or cognitive impairments; in Babotic Exploratioriab, robotic
systems are tested under controllable and reproduciblditcams; and thévirtual Officelab
offers a variety of hard- and software methods to supporpladga their knowledge-intensive
work. Although, the approaches presented in this work hatéeen applied in one of these
four labs so far, they represent potential applicationsafeaubiquitous projected displays.



2.3. SELECTIVE VISUAL ATTENTION AND THE PEEPHOLE METAPHOR 21

2.3 Selective Visual Attention and the Peephole Metaphor

As the present work deals with the representation of visoiaient, it is important to provide
a brief background of some basic concepts concerning thepe@gle visually perceive their
surroundings.

Visual perceptioris the ability to interpret visual information by the effeabf visible
light reaching the eye. The act of seeing does not only refghé physical synthesis of
an image onto the light-sensitive membrane in the back ohtiman eye, called the retina,
when light emitted or reflected by an object reaches the eyker, it also encompasses the
complex cognitive process of recognizing this particulajeot as such, which takes place in
the human brain.

In this context,attentionis referred to as the cognitive process of perceiving one@sp
of the environment while ignoring others, asdlective attentions the focusing of one’s
conscious awareness on one particular stimulus. In cegnisychologyyisual attention
is regarded as a two-stage process. In the first stage,iattéstdistributed uniformly over
the visual scene, while the perceived information is beireg@ssed in parallel. In the sec-
ond stage, attention is focused on one particular area ofitiial scene, and processing is
performed serially ([Jonides, 1983]).

Sensory overloads a state in which one or more of the senses are strained hgaki
difficult to focus one’s selective attention on one particidtimulus or task. When concern-
ing the visual perception, a sensory overload can be caysad tverwhelming multitude of
different forms and colors, by blinking or hectically moginbjects. In order to avoid such
a visual overload in Ubiquitous Computing systems, thealiswtput of these systems has
to be designed in a calm and unobtrusive way, so that at arcgant in time, the user is
confronted with as much as necessary and as little as pessglal information. One way
to achieve this goal is offered by the peephole metaphor.

The peepholeconcept was primarily presented jn [Yee, 2003], which siilghon prior
research by Fitzmaurice et al| ([Fitzmaurice, 1993], [fizrice et al., 1993]) on situated
information spaces and spatially aware handheld deviodsislarticle, Yee defines a “peep-
hole” as a movable window on a flat virtual workspace, whichkaiger than the currently
visible part shown by the peephole. The peephole displagaiézed using a handheld device
which can be tracked in space, so that users can explore itkgpaze by moving the device.
The approach allows two-handed pen interaction with thelayed information in a number
of different applications like e.g. a drawing program, a magwver and a calendar. When
the user moves the device, the displayed visual contentnisgohaccordingly in the oppo-
site direction, which creates the impression of a spatefighored virtual workspace. As a
fundamental concept of his work, Yee points out the possitof concurrent navigation and
interaction. This approach mainly focuses on interactiath wne interface at a time which
is larger than the peephole display. In contrast, the ptagerk examines the placement of
and interaction with a number of visual objects in 3D spadeickvare in general smaller
than the visualizing peephole.

In a later work, Butz et al. take up the peephole concept dpeel by Yee and specify a
generalized peephole metaphas a model of interaction in Augmented Reality and Instru-
mented Environments where the physical space is supergdgmsa virtual layer on which
virtual windows can be opened to display or gather inforaratjButz and Kriiger, 2003],
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[Butz and Krliger, 2006]). The authors distinguish betwdiferent types of peepholes de-
pending on the type of media (e.g. visual or acoustic), thgrator of the peephole (user- vs.
system-initiated) and the direction of data flow (output imput peepholes). This approach
forms the basis for the Display Continuum and Dynamic Peleptuncepts described in the
present work (see Sections.1 5.4).

2.4 Introduction to Human-Computer Interaction

Human-computer interactio(HCI) is the study of interaction between people (users) and
computer systems. The link between users and computers thasdhe interaction means
between them — is represented by tlser interface(or simply interface, which in general
encompasses both software and hardware aspects. Usndlyedace provides a means of
user inputoffering the possibility for users to manipulate a compusgstem and/osystem
outputallowing the system to indicate the effects of the user'simdation or to proactively
offer information to the user.

In this section, we give a short overview on the developméntser interfaces for HCI,
especially focusing on the ones relevant for the preserk.wor

2.4.1 GUIs and WIMP Paradigm

In the late 1970s and the early 1980s, the Graphical Userfaote (GUI) emerged as a
fundamentally novel concept of human-computer interactiBy the use of graphic icons
and a pointing device, GUIs offer users a comfortable antiqpdarly easy and intuitive way
of controlling computers. In the decades since their intaidn, GUIs have undergone an
incremental refinement built on some fundamental core plies. Several GUI pioneers
have created their own windowing systems. However, theljale some basic elements in
common that define th&/IMP paradigm The acronym WIMP stands for “window, icon,
menu, pointing device” denoting a style of interaction gdimese elements.

The introduction of the GUI paradigm has opened up new pitiisi® for human-
computer interaction especially for non-expert users,atis way, it has made a significant
contribution to the acceptance and thus increasing intiegraf computers in people’s ev-
eryday lives. However, with the recent development of Uldigus Computing systems, the
WIMP paradigm is reaching its limits. The increasing disition of computation into the
user’'s environment demands a shift of the user interfacethefdesktop screen into the
physical world. This is the beginning of the Post-WIMP eréhaman-computer interfaces
([Nielsen, 1993]). Applications for which WIMP interfacese not suitable are, e.g., those
that work with devices that provide continuous input signahow 3D models or simply
visualize an interaction for which there is no defined stamdédget.

2.4.2 Post-WIMP HCI

In a visionary article from 1993, Jakob Nielsen, one of thpegts in HCI, proposed a new
type of user interfaces, which he calt®ncommand-based interfacéiNielsen, 1993]),
which would be operable in an unobtrusive way. In this cant®kelsen distinguishes
between four different types of noncommand-based intesfanamely eyetracking-based,
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music-based, virtual characters and embedded help.

Tangible User Interface§TUIs) are physical interfaces with which a person can inter
act with digital information. Alternative names for suchérfaces argraspable interfaces
physical interfacemandembodied interfaceamong others. One of the pioneers in tangible
user interfaces is Hiroshi Ishii, the head of the Tangiblel&roup at MIT. He is the inven-
tor of a special form of TUIs, called Tangible Bits, which areended to give physical form to
digital information, making it directly manipulable andrpeptible ([Ishii and Ulimer, 1997],
[Ishii, 2008]).

Gesture recognitioraims at interpreting human gestures with computing algort in
order to enable human-computer interaction in a naturaliandgtive way. Gestures can
originate from any part of the human body but, commonly, #wefor hands are considered.
Current approaches in this field include emotion recognmifiom the face, and hand ges-
ture recognition. Hand gestures can be performed in the @dratatic postures or motion.
The main techniques used for gesture recognition are ditmrd on computer vision or on
motion and location sensors, like accelerometers or ggpes: Ideally, a gesture interface
avoids an instrumentation of the user, thus letting him nfoeeely during interaction. Some
approaches, however, make use of wearable devices, maitilg form of data gloves, with
which the user’s hand position and orientation, and the meve and postures of the fingers
can be tracked very precisely (e.g. CyberG{ﬁ)\Rﬁ Glovd, Power GlovE and many others).

Both tangible user interfaces and gestural interfaces earetarded as special means
for performing 3D interaction This is a newly emerging form of HCI where users
are able to move and perform interaction in 3D space. In 3Praation, the physical
positions of elements of both human- and machine-issuednvgtion in the 3D space is rel-
evant. In this context, the 3D interaction space can bereitpbysical one or a virtual model.

In [Jacob et al., 2008], the authors propose a frameworkdality-based interaction
which focuses on the following four themes from the real dorl

¢ Naive physicspeople have common sense knowledge about the physical.worl

e Body awareness and skillpeople have an awareness of their own physical bodies and
possess skills for controlling and coordinating their lesdi

e Environment awareness and skilfseople have a sense of their surroundings and pos-
sess skills for negotiating, manipulating, and navigatiigpin their environment.

e Social awareness and skillpeople are generally aware of others in their environment
and have skills for interacting with them.

According to Jacob at al., interface design concerningetf@sr aspects is supposed to result
in reality-based interfaces which should give users therésgion of interacting with real-
world objects and not with digital ones, which is supposethtoease their ease and joy of
use.

3http:/www.cyberglovesystems.com/
http://www.vrealities.com/P5.html
Shttp://en.wikipedia.org/wiki/PoweGlove
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Figure 2.5 Black Magic malleable projection surface: hardware setugrking principle,
hand interaction observed by the camera, and projectediisedback [from left to right]
(source: http://www.fluidum.org/projectslackmagic.shtml)

Influenced by the emerging Ubiquitous Computing systemesetlis a gradual move-
ment from human-computer interaction towa&tdman-Environment Interaction (HERvith
which users do not operate with individual computing devibet rather with a complex
Instrumented Environment ([Encarnacao, 2007]). WHike first HCI systems have offered
more explicit interaction methods with the correspondimyicks, HEI provides more im-
plicit interfaces, which can be operated with less cogaitbad. In this contextmultimodal
interfacesoffer different forms of processing input and output, sushext, images, speech
and gestures. In a simple form of multimodal interfaces different modalities can be used
alternatively, and in more elaborate interfaces, sevepaltior output modalities can be com-
bined in order to resolve ambiguities, which might occurimiyiinteraction, like e.g. in the
SmartKom system, which combines speech, gesture and &giatssion for input and out-
put as described in [Wahlster, 2002]. This approach is redeto asmodality fusion In con-
trast, modality fissiordenotes the inverse functionality of modality fusion, siriicrefers to
a mapping of the communicative intention of a system ontodinated multimodal output.
Finally, if all input modes of a multimodal system are alsaitable for output and vice versa,
we speak oBymmetric multimodalityfWahlister, 2008], [Wasinger and Wahlster, 2006]).

Another innovative development in HCI and HEI is the desifimterfaces with animal-
and human-like characteristics. These so-cadlethropomorphic interfacesan range from
simple talking objects to complex human-like characteglkiimitz, 2010]). This concept is
based on the observation that people often tend to treattslbgmd complex systems as if
they were humans.

Organic interfacesare defined as such “with non-planar displays that may dgtive
passively change shape via analog physical inputs” ([gedkand Poupyrev, 2008]). The
term encompasses not only flexible electronic paper disgiayalso tangible physical inter-
faces with transformable and thus naturally adaptableeshaPne interesting example of an
organic touch display is the so-called Black M%arfaee, which detects touch and pressure
by liquid displacement inside a malleable surface ([Hé8get al., 2008]). The deformation
of the surface is observed with a camera placed under the: thibthis way, the deformable
surface allows the recognition of touch gestures with mpldtfingers, whole hands and other
object outlines. A projector mounted above the interactivdace displays system feedback
on the table (see Figure 2.5).

With the ongoing development bfain-computer interface@r neural interfacey possi-
bly, in the near future, traditional physical interactioevtes will become obsolete, as these

Shttp://www.fluidum.org/projectblackmagic.shtml
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interfaces will allow control of computer systems by thoisghiRecently, the first commercial
brain-computer interface (EP@)TJNas released, which was designed to be used as an input
interface for gaming.

2.4.3 Interaction with Projected Displays and Widgets

After the overview of possible current and future interactilevices, in this section, we take a
closer look at interfaces and interaction techniques useddrking with projected displays.

In an early prototype of an augmented environment comgrigiojected table and wall
displays, Rekimoto et al. propose a method for extendinglibiglays of users’ laptops to
the adjacent projection surfaces ([Rekimoto and Saito@9J)9 Using camera-based object
recognition, a laptop placed on a table is automaticallggrdated into the environment, so
that the user can drag visual content from the laptop’s ajstal the projection surface next to
it. This interaction technique calldd/perdragginguses a so-callednchored cursarwhich
is visualized as a projected line between the originatiptplaand the current cursor position,
as soon as the cursor of the integrated laptop is moved tathecton surface. In this way,
the user is supported in keeping track of his current curstation in the environment.

A similar approach to extending the visual space of laptepguirsued in thé&onfire
system ([Kane et al., 2009]), where two projector cameresfaitached on both sides of the
laptop provide two additional display and interaction aaés on the underlying table to the
left and right of the laptop. Using camera vision technig(sgported by input from the
laptop’s acceleration sensor), Bonfire enables four typ@samual gesturestapping drag-
ging, flicking and crossing Moreover, simple color histogram-based object recogmits
implemented, which enables both direct and indirect olijgeraction. The indirect object
interaction in this case consists in capturing indicatiohthe current user context and gen-
erating appropriate system reactions to its changes.

In conjunction with the rear-projection-basestanford Interactive Mural(see Sec-
tion [4.2.2), Guimbretiere et al. have developed and tedtffdrent pen-based interac-
tion techniques for large projected wall-displays ([Guietkere et al., 2001]). Thé&low
and Gointeraction combines handwritten character input wilbwMenu selection and
object motion. In this contextFlowMenuis a kind of pie menu, with which the
user can specify complex input through a set of submenug usie continuous stroke
([Guimbretiére and Winograd, 2000]). Another interactimetaphor, calledoomScapeal-
lows users to scale specific visual objects by simply movirggt into an appropriate region
on the screen.

An interactive large Wall Display developed by Ashdown and Robinson
[Ashdown and Robinson, 2001] combines a projected interfaelivered by a static
projector and up to four gesture input devices in order taestigate direct interaction
opportunities. The position and orientation of each inmuice €rayor are detected by an
electromagnetic motion tracking system (Polhemus Fak)Taad the device also offers two
buttons for triggering system commands.

Aside from the described wall setups, desk installatiomsadien used for realizing in-
teractive projection. Theimpid Deske.g. is a projection-based mixed reality installation on

"http://www.emotiv.com/
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which physical documents can be virtually rendered tramsyidy a projected overlay of the
underlying content after the user has placed his hand orofitedst document of a stack of
papers. The authors also propose an alternative intenaetitnique to easily reveal the con-
tent of a stack: after touching the upper layer documentthtbmbnail images of all lower
layers are projected on top of the document ([Iwai et al. 6200wai and Sato, 2006]).

Another interactive desk is theEscritoire (JAshdown and Robinson, 2003b],
[Ashdown and Robinson, 2003a], [Ashdown and Robinson, PO0%hich comprises a
surface augmented by two projectors and was developed diow-fgp of the previously
describedwall Display. One of the projectors is placed behind the desk projectpvgand,
whereas the other one is mounted above the desk. Both mpojeeams are reflected down
to the desk surface by two mirrors. In this way, a so calteaal displayis created, which
consists of a large, low-resolution imagee(iphery created by the first projector and an
overlapping small, high-resolution area in front of theru$eveg delivered by the second
projector, in which the displayed items (virtual sheets apgr) can be dragged in order
to obtain a more detailed representation. The desk interélows the arrangement and
annotation of digital paper in the form of images and textuoents alongside with VNC
streams. The system offers two-handed interaction oppitiga with a combination of a
desk-sized digitizer and stylus for the dominant hand andl&asonic whiteboard pen for
the non-dominant hand. Thus, the user can position itemiseoddsk with the non-dominant
hand, while the dominant hand performs more detailed tddeswriting or drawing. A
client-server architecture supports distributed mutucollaboration. The displayed items
have a z-order, which determines their order of appearancth® interactive desk, thus
adding the notion of piles to the interface.

An intriguing approach to providing high-resolution viswantent on a restricted pro-
jection surface is the use of so-call&isplay Bubbleq[Cotting and Gross, 2006]). They
represent freeform shapes projected on a table, which cdrebly defined using a laser
pointer. The assigned visual content, which is normallyamgular, is warped in order to
fit into the shape of the bubble. The warping function leabescenter of the image mostly
undistorted (focus), while the image distortion is incexhsowards the boundaries of the
shape.

Further approaches to interacting with projected dispErysompass the use of tracked
movable surfaces, e.g. the one described in [Lee et al. ]2006ch is tracked by means
of embedded light sensors; moreover, gaze interactiom (fggstin et al., 2010]) and NFC-
based interaction|([Hardy et al., 2010], [Broll et al., 2PM0ith projected visual content has
been proposed.

Aside from the static projector setups described befoergtiare numerous approaches
to using handheld projectors for interaction, like e.g. thamps, used for projected
augmentation [([Raskar et al., 2005]), or the tracked hdddpeojector units described in
[Cao and Balakrishnan, 2006] and [Cao et al., 2007]. The MapHlight application allows
the augmentation of physical maps with digital informatising a spatially aware handheld
projector ([Schoning et al., 2009]).

Furthermore, miniaturized projector-camera units canttaelaed to the user’s body in

order to enable interaction with the user’'s environmentrdueveryday life or work, as for
example with theSixth Sensdevice ([Mistry and Maes, 2009]). In the military projectled
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Interactive Dirt, soldiers are fitted with body-worn projector-camera desi¢attached to
the shoulder), which can be used to display e.g. positionspthuring military operations.
Different vision-based interaction techniques have bested in this project, including IR
emitter sticks, reflective tape sticks, reflective tape ogdin, and laser pointers.

2.5 Characteristics of Steerable Projection

In recent Ubiquitous Computing research, projection hasessingly been regarded as
a powerful means of displaying visual content and systenddfaek. Several steer-
able projection systems using a fixed projector and a pantiiror ([Pinhanez, 2001a]),
or a projector placed in a panftilt unit| ([Yang et al., 20Q1§BorkowskKi et al., 2005],
[Molyneaux et al., 2007],[ [Ehnes et al., 2004]) have beerelbped aiming at the realiza-
tion of projection-based Augmented Reality in everydayiramments (see also Section4.4).
In J[Ashdown and Sato, 2005], Ashdown et al. define a steeiioector as “a digital pro-
jector whose beam can be moved under computer control tiilate different objects in
its environment”. In contrast to head-mounted displayserstble projection devices free the
user of cumbersome instrumentation and thus do not didtiacfrom his surroundings or
disable him in his normal work.

Display Mobilit Occlusion Simultaneous Space
Technology ¥ Problems Users Requirement
Traditional fixed no single small, deskto

Monitors & ! P
Rear-Projected ) . large space,
Display Walls fixed no multiple behind display
Front-Projected fixed / (yes.) . I?rge space,
) . (depending on multiple in front of
Display Walls | ad-hoc creation o A
projection angle) display
Steerable fixed hardware, (yes) small space for
Projection but steerable (depending on multiple (?) hardware,

Systems image projection angle) line of sight

Mobile ortable no single small
Projectors P &

Table 2.1 Comparison of ubiquitous display technologies (adapte@mf

[Molyneaux and Kortuem, 2004])

In [Molyneaux and Kortuem, 2004], Molyneaux et al. presemtogerview and com-
parison of several fixed and portable ubiquitous displayhrietogies including dif-

ferent projection setups (front, rear, steerable and rapbaith traditional monitors
(see Table[2]1). The big advantage of traditional monitard eear-projection dis-
plays is that these technologies do not face any occlusiablgms — at least not
by the users themselves but possibly by other people or tsbjecHowever, tradi-
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tional monitors only provide a spatially restricted visusdace, which is mostly de-
tached from the physical environment. Although there afertsfto embed visual dis-
plays in walls ([Guimbretiére et al., 20011, [Li et al., Z14]), floors ([Grgnbeek et al., 2007],
[lversen et al., 2007]), furniture| ([Streitz et al., 200 rante et al., 2004]) and other every-
day objects ([Siio et al., 2003]), these installations diterestricted to specific surfaces and
mostly require a high amount of instrumentation. Even wiith possible future invention
of a thin, flexible and easy to handle e-wallpaper, which allibw the plastering of whole
rooms with wall-sized displays, it is still far from reality have e-paper displays on all kinds
of simple objects.

Therefore, it appears reasonable to exploit steerablegdion for the realization of ubig-
uitous displays, as most of the developed concepts, mataphd interaction techniques will
be adaptable to future e-wallpaper displays. Moreoverptbgction technology itself offers
a number of advantages that traditional monitors cannatigiecso far. In the following, an
overview of some important steerable projection charesties is provided.

e Overlay: One of the most outstanding features of projected dispktfeei fact that, in
contrast to traditional screens, they can be easily creetas overlay on top of almost
any surface or object. These potential projection surfae@srange from interior or
exterior walls, desk surfaces and furniture even to pradincsupermarket shelves.

e Spontaneous creation:Normally, it takes some effort to install traditional saneeat
some desired locations. In contrast, when working withgmtpn, virtual projected
screens can be created on the fly at any possible positionngsale it lies within
the range of a steerable projector. The only preconditioto isave an appropriate
projection system installed in the environment.

e Non-planarity: In general, the creation of projected display is not restddo pla-
nar surfaces. In contrast to physical monitors, which amnadly planar, projected
visual content can easily be adapted to arbitrarily shapefhces by appropriately
pre-warping the projected image.

e Transparency: Apart from their semi-transparency property, which alldascreat-
ing see-through displays that superimpose but do not oedluel underlying surface,
projected displays can also contain regions of real trereqaﬁ. This property makes
projected displays more flexible as it enables the visud@izeof more complex con-
tent.

e Frameless: Due to their transparency property, projected displaysimngrinciple
frameless. This means that projected displays can be dreatny shape, and their
shapes can be even changed spontaneously. Thus it is pdssitdualize for example
freeform virtual characters, which can be animated so tiet thange their posture,
shape and position in space.

e Movable: When using a steerable projection unit or a steerable mither projec-
tor beam can be directed at different locations and movetiremusly through the

8As the projection of “black” is actually realized by the abse of light, in black projection regions, the
underlying surface is left completely unmodified (apartireome residual light).
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environment. In this way, with an appropriate distortiomreotion, the created pro-
jected displays can be moved along the projection surfatlkss, the position of the
displayed visual content can be changed in space, so thahibe e.g. adapted to
the current user location or to the location of an objectfien®to. In particular, it is

possible to let the projected content appear to be stuck @atlked moving object.

Although projection offers a lot of flexibility as a means aplaying visual content, its
advantages are contrasted with some drawbacks, which mmatzed in the following.

¢ Insufficient brightness: Depending on the light intensity of the deployed projector,
its distance to the targeted projection surface and lightionditions in the surround-
ings, the displayed visual content can be rather dark argigbarly visible. Especially
with small handheld projectors, this is often a seriousdssihich currently can only
be overcome by reducing the projection distance or by damgethe light of the sur-
roundings. With the ongoing improvement of projection keack, however, in the
future, this problem will become less and less severe.

e Inappropriate projection surfaces: Ideally, projection surfaces are white (or at least
plain-colored), planar and orthogonal to the projectombe®bviously, these condi-
tions are only fulfilled in a very few special cases. Obliquejgction on planar sur-
faces can be compensated for by an appropriate predistattibe projected image, so
that the resulting projected image appears undistorteldetoiewers (see Sectién 2.6).
When projecting on nonplanar surfaces, the image distodam also be compensated
for but only for a single point of view, and also colored angtueed surfaces can,
to a certain extent, be used for projection of an appropyiatelor-corrected image
([Bimber et al., 2005]). In a multi-projector setup, the lmance in the overlapping
regions is multiplied by the number of overlapping projestand results in an un-
naturally high brightness in these areas. To overcome tbislgm, appropriate alpha
masks can be applied to each of the projected images, whiciteghe luminance in
the respective regions (photometric correlation, [Raskat., 1999]). However, trans-
parent and highly reflective surfaces, like e.g. windows glodsy desk surfaces, still
remain unsuitable for projection.

e Shadow casting / occlusion:A problem limiting the usability of projection in many
scenarios is the fact that there must be a line of sight betweeprojection device and
the aimed projection surface. When applying front pro@tiin an interactive setup
where the user is standing in front of the projection surfdoe projected image is very
likely to be at least partially shadowed by the user, whiclulalisturb the usability
of the application. In order to avoid this occlusion, préjes are often mounted in
such a way that the projector beam hits the projection sariia@ very low angle of
incident. In this way, the volume of the projector beam isimined so that it becomes
less likely that it interferes with the user. Despite thisimiization, the impact angle
must still remain greater than zero, so that occlusion cammentirely avoided in front
projection setups.

¢ Restricted display area: The size of projected images is limited by the boundaries of
the projector beam, which itself depends on the beam andgihee@lpplied projector and
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its distance and orientation to the projected surface. BHagrbangle is a characteristic
of the respective projection device and normally can be fremtionly to a certain
extent by a possible zoom functionality of the projector. afger beam angle leads
to a larger projection. When working with steerable pragett the distance to the
projection surface and the projection angle often vary ddjpg on the adjustment
of the projection device. A greater distance to the projectiurface and a low angle
of incident of the projector beam lead to a larger projectibnany case, the size of
the possible projected image is limited by the boundariethefprojector beam on
the projection surface. However, compared with traditionanitors, which have very
strict boundaries, steerable projection devices aremstitie flexible in terms of display
size.

2.6 Distortion Correction for Projected Images

As already mentioned in the previous section, one probleerwtorking with steerable pro-
jection is the fact that in most cases the aimed projectiofasel will not be perpendicular to
the projector beam, which would result in a distorted imadwere are two basic approaches
which can be applied in order to overcome this problem. TBedine consists in pre-warping
the image to be displayed by applying appropriate geomeaitsformations to the pixels of
the original image. These transformations represent mgppif the pixels in the source
image plane to corresponding points on the dedicated firajesurface. In case of a planar
projection surface, this mapping ishamographywhich can be determined from only four
pixel correspondences ([Sukthankar et al., 2001]).

For more complex setups, like e.g. curved surfaces or sgfaontaining edges and
bumps, more elaborate warping techniques are needed, dikéhe pixel displacement maps
proposed in[[Bimber et al., 2005] or the approach using a més$bature points described
in [Yang et al., 2001b]. In these cases, the correct imageingis computed using a cam-
era which observes the projected image. An approach for reabesed capturing of pre-
warping mappings for projected image correction using irogetible structured light is pro-
posed in[[Raskar et al., 1998]. Other systems for cameraedbiasage correction using visi-
ble structured light are described e.g.[in [Grossberg gf@04], and for multi-projector se-
tups in [Raskar et al., 1999], [Yang et al., 1999], [Yang et2001a] and [Raij et al., 2003].
In [Borkowski et al., 2003], the authors describe an apgrd@c projecting perspectively
corrected images on a moving planar surface in real time.pfésented system uses a cam-
era to track the boundaries of the movable screen and adeptomography matrix to the
current position and orientation of the surface to the toje(see also Sectidn 4.4.4).

A survey and discussion of different camera-based georretrivell as photometric reg-
istration techniques for multi-projector setups is présernn [Brown et al., 2005]. The ar-
ticle outlines approaches for planar and arbitrarily skagisplay surfaces addressing their
respective advantages and drawbacks.

However, when projecting on surfaces containing discoitias, like edges or gaps, the
image correction can result in an image that appears unididtonly from a single point of
view (sweet spot), which is inappropriate for a setup in Wwhialtiple users can be present or
for a user with a frequently changing viewing position whilhei cannot be tracked at all or
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only roughly tracked. In order to obtain images that appeasgectively correct from each
user location, the images have to be projected at appregiabar or curved surfaces. Only
if a surface is appropriate to physically draw an image omthe real world, would it also be
possible to project a perspectively corrected image ontaritapproach for image correction
which takes this fact into account is the virtual camera w@ttresented in [Pinhanez, 2001a]
(see also Sectidn 3.1.2).

This method is also exploited for image correction in theidFBeam system, which is
used as the basic hardware and software platform in this.wrkore detailed explanation
of the virtual camera method and a description of the harewead software of the Fluid
Beam system is presented in Secfiod 3.1.
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3 TECHNICAL BACKGROUND

3.1 Fluid Beam System

The starting point of the system developed in the presenk\igthe Fluid Beamsys-
tem, which has been implemented in the course of a diplonsistiESpassova, 2004b],
[Spassova, 2004a]) in order to enable distortion-freeeat@n on different surfaces in ap-
propriately instrumented environments. With this systéng possible to create so-called
projected displays, on which images, videos and video sisezan be presented. These
projected displays can be placed (i.e. stored) at fixed itmtstn the environment, where
they appear when the projector beam is directed at them. iBpéags can also be moved
over the projection surfaces in the environment and thies effbasis for various ubiquitous
applications.

3.1.1 Fluid Beam Hardware

The Fluid Beamsystem uses the steerable projector beaMovel (see Figuré_3]1) with a
high-resolution digital camera mounted on it. The movingeyof the beaMover unit has 2
degrees of freedom (pan and tilt), hence the device can betéi at almost every position
in its surroundings. The range of the yoke is 34Dpan direction and 270n tilt direction.
The projector of the beaMover unit uses LCD technology astight intensity is, depending
on the model, 3.300 or 6.500 ANSI lumens respectively, wiéchright enough to create
projected images that are clearly visible even in dayligimditions.

The attached camera can be controlled remotely via USB asdilmaximum image
resolution of 5 megapixels. The pictures are mainly useagptical marker recognition, like
e.g. in theSearchLightapplication described in Sectibn 64.1. In addition, thexea can
also deliver a low resolution video stream (320 x 240 pixeld)ich can be used to recognize
interaction with projected widgetg ([Reiter and Butz, 2[)05

The movable unit is connected to a PC via a USB/DMX interfatiee DMX512 stan-
dard is a communication protocol mainly used to control estiighting. It offers up to 512
channels with an 8-bit resolution. When controlling theMewer unit, 2 channels are used
to define the pan and tilt angle respectively, which guaemsmooth motion of the device
and high position repeatability.

http://www.beamover.com/
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Figure 3.1 beaMover [left] (source: www.beamover.conand the Fluid Beam device
mounted on the ceiling [right]

One instance of thi§luid Beamdevice has been mounted in the center of the ceiling
of the Saarland University Pervasive Instrumented Enwremt (SUPIE) (see Section 2.2),
where it is part of the ubiquitous instrumentation. Therenables e.g. the projection of a
virtual character serving as an assistant for this Intefitgenvironment (see Sectibn 6.3.3)

A second Fluid Beam device has been installed at the InnevBtetail Laboratory (IRL)
(see Sectioh 212), where it is used to project visual naiigdtints and advertising at appro-
priate locations in the environment, like e.g. shelves aalliswOne application that uses the
Fluid Beamunit in a shopping scenario is the so callaitro navigation(see Sectioh 6.3.2).

3.1.2 Fluid Beam Software

The Fluid Beamsoftware controls the positioning and movement of Bhéd Beamdevice
and delivers a predistorted image in order to compensatetigue projection. The pre-
distortion method is based on the fact that, from a geonatpoint of view, the process
of viewing is the inverse of the process of projecting. Thisams that, a camera and a
projector with the same optical parameters induce the otisply opposite distortion when
viewing/projecting an image from the same position andndgition. Thus, an image distor-
tion due to oblique projection can be compensated for byeptinjg this image as viewed
by an appropriately positioned and oriented camera wittesponding intrinsic parameters.
This can be realized using a simulated virtual camera intaaliBD model of the respective
physical environment (see Figlire3.2).

In order to exploit this property, a 3D model of the enviromtnim which projected dis-
plays are to be shown is created. This model contains alhfiatedisplay surfaces, and it
also includes a virtual camera which simulates the realdnluid Beamprojector by mim-
icking its intrinsic and extrinsic parameters. This medret the optical parameters of the
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Figure 3.2 Distortion compensation by means of a virtual camera

virtual camera correspond to those of the projector, angbiition and orientation in the 3D
model is synchronized with the projector’s position an@otation in the real world.

Using the method described above, it is possible to placaliontent in the 3D model,
which is displayed in the form of projected images at the esponding positions in the
real environment when thEluid Beamunit is directed at them. ThEluid Beamsoftware
offers methods for adjusting the orientation of the stelerainit and also for defining the
position and movement of the projected displays along tinlaces of the environment and
for defining their visual content.

The Steerabldnterface provides a number of methods for defining the meaveraf the
steerable projector beam (peephole) to a specified positiBD space within a certain time
interval. The aimed position can be specified either by thation angles of the steerable
unit (pan and tilt) or by a 3D point in a reference coordingtstam.

During the movement of the steerable unit, the focus of tlgeptor is constantly being
adapted according to its distance to the surface that itrietly directed at. In this way, the
projected content always remains focused.

TheDisplayFactoryinterface provides methods for creating projected disp&tythe sur-
faces of the environment and for specifying their size, imsiand orientation. It also offers
the ability to define the visual content which is to be showm@nojected display, which can
be either an image, a video or a video stream. Further, threrenathods for discretely or
continuously changing a projected display’s position andfientation. The display’s posi-
tion change can either be synchronized with a correspomtiojgctor movement or it can be
independent of the projector orientation. In the formeec#se projected display would stay
visible during its movement as the projector beam would bstmtly directed at the display
while it is moving. Otherwise, if the steerable projectameens still, the display would pos-
sibly move out of the boundaries of the projection beam andtne invisible at some point.
The display will only become visible again if the projectsrdirected at its current position
in 3D space.

In the initial version of thé-luid Beamsoftware, there was no possibility for the user to
interact with the projected displays in his surroundingsoider to enable user interaction,
potential interaction techniques and respective deviegsth be explored with respect to
their suitability for working with projected steerable plisys. A range of devices that we
have tested and considered appropriate for the given tgsksented in the appendix of this
thesis (see Appendix]A).
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4 OVERVIEW OF PROJECTIONBASED DISPLAY
TECHNOLOGIES

In the last decades, a variety of display systems have beasoged which aim at explor-
ing and exploiting the capabilities of projection in ordercreate user-friendly and flexible
displays. In this chapter, we present an overview of presemd current research in the area
of ubiquitous and steerable projection, which ranges framgd and technically complex im-
mersive projection systems to multi-projector wall diggland steerable projection systems.
The benefits and drawbacks of the different technologiesagptoaches are discussed and
finally, the features of the presented steerable projecy@mtems are compared to those of
the DUVD system introduced in this work.

The projects described in this section constitute only ectiein of all currently existing
projection systems which are related to the topic of thegarework. However, we assume
that they build a representative cross-section of the aeleresearch.

4.1 Immersive Projection Environments

Spatially Immersive Displays (SIDs) enable users to expéord interact with virtual spaces
while being in a physical environment which surrounds theith & panorama of imagery.
Among the variety of possible display technologies for thehnhical realization of SIDs,
projection has been one of the first approaches to be appidtas proved to be a suitable
solution with regard to the large field of view it offers.

41.1 CAVE

The CAVE (Cave Automatic Virtual Environment, [Cruz-Negtal., 1993]) is a room-sized,
high-resolution 3D video and audio environment developetthe Electronic Visualization
Laboratory (EVL) at the University of Illinois at Chicago i®91. This virtual reality theater
is built of three rear-projection screens for walls and a ml@sojection screen for the floor,
whereby the projector beams are usually folded by mirrae Sguré 411 [left]). The typical
interior of a CAVE is a cube with a side length of about 3m. Thesmle dimensions of the
setup, however, cover a room of about 9m x 6m x 4m containiegthjectors, the mirrors
and the rest of the hardware including e.g. one computerrpgrgtion surface for controlling
the corresponding image and several loudspeakers for autjoit.
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Figure 4.1 A model of a prototypical CAVE setup [left] and a user intgiag in
the CAVE at EVL [right] (sources: http://www.indiana.edutapub/v21n2/p28.html and
http://de.wikipedia.org/wiki/Cavutomatic Virtual_Environment)

In order to see the projected graphics in stereo, the usdphvesar active stereo glasses
equipped with a location sensor with which the positiondefuser’s eyes are tracked. Thus,
perspectively correct images are displayed in real-timgichvresults in a fully immersive
experience for the user (see Figlrel 4.1 [right]). With soewrictions, it is also possible to
experience the CAVE with several users, as long as no vidbjglcts appear between them,
as this would destroy the stereo effect.

The main motivation for the development of the CAVE was taxda three-dimensional
immersive visualization of scientific data and thus offese@chers a new means for explor-
ing complex information. Possible application areas ergass design engineering, training
simulation, medical research, surgery and entertainmigespite the impressive experience
it offers, the deployment of the CAVE system is problematcduse of the large space re-
quirements for its setup and the enormous costs for the lzedw

Although being in a physical room, the user of the CAVE is gitee impression of
standing and walking in a virtual environment. In contrasthis approach, in this work, we
present a method for enhancing a real environment withalifidformation, which results in
the coexistence of real and virtual objects.

4.1.2 blue-c

In the blue-c project at ETH Zirich, Gross et al. have dgwetba new generation im-
mersive projection environment building on the conceptthef CAVE and extending them
using novel technologies. In addition to a stereo 3D videtputy the blue-c portal
(IGross et al., 2003]) also offers the ability to capture adileo representation of the user
inside the environment from multiple video camera stream®al time. This is made pos-
sible by the use of special glass panels as projection sc@®Taining liquid crystal layers,
so that they can be switched from opaque to transparenthvetiimvs video cameras placed
outside the environment to “see through the walls”. Theaystetup encompasses three of
these see-through screens, two LCD projectors per screeeras cameras for video cap-
turing and shutter glasses for the user (see Fifure 4.2)enGavperfect synchronization
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between the shutters of the screens, the cameras, thetprejand the stereo glasses, this
technology can be used not only for interacting in virtuadegs but also for telepresence
applications, in which several remote users can meet intaaiworld. With the blue-c API
([Naef et al., 2004]), such collaborative immersive vittteality applications can be devel-
oped in a straightforward way.

Figure 4.2  Panoramic picture showing the setup of a blue-c portal r¢sou
[Gross et al., 2003])

Similar to the original CAVE technology, the blue-c setupliso very complex and costly.
A less expensive alternative can be provided using a singifeye projector for creating
a surround screen, like in the approach described in [Johetsal., 200[7]. A significant
advantage of the fisheye projector technology is that thiegtexd image covers a very large
surface of the immersive environment, and furthermore,pitogector can be placed very
close to the projection surface, thus avoiding shadowreg$ty users standing close to the
display surface. However, the large field of view of the figigns projector might lead
to a loss of brightness, especially towards the peripherthefprojection, and to a lower
resolution of the resulting image.

4.2 Large-scale Static Multi-Projector Displays

Multi-projector displays are increasingly being deployedoth research as well as every-
day context. They are generated using rigidly mounted ptojs, resulting in either front
or rear projection setups. In contrast to the previoushcudiesd immersive projection envi-
ronments, these multi-projector setups are more lightaeéigterms of both cost and space
requirements.

In the following, we give some examples of research projdeteloping and exploiting
multi-projector displays.

4.2.1 Office of Real Soon Now

In the “Office of Real Soon Now” at the University of North Chna at Chapel Hill, re-
searchers have set up a simple projector based office emémranusing off-the-shelf hard-
ware components|([Bishop and Welch, 2000]). This enviramnmiilds a contrast to the
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“Office of the Future”, which is a project at the same univigraiming at a more sophisti-
cated setup|([Raskar et al., 1998]). Although, the Real Sffice does not provide as many
capabilities as the Office of the Future, it offers the opymity of being tested by real users
over a long period of time. The developers themselves hav&adan the Office of Real
Soon Now for more than a year and were able to report aboutgteaitical experiences with
this environment.

Figure 4.3 Office of “Real Soon Now”: panoramic images of the projedetup [top] and
the resulting projected screens [bottom] (source: hitpu.cs.unc.edutwelch/oorsn.html)

The top image in Figure_4.3 shows the projector setup of thie€df Real Soon Now,
which allows the creation of several spatially alignedistatojections on a large, flat display
surface in front of the user’s office desk showing the deskfdhe user’s PC (see Figure 4.3
[bottom]). After having worked in this environment for a pperiod of time, the developers
could report about the experienced advantages and probletamed out that the projected
displays improve the social and technical interaction i ¢ffice, as they offer the oppor-
tunity for both researchers and visitors to view and worketbgr on the content projected
on the wall. For this purpose, the office is equipped with tweless keyboards and two
mice, which can be used simultaneously. Moving the PC dpgktohe wall even made the
physical office desk obsolete and thus lead to a more oper cffiace.

Furthermore, according to the personal experience of tassuthe distance to the pro-
jected display of about 2 to 3 meters is more relaxing forrteges. Besides, the work in
the modified office is overall less demanding for the wholeybag the users are given the
opportunity to move freely through the office instead ofrsittin front of a monitor.

The larger desktop space also offers the advantage of bblag@open several appli-
cations side by side and thus to easily switch focus betwieem.t By walking up to the
projected screens, one can get a closer view at the openeldwsnwhich represents a nat-
ural zoom capability.

Along with all these advantages provided by the novel offetels, the developers also
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experienced several problems with the system. The congstanbf several projectors in
a relatively small room leads to an extreme heating of the®ffind to a constant noise.
Moreover, in order to project bright enough images, thetiighin the office had to be turned
down. All of these hardware problems, however, can be adopideat least alleviated, when
using more recent projector models.

Another issue, which goes beyond simple hardware problsmpsivacy. When working
on large projected screens, it is problematic to displayfidential documents, as they will
be visible to everyone in the vicinity. In order to have a munigate display space, one of the
users of the experimental office extended the hardware bgtagurther projector creating a
small screen in a bookcase which is not directly visible fsiters. Another way to maintain
privacy could be to use additional small monitors for digpig private information.

Overall, the findings of the Office of Real Soon Now experirmamtfirm our opinion that
projected displays are a suitable and maybe even bettenatite to traditional monitors in
an office environment.

4.2.2 Projected Display Walls

Already in the early 1990s, a research team around Paul Waradat the University of Min-
nesota started developing a multi-projector display watlich they have nameowerwalf.
The PowerWall's display was a rear-projection screen otiabh@ x 2.5 meters, illuminated
by four video projectors. Each projector provided a resotudf about 2 megapixels, which
resulted in an overall resolution of the PowerWall of aboumégapixels. A first prototype
was presented at Supercomputin894

Figure 4.4 Scalable Display Wall: projector setup [left] and resdtiprojected screen
[right] (source: http://www.cs.princeton.edu/omniraegli

The main purpose of the PowerWall was the visualization afdasets of data, such
as satellite images, meteorological or geological archiee computer-simulated data, like
e.g. the behavior of gases under different conditions. ntakidvantage of this large screen

http://www.lcse.umn.edu/research/powerwall/powehivah|
2http://sc94.ameslab.gov/
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researchers could discuss and work together on the viedatlata sets. Even though the
PowerWall did not provide any direct user interaction célfi@s on the projected image,
the mere fact that it enables group interaction in front ef ldrge screen was a significant
achievement at that time.

Around 1999, a more sophisticated rear-projection wall degloped at Princeton Uni-
versity. This so-calle@calable Display Walvas built up by 24 projectors tiled together to
create an image of 18 megapixels with a size of about 2.5 x BtBmn ([Li et al., 2000a]). In
addition to the visual output, the Scalable Display Walbaffered spatialized audio created
by a multi-channel sound server and 16 loudspeakers placeddthe screen. An array of
video cameras surrounding the wall was used for user andtdigeking in order to enable
interaction with the visual content (see Figlrel4.4). Savieput devices and modalities
have been tested for interaction with the Scalable Displayl,Wke e.g. voice control of
the mouse cursor using a wireless microphone, pressuriigefisor panels and a camera-
tracked wand [([Li et al., 2000b], [Wallace et al., 2005]).

At about the same time, a similar tiled rear-projection kigpvas built by the research
group of Terry Winograd at Stanford University. TBe&anford Interactive Muratomprises
12 DLP projectors, each one placed on an individually adhlst platform in front of a
mirror. These mirrors fold the projector beams and direetrthio the appropriate position
on the screen. In this way, the size of the room needed behanddreen is reduced and the
rear-projection wall becomes more compact (see Figuieeft] |

Figure 4.5 Stanford Interactive Mural: projector setup [left] andu#ing projected screen
[right] (source: http://www.cs.umd.edufrancois/StanfordinteractiveMural.html)

As the research focus of this project was not set at the opdition of the resulting
image, some visual artifacts could be observed on the megeqiion screen resulting from
the tiling (see Figuré&4l5 [right]). As its name implies, iieractive Mural served rather
as a means for developing and testing new methods for usgaation with large screens
([Guimbretiére et al., 2001]), which is realized using aeMss digital pen as input device
(see also Sectidn 2.4.3).

Recently, a research group at Fraunhofer-IGD in Darms@eitmany developed a high-
quality, high-resolution tiled display wall with stereopedility. This so-calledHEyeWallis
stated to be the first stereo-capable multi-projector displorldwide ([Kresse et al., 2003]).
It consists of an array of 6 x 4 tiles, each of which is illumetdh by two projectors — one
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for each stereo image. Each one of the 48 digital projectoriven by a dedicated PC.
The display wall has a size of 5 x 2.5 meters and a resolutidk8ahegapixels (see Figure
[4.9 [left]). Because of the stereo capability, wearing sgleshutter glasses, the users can
see the displayed high-resolution images in 3D. This reptasion is particularly suitable
for applications using large 3D visual datasets, such aduatand architectural design, city
planning or the visualization of geographic data (see FEigué [right]).

Figure 4.6 HEyeWall: tiled rear-projection setup [left] and resadtiprojected screen [right]
(source: http://www.christianknoepfle.de/projdigyewall.htm)

In contrast to the previously described tiled display prtgethe main objective of the
HEyeWall project was to optimize the quality of the resugtidisplay by reducing seams
at the borders of the individual tiles and other irreguiesitin the projected image to the
greatest possible extent. For this purpose, an elaboratemletric calibration technique was
developed especially for the HEyeWall setup. In order tdgeaeha consistent coloring of the
projected image, a common color gamut is identified for alihef used projectors, and for
each projector, an individual color matrix is computed vilhitonverts its color gamut into the
common gamut. Furthermore, also the light intensities hrdtack levels of the projectors
are adjusted in order to avoid irregularities in the oveirathge. This complex calibration
procedure enables an almost seamless integration of thvidimal projected tiles.

An early prototype of the HEyeWall, whose mere hardwarepsetsts amounted to ca.
800.000,- euros, was presented to the public at CeBIT 20@4e $hen, the system has been
under constant development, so that a new generation HHyeWaimproved graphics and
a resolution of 35 megapixels could be presented in 2009.

4.2.3 e-Campus Project

The e-Campus project at Lancaster University focuses orlolewmg and deploying new
forms of interactive public displays| ([Storz et al., 2006Q)ne of the resulting installations
of this project consists of an array of three projectorsaithestl in an underground bus station
(called Underpass). The aim of this project was to enrich thill, unfriendly space with
visual interactive content. In order to achieve this goahigture of artistic material, textual
information and videos was presented on the projectedajispib people waiting for the bus
(see Figur& 417).
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Figure 4.7 e-Campus installation using projected public displayghiénUnderpass (source:
[Storz et al., 2006])

The three displays could be accessed either individualthey could also be combined
to build one large screen. Using external sensors, thegtegjecontent could be adapted to
passing traffic, thus making the installation to some paitdractive.

After having deployed this application for a certain permfdtime, the e-Campus re-
searchers reported several important lessons which theydd during the development and
deployment process. In this context, they found that it iganmnt to have the ability to re-
motely monitor the output of the system as it is perceivecheyuser during deployment and
to incorporate tools which provide information about therent state of the system. From
the user’s point of view, it is crucial to avoid inconsistegscin the system output, taking into
account the user expectations.

4.2.4 Projected Light Displays

A research group at the Georgia Institute of Technology ea®ldped configurable Pro-
jected Light Displays, which offer various features thaphia adapting to the user’s needs
(IRehg et al., 2002], [Summet et al., 2004]). First of allisitpossible to define a projected
display on the fly by using coin-sized fiducial markers whicé placed on the wall speci-
fying the corners of the desired display. These markers aptuped by a camera and their
positions are detected. After that, the projected conteptedistorted to fit within the area
defined by the markers (see Figlrel 4.8 [top left]).

Furthermore, the authors propose a method for creating-platiar displays on adjacent
surfaces. Inthis case, structured light is used to detedidlaindaries of the projection planes.
A resulting multi-planar display is shown in Figure 4.8 [tognter and right].

Finally, the Projected Light system offers the possibild@yeliminate shadows and occlu-
sion, which might be caused e.g. by the user in a front priojecetup. For this purpose, a
setup of two overlapping projectors is calibrated in sucheg that one of the projectors can
compensate for the image pixels which are occluded in thgénpaovided by the other one.
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Figure 4.8 Projected Light Displays: display definition using fiduciaarkers [top
left]; multi-planar display [top center and right]; virtugear projection [bottom] (source:
http://www.cc.gatech.eduinflagg/)

This is realized using an adaptive alpha mask for each pojeBeveral methods have been
implemented for detecting the current image occlusionhwitsingle video camera, with
multiple video cameras or using an infrared source and a r@anihis approach is called
virtual rear projection as by compensating for occlusions, the user is given thecissmpn
of working with a rear-projection screen. The authors cldiat their shadow-compensating
system operating at 10Hz is nearing the speed needed faadtite applications.

4.3 Augmented Objects

The project Shader Lamps aims at augmenting real world tbjesing projection
([Raskar et al., 2001], [Bandyopadhyay et al., 2001]). Tdeaiis to take a neutral (e.g.
white) object of a given shape and adapt its visual appearancording to a certain con-
text. For the object illumination, the Shader Lamps systasua pair of rigidly mounted
projectors. The main challenge in this project is the spatepping of the projected image
on non-trivial three-dimensional geometry. This is readiby initially creating a 3D model
of the physical object using a 3D touch probe scanner. Sulesdly, a set of key points
on the physical object are manually calibrated by adjustipgojected cross on them. As a
result, the appearance of the object can be changed by aigwjpattern. As an example,
the developers have illuminated a white 3D model of the Tahpdavith an appropriate wall
texture to achieve a realistic appearance (see Figure 4.9).

A similar work on object augmentation has been carried ous lgroup at Columbia
University ([Grossberg et al., 2004]). Here, a projectamera pair is used to achieve a ge-
ometric mapping of the projected image on a complex geometgy a ball. After that,
radiometric analysis of the object is performed in order ampensate for a non-uniform
coloring of the underlying object geometry. In this way, §ibke patterns on the object can
be compensated for, which means that the augmented objestndd necessarily have to be
of uniform white color.
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Figure 4.9 Shader Lamps: two different illuminations of a model of &g Mahal (source:
http://web.media.mit.edwwraskar/Shaderlamps/)

4.4 Steerable Projection Systems

The research projects which are most relevant to the pregankt are situated in the area
of steerable projection. Steerable projection systemsemak of computer-controlled pan-
tilt units either by carrying the projection device itseiflyy placing a mirror in front of the
projection beam, thus directing it to a desired locatiorhim surroundings. In the following,
we describe several steerable projection systems of bpésty

441 PixelFlex

The spatially reconfigurable multi-projector system H#kex combines 8 ceiling-mounted
projectors with computer-controlled pan-tit mirrors gda in front of each device
(yang et al., 2001a], [Raij et al., 2003]). In this way, tmeages of the different projectors
can compose a single projection screen, which can vary &l gensity, size and shape, thus
adapting to the user’s needs. In a multi-user scenario famgke, a large projected display
with lower resolution might be desirable (see Fidure 4.0jje a single user might prefer a
smaller and brighter display.

Figure 4.1Q PixelFlex: tiled display configuration (source: [Yang Ef 2001a])

It is possible to adjust the orientations of the pan-tiltnaris as well as the focus and zoom
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settings of each projector using an interface on the cordtgur-control PC. In this way,
different screen layouts can be created and saved, so thathe system can be switched
between these settings.

In order to achieve a geometrically correct image, a singtlevangle camera observes
the composed projection display. Using fiducial markerssingectured light the camera and
each projector are spatially registered in respect to aaglobordinate system. In this way,
given a predefined system setting, each projector imageegndalistorted appropriately to
build a part of the resulting projected display.

Overlapping regions of higher pixel intensity on the rdasglprojected screen are com-
pensated for by a photometric calibration. After a detectibthe overlapping regions using
a spectroradiometer, corresponding alpha blending maskscenputed for each projector
image. In this way, irregularities in the pixel intensitytbe resulting image can be mostly
corrected.

Overall, it can be stated that although using steerableegtiop, the resulting displays
created by the PixelFlex system are configurable but mosdiycs Location and size of
these projected displays can only be switched using a nuoflpFedefined settings. To our
knowledge, user interaction with the projected image hadeen realized in the PixelFlex
project. The created projected displays are not mainlygdesi to obtain an augmentation of
the environment but rather to provide more flexible deskispldys.

4.4.2 Everywhere Displays Project

Probably the most prominent work in the field of steerablggmtion has been carried out
by Claudio Pinhanez et al. in their Everywhere Displays (plject ([Pinhanez, 2001a],
[Pinhanez, 2001b], [Pingali et al., 2003]). They have depetl a device consisting of a
rigidly fixed projector, a steerable mirror to direct the jeator beam and a steerable video
camera (see Figufe 4111 [left]). While the projector-mirsetup is similar to the ones used
in the PixelFlex project, the steerable camera allows thézagion of user interaction with
the projected image.

surface t;.isﬂ;.;'
Figure 4.11 Everywhere Displays projector: hardware setup [left] andematic represen-
tation of the functionality [right] (source: http://wwwesearch.ibm.com/ed/)

The ED device enables the creation of projected displaysifferaht surfaces in its
surroundings as depicted in Figure 4.11 [right]. The pri@i@dmages are predistorted to
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compensate for oblique projection using the virtual canagmaroach, which has also been
used to correct image distortion in the Fluid Beam projepiaed in the present work (see
Sectior 3.1.R2).

In contrast to the PixelFlex project, the ED-projector hasrbespecially developed for
the realization of Augmented Reality applications. Onéiefgoals from the very beginning
of the project was to bring visual information into the plogdienvironment and to spatially
assign it to the object or location it refers to.

In [Pinhanez et al., 2003], the authors describe a methoddtecting direct user inter-
action with the projection. Using hand and finger detectidgth the ED-camera, the system
can recognize clicking on a projected button or moving ofgquted slider widget. Instead
of the user’s finger, uniformly colored objects can also biected and used for interaction.
One of the example applications includes an interactivewniencolor selection. The user
can select a particular color by pointing at it with his fingege Figuré 4.12 [left]).

An application example deploying the ED-device in a retaérmario is presented in
[Sukaviriya et al., 2003]. The setup encompasses thregreiff interaction spaces: a product
directory projected on a wall or on a table, an interactivefsdnd an interactive table.

The product directory is a projected menu containing a ligiroducts. With a virtual
slider widget on the left side of the directory, the user camolsthrough the list and select a
specific product. Subsequently, an arrow pointing in thedtion of the selected product is
projected on a physical signage board hanging from thengeili

Figure 4.12 Everywhere Displays applications: interaction with patpd wid-
gets [left] and interactive projected displays in a retadersario [right] (source:
http.//www.research.ibm.com/ed/)

The interactive shelf consists of several clothing bins loimed in a rack with some
plain white surfaces next to the bins on which projectedrmfation can be displayed. This
information is automatically adapted by the applicatiocaading to the proximity of the user
and his interaction with the clothes in a specific bin (seaifeigl. 12 [right]).

On the interactive table several products are placed, tawiniformation is projected
on the edge of the round table top. The product informaticangls while the user walks
around the table, highlighting products related to différeategories.

While the color selection menu and the product directory enade of explicit user in-
teraction, the product shelf and the interactive table maenples of implicit user interaction
with the projected information.
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In order to be able to select appropriate projection susface particular situation, the
ED system has been extended by a camera-based user tracktieiy §[Pingali et al., 2002]).
In an initial step, surfaces suitable for projection can béngd and calibrated manually by
the user. These surfaces build a set of so-called displagsz@mong which the system can
chose when creating a projected display. An appropriaf@aliszone is selected depending
on the current position and head orientation of the user.ellaer, the position of the user
is also taken into account in order to avoid occlusion of ttaeetion surface by the user
himself. When the user is detected standing between theqtoojand the projection surface,
the system selects another display zone.

The ED system realizes real-world augmentation and offariows methods for user
interaction. However, similar to the PixelFlex system, pihejection surfaces are limited to
a set of predefined options, between which the projectiorbeatliscretely switched. None
of the presented application examples incorporates aomisly moving projected displays.

4.4.3 Cooperative Augmentation of Smart Objects

At Lancaster University, David Molyneaux et al. have builtdadeployed a steerable
projector-camera system similar to the one used for augatientin the present work
(IMolyneaux et al., 2007]). The device is mounted on theingifor a good overview of
the environment and it is used for augmentation of smartobhje

In order to enable projected augmentation on a specific phfee system needs knowl-
edge about the location, orientation, geometry and appearaf this object. For this pur-
pose, the authors propose that each object keeps a modslairient state containing the
desired information, which is referred to @bject Model Some of this information can be
static, like e.g. the geometry model of the object; otheuealhave to be detected using
internal and external sensors. The Object Model is storeal ®mart-It node attached to the
object, which is also fitted with e.g. light and movement semg[Decker et al., 2005]). The
smart object itself can require projected augmentationtoaurface, sending a correspond-
ing request and relevant information from its Object Modelte projector-camera system.
In turn, the projector-camera unit can be used to locate rao#t 1 specific smart object and
send the corresponding position and orientation inforomattd its Object Model.

One example scenario described in [Molyneaux et al., 20683 projected augmentation
to display warning messages on chemical containers. A niabemte application example
is presented in [Molyneaux and Gellersen, 2009], where gipalyphotograph album is aug-
mented by projected images. Using the camera, the systetetact the current location of
the album and project the appropriate cover image onto ith e built-in Smart-Its light
sensor, it can be detected when a user opens the book, shdtmbfected image is adapted
to the “book open state”. Furthermore, the album interfdtar®two simple projected but-
tons which can be triggered using vision-based touch detecfThey are used to browse
through albums or single photographs.

4.4.4 Interactive Surfaces in an Augmented Environment

A further steerable projector-camera pair was built andaye by Borkowski et al. at IN-
RIA Rhbne-Alpes ([Borkowski et al., 2003]). The developgdtem uses computer vision
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techniques to automatically detect potential projectioriaes. For this purpose, projected
patterns are captured with a distant video camera installgte environment. Afterwards, a

2D map of the planar surfaces is generated and stored togathehe corresponding surface

characteristics needed for image pre-warping. Similah&éoBverywhere Displays system,
in this project, the user can only switch between differertipfined projection screens. Fur-
thermore, a white cardboard with a black border can be dmtentd tracked by the devices
camera, so that an image can be projected on it while it igeimved. This Portable Display

Screen (PDS) has been designed to enable a transfer of umuaint between the different

static projection screens. For this purpose, the user hhsltbthe PDS within a sensitive

area on the projection screen, which triggers a transfdéregbtojected image from the screen
to the PDS.

Apart from the steerable projector-camera device, therenmient has been further in-
strumented with five steerable cameras, a fixed wide anglemraand a microphone array.
This Instrumented Environment enables further user intena methods with the projected
displays, which are presented in [Borkowski et al., 2009je Tirst one is a projected inter-
face showing a list of all available projection screens. Uiber can select one of the screen
locations using a projected button. The button click is cketg using vision-based touch de-
tection. In the second interaction mode, the user can iiterigh a projected interface from
a distance using a laser pointer. The location of the las#r@pthe screen is detected with
one of the cameras installed in the environment. Similah¢opreviously described touch-
based selection menu, the laser-based interface enablegléttion of different projection
screens. As soon as the user places the laser spot on theempteon of one of the screens
in the projected interface, the projection device is mowetthé corresponding screen.

445 LumEnActive

LumEnActive is a commercially available steerable praggcsystem, which has been devel-
oped based on scientific research ([Rapp and Weber, 200&pp[Bnd Weber, 2010]). The
hardware consists of a computer-controlled rotatableaminrfront of a digital projector sim-
ilar to the setups used in the projects described in Sedighd and 4.4]2. The application
concept, however, inherently differs from the ones describove. Instead of switching the
projection between predefined settings as e.g. in the EvesaDisplays project, in LUmE-
nActive the user is given the impression of a continuous sjgake which is aligned with the
surfaces of the room, of which only a part is made visible ahatWhile the projector beam
is moving over a surface, the visual content seems to stagrsiay (see Figure 4.13). In this
respect, the LUumEnActive application is very similar to approach presented in this thesis,
as in both projects, the concept of a partially visible \aftlayer covering the environment
with digital information has been realized. In contrast to work, however, the visual con-
tent in the LumEnActive application remains stationaryjlevbnly the currently visualized
portion is changing. There is no way to move one visual elérfrem one position in the
room to another.

The LumEnActive software allows the placement of imagede®s and VNC streams in
the environment using a computer mouse or another poingnice. In a similar way, it is
also possible to define movement tracks of the projector, ggoth can be saved and played
back in a loop afterwards. The software offers various fat&s for coupling with different
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Figure 4.12 LumEnActive: schematic illustration of the system [lefiid an exemplary
scenatrio [right] (sourcel [Rapp and Weber, 2010])

input technologies e.g. to enable user interaction.

The system is designed to be used in a variety of applicatmasscenarios applying
Augmented Reality, such as advertising in retail environtsietrade fair installations, office
installations or information systems for public spaces.

4.4.6 Projected Augmentation

In the Projected Augmentation project, Ehnes et al. workaisteerable projector device
to which a video camera has been attached (see Higurk 4ff)t [Bimilar to the LumE-
nActive approach, the system allows projected content tspagially “attached” to objects
or surfaces in the environment. This coupling between Viand physical objects is real-
ized using visual markers attached to the correspondingigdiyobjects (ARToolKit), which
are tracked with the camera mounted on the steerable poojentt ([Ehnes et al., 2004],
[Ehnes et al., 2005]).

Figure 4.14 Projected Augmentation: steerable projector with attdcibamera [left],
drilling application [center] and projected interfacegfit] (source:[[Ehnes et al., 2004])

As an example application, the authors have implementedtarsysupporting the user
in drilling holes. Using the X-ray vision metaphor, the gyatvisualizes the locations of
electrical wires and marks the positions where holes habe tdrilled in the wall (see Fig-
ure[4.14 [center]). A further scenario which has been pregas [Ehnes et al., 2004] is the
display of an interactive menu on a movable cardboard (sgeréfid.14 [right]). This Per-
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sonal Interaction Panel is supposed to be used e.g. to adjuain application parameters.
According to the paper, however, its interactive functldgpdnas not been implemented yet.

In [Ehnes et al., 2005] and [Ehnes and Hirose, 2006], theoasithresent the concept of
projected applications whose visual interfaces are intatl to physical objects and dis-
played on them using the Projected Augmentation system. oAs 8s a specific visual
marker has been recognized using the camera on the stedmlite, the current state of
the corresponding application interface is retrieved ftbmapplication repository and pro-
jected on the object.

An example application illustrating the projected appima concept is the Guiding
Ticket system. It is an assistant system supporting passeng a public transportation
scenario using projected information. The Guiding Tickeelf is a train ticket printed on
a piece of paper, enhanced by an ARToolKit marker. When tlzigker is detected by the
Projected Augmentation system, the latest informatiorcearing the departure of the train
is projected directly on the ticket, including the platfoand coach number, the time un-
til departure and an arrow pointing in the direction to walkorder to get to the departure
platform.

Finally, the steerable projection system has been combiittda spatial audio setup
in order to realize a projected virtual character, which gave along the surfaces of the
environment ([Ehnes, 2010]). Although, this characteras lmuman-like, the approach is
similar to the one described in Section 613.3 of this work.

4.5 Synopsis

In this section, we have presented a variety of previous agsept research projects related
to the topic of projected displays, encompassing immergisteal environments like the
CAVE, multi-projector displays using rear or front project, and finally, steerable projection
systems. As the systems in the latter category are the mataeo the Dynamic Ubiquitous
Virtual Display system developed in the present work, inl@&bl, we present an overview
of the features of the different steerable projection systén comparison with those of the
DUVD system.

Although of a high technical complexity due to the combinatdf several steerable pro-
jectors, PixelFlex offers only a few opportunities to getterprojected displays in the envi-
ronment. By assembling the calibrated images of the diftgoeojectors into one combined
image, it is possible to adjust the sizes and light intensitthe resulting projected display.
However, the position of this display in the environmengistricted to only a relatively small
region of the room in front of the projector setup. Furthereaehere is no known opportunity
to interact with the projected image.

The Everywhere Displays projector was the first one to useitheal camera approach
for image distortion correction. It offers several inteda for explicit and implicit user inter-
action. However, in the implemented applications, thequigd displays are only switched
among predefined fixed positions. A continuous movementajépted displays along the
surfaces of the room is not considered in this project. Siryil in the Interactive Surfaces
project, fixed projected display locations are predefindte dser can move a projected dis-
play from one location to another using a tracked cardboardirg as a Portable Display
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Screen (PDS).

In the Cooperative Augmentation project, smart objectsvemgally detected as soon as
they appear in the scope of the projection device and visdafmation is projected onto
them, which can be regarded as implicit interaction. Thesiades display locations are re-
stricted to the surfaces of these smart objects, which mbahall other surfaces in the room
are not considered for projection at all. Direct user irtéom is possible using projected
buttons.

Similar to the DUVD system presented in this work, the LumEtiMe system uses the
peephole concept to visualize a portion of a larger virtispldy layer. It does, however, not
offer the ability to continuously move the graphical obgeon this layer. Instead, the visual
objects remain statically aligned with the geometry of theimnment, while the beam of
the steerable projector represents a moving spotlightitiegthe underlying image.

In contrast to the LumEnActive system, in the Projected Aegtation project, contin-
uously moving graphical objects have been implementedéarfribm of a virtual character
capable of moving along the surfaces of the room. Furthegmindirect user interaction is
realized using visually tagged objects, e.g. a drilling hiae for which drilling marks are
projected at appropriate locations on the walls. For eitptiteraction, a Personal Interaction
Panel in the form of a cardboard with a projected interaatiemu has been proposed, which
however has not been implemented according to the corrdspppaper.

. Direct user | _.
. . Continuous User . . Direct user
Distortion . . interaction |. . -
Hardware . movement |interaction . interaction | Implicit user
correction . A via A ) .
setup of graphical | via 3D . via interaction
approach . . projected
objects interface ) gestures
widgets
several fixed
. rojectors
PixelFlex p ) . homography no no no no no
with pan-tilt
mirrors
fixed projector
Everywhere . proj ) .
. with pan-tilt |virtual camera no no yes no yes
Displays .
mirror
Cooperative pan-tilt
Augmentation of projector- homography no no yes no yes
Smart Objects camera unit
Interactive Surfaces pan-tilt es
in an Augmented projector- homography wityh P’DS no yes no no
Environment camera unit
fixed projector . .
. ) proj ) only with only with
LumEnActive with pan-tilt | homography no no . no .
; extension extension
mirror
. an-tilt
Projected fo'ector virtual camera es no (yes) no es
Augmentation proJ . ¥ ¥ ¥
camera unit
Dynamic pan-tilt
Ubiquitous Virtual projector- |virtual camera yes yes yes yes yes
Displays camera unit

Table 4.1 Compatrison of the features of the presented steerableqgbia)j systems to those

of the DUVD system
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5 THEORETICAL FRAMEWORK FORCREATING A
DispPLAY CONTINUUM

Following the Ubiquitous Computing paradigm of integrgtthe means for human-computer
interaction into the users’ natural environment (see 8efi1), we propose the creation of
spatially flexible visual interfaces in 3D space, in ordegnable visual output for Ubiquitous
Computing systems. These visual interfaces should havestebility to easily adapt to the
physical environment in which they are displayed. In ordeachieve this goal, we introduce
the concept of display Continuurmas a novel approach to off-the-desktop visualization.

5.1 Display Continuum

In [Raskar and Low, 2001] and [Raskar, 2002], the témteractive display continuuns
used to refer to the variety of possible projection screeapeh in a static projector setup,
in which virtual objects are overlaid on physical geometsing spatial registration of the
projected image to the given projection surface. In cottiaghis work, we introduce the
concept of an imaginary layer enabling the display of visodrmation on surfaces in a
physical environment and denote itRisplay Continuum

Definition: A Display Continuum (DCijs a continuous virtual layer (partially) covering
the surfaces of a physical environment, on which visual emintan be displayed and
manipulated.

This concept allows not only the static placement and dpsiteage of visual information
in the physical environment, but it also offers the abiliycbntinuously move or discretely
reposition this visual content on the virtual DC layer. listivay, visual content can be
distributed over the surfaces of the physical environmerd similar way as, for example,
different application windows are positioned on a tradiibcomputer desktop. The Display
Continuum can thus be regarded as a kind of ubiquitous deshktegrated into the real
world.

There are different possibilities for the technical impéamation of the Display Con-
tinuum concept. On the one hand, mobile devices, like maiienes and PDAs, or also
head-mounted displays, allow the visualization of virtabjects as overlays on the phys-
ical world. However, with these devices, only an indireawiof the Display Continuum

59
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can be realized, as they are not part of the environment aveltbebe carried by the user.
On the other hand, if we want to enable a direct view of the Risgontinuum, the visual

information has to be displayed directly onto surfaces & ghysical world. One way to
achieve this is to embed physical screens into each surfate @nvironment. This could

be accomplished e.g. using thin OLED displays, which areettily being developed, and
which might someday make the realization of digital walkagisplays possible. Another
approach to visualizing the Display Continuum for dire@wiis to use projection. The ad-
vantage of this method is that it is unobtrusive, i.e. no @remt modification of the display
surfaces is needed. As already discussed in Secfion 4etabte projector units have the
ability to transform ordinary surfaces in their vicinitytinvisual displays without the need
of any further instrumentation.

Ideally, the Display Continuum of a given environment woalttirely cover all physi-
cal surfaces, and it would be directly and completely visibtowever, due to the technical
limitations of the potential visualization methods, it imgtically not feasible to create such
an ideal Display Continuum in an ordinary environment. A®asequence, we have iden-
tified four different aspects, which help us to charactetime various Display Continuum
realizations concerning their limitations.

e Spatial coverage Ideally, a Display Continuum is a closed layer covering ¢ndre
physical environment. However, depending on the techmealization, it might be
impracticable to visualize some parts of the DC layer. Fangxle, when using projec-
tion as the visualization means, it is very likely that cersurfaces may be shadowed
by others so that projection onto them is not possible. ityil when the DC layer
is built by embedded physical displays, there are probably surfaces which are not
overlaid by the DC. The number and size of these continuurs (fapresenting a kind
of blind spot) characterize the spatial coverage of a givén D

e Visual concurrency. Although a DC with a maximum spatial coverage (as defined
above) encompasses all surfaces in an environment, sashat gontent can be placed
at any location, the DC layer does not necessarily need totively visible at any time.
In some cases, e.g. when using mobile devices or projeatiodigualizing the DC,
only certain segments of the layer can be visualized at thegame. Depending on
the visualization device, these visible parts can be lasgemaller. Ideally, all parts of
the DC layer can be visualized simultaneously, which mednsdred percent visual
concurrency. Otherwise, we obtain only a partially viszethle DC layer, where the
visualized windows — the so called visual peepholes (segddef2.3 and 5]4) — can
be dynamically adapted in space.

e Immediacy: A DC layer can be visualized either immediately in the emwiment, so
that users can see it directly, or it can be made visible biitmpthrough a visual-
izing device, e.g. a head-mounted display, a handheld ahanaser-worn device.
We can thus distinguish between DCs which can be perceivedtlyi and those that
can be seen only indirectly by looking through a mediatoryia®e The immediacy
property is thus a binary attribute. Both types of DCs — thieddiy and the indirectly
visualizable — can have their advantages and disadvaniagesticular scenarios. A
directly visible DC, for example, has the advantage of bemge embedded into the
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physical room. However, in general, the realization of &ally visible DC needs a
more complex setup. In contrast, indirectly visible DCs patentially be created by
means of off-the-shelf handheld devices, like mobile pkpaad offer a high spatial
coverage, but their very restricted visual concurrenayiféd to a small screen) can be
a drawback.

e Homogeneity A homogeneous Display Continuum is one which is realizéaigusnly
one technology, e.g. a set of large physical displays endzkiithe environment. The
latter setup can provide a DC with a high level of visual coreocy but a relatively
low spatial coverage, depending on the size and amount cé@delol displays. In order
to increase the spatial coverage of this DC, one can for eleaogmbine this embed-
ded display solution with a location-tracked mobile deyiadich would allow the
visualization of the virtual layer at those surfaces whighrzot covered by embedded
displays. In this way, we would obtain a heterogeneous Bys@lontinuum combining
two different visualizing approaches. As each enablingrietogy has its own benefits
and drawbacks, by combining several types of visualizingogs, the characteristics
of the resulting DC can be improved and adapted to parti@palication needs.

Spatial Visual . .
Immediacy Homogeneity
coverage concurrency

Embedded physical

displays low/medium high direct homogeneous
(e.g. OLED)
User-worn devices high low indirect homogeneous
(e.g. HMD, handheld) g g
Steerable.prOJectlon medium/high medium direct homogeneous
(e.g. Fluid Beam)

Steerable projection
with embedded medium/high | medium/high direct heterogeneous
physical displays

Table 5.1 Classification of possible DC-enabling technologies

Table[5.1 gives an overview of the introduced charactesstf a Display Continuum
when realized with different enabling technologies. Ondhe hand, a DC realized using
embedded physical screens has the advantage of a high fexislial concurrency, as every
part of the DC can be made visible at the same time. This appralao offers the benefit of
a direct view without the need of instrumenting the user. ndther hand, at the current
stage of technology, it is very hard to achieve a DC with a lsightial coverage using only
physical screens. In contrast, with user-worn devices, Dits maximum spatial coverage
can be achieved. However, their disadvantage is that thieetehave to be carried by the
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user, and in most cases, they visualize only a very smaliquoof the DC at a time, i.e. their
level of visual concurrency might be quite low.

In this work, we concentrate on projection-based DCs witligh Bpatial coverage and
a medium visual concurrency, which are realized with stderprojectors. As they are pro-
jected directly onto the surfaces in the physical worldséhBCs are immediately visible for
the user. Primarily DCs visualized by steerable projecimmhomogeneous. However, later
in this work, we show how stationary physical displays carebwedded in a projection-
based Display Continuum, in order to achieve a heterogen®@uwith an increased level of
visual concurrency (see Section 6.212.2).

5.2 Virtual Displays

Given such a large display surface as provided by a Displagti@aum, there are two
conceptually different modes to interact with it. On the dvand, the user can be given
the opportunity to address every single pixel of the virtiager and to interact with it by
changing its color and intensity. On the other hand, intevaavith the Display Continuum
can refer to closed units similar to the traditional deskijeraction with windows and
icons. The former type of interaction is similar to the oneaidrawing application on a
desktop where, depending on the current settings, the @semodify individual pixels
or pixel groups by moving the cursor over them. This intécectmode offers a very high
degree of freedom in enabling access to the primary unitdd gnamely its pixels), which
the user can manipulate individually. However, the fleiipibf this interaction mode also
implies a high level of complexity. Usually, when working arraditional desktop, users do
not want to interact with single pixels but with virtual obfs, like windows, buttons, icons,
etc. If, for instance, a new icon has to be created, the useldwsually not draw it by hand
but let the system create it using certain templates. Bsgsifldne user is only able to address
individual pixels, he would not have the ability to easilydagks bigger units, e.g. icons,
whole images and frames. Therefore, we propose the sectarddtion mode for working
with the Display Continuum, in which whole visual units cam fieferred to and interacted
with. We denote these units 8tual Displays

Definition: A Virtual Display (VD)is a spatially defined unit of visual content, which
can be referenced and manipulated as a part of a DisplayrCiomti.

In principle, projected Virtual Displays can have any giygometric shape. However,
for the sake of simplicity concerning their creation, in therent realization, Virtual Dis-
plays only have rectangular shapes. Despite this simplifitaprojected Virtual Displays
can represent arbitrary visual shapes, as due to the spheiadcteristics of projection, the
projected displays can be borderless and without visibb&dpraund, so that only the visual
shapes displayed on them are perceived as a closed visitglard the actual rectangular
shape of the display frame remains invisible.
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5.3 3D Model of the Physical Environment

In order to realize a Display Continuum in a given environmérformation about the ge-
ometry of this environment with its surfaces must be prodid€his information can either
be gathered automatically using e.g. optical geometrynstcaction with structured light
([Raskar et al., 1999]/ [Salvi et al., 2004]), laser scaigumann et al., 2003]) or a combi-
nation of laser and image data ([Sequeira et al., 1999],dalet al., 2003]), or the geom-
etry of the environment can be modeled using a 3D graphidsretike Blendef, Google
SketchUE, AutoCAI:E, etc. Automatic geometry reconstruction requires specidlmostly
expensive hardware, and depending on the geometry megsapiproach, the resulting
model might be of low accuracy. Moreover, when automaticstbinning the geometry of an
environment, it is not possible to differentiate betweathvidual parts of the environmental
geometry, e.g. different walls, tables, windows, doors, &t order to receive such a seman-
tically enriched 3D model, the measured geometry data has s&tructured and edited, or
the model can be created entirely in an appropriate editor.

In the next chapter of this work, we present two differentrapphes to modeling the
geometry of an environment in order to obtain a Display Gantim. One way is offered by
the map modeling toolkit Yamamoto, which has been extenadduki course of this work, so
that it provides methods for modeling steerable projechnid Virtual Displays (see Section
[6.2.1.2). As an alternative approach, we have develope@raassisted model acquisition
toolkit using visual markers, which is presented in Sedfdh

As, in general, a Display Continuum does not offer full splatioverage, this has to be
reflected in the corresponding 3D model. Interruptions & Blisplay Continuum can be
caused by objects and surfaces on which placement of ViRisglays is not possible —
either due to their inappropriate coloring and structurebecause they are in some way
occluded by other objects in the environment.

Definition: An obstacleis an interruption in the Display Continuum in the form of a
surface, which is unsuitable for the placement of Virtuadiays.

When working with projectionpbstaclesan be e.g. pieces of furniture, windows, doors,
etc. In general, such surfaces do not offer an appropriatiegiion space because of their
intensive color or pattern, uneven structure, reflectasypegularity or transparency.

Further interruptions can also occur in a Display Continpumien its underlying
surfaces, which are potentially suitable for the placenoénfirtual Displays, are occluded
by other objects in the environment. Especially concerrpngjection-based DCs, such
occlusions may occur not only when an object is located invikaal line between the
user and the projection surface, but also when the line ditdigtween the projector
and the aimed projection surface is interrupted by anothgct In the latter case, the
corresponding part of the DC might potentially be visible fioe user, but nevertheless, it
does not allow the placement of Virtual Displays, as it isdslveed by some other object.

http://www.blender.org/
2http://sketchup.google.com/
3http://usa.autodesk.com/adsk/servlet/pc/index?id99852&sitel D=123112



64 CHAPTER 5. THEORETICAL FRAMEWORK FOR CREATING A DISPLAY CONNUUM

We denote such interruptions of a DCsimadows

Definition: A shadowis an interruption in the Display Continuum caused by an
occlusion of a surface by another object.

Although a Display Continuum is regarded as one continuayer] it is usually built of
several surfaces with different orientations. In this wanlch interruptions concerning the
surface orientation are denoteddiscontinuities

Definition: A discontinuityis an interruption in the Display Continuum, at which the
normal vector of the underlying surface is changing.

Discontinuities mostly occur at the borders of adjacenfasas, e.g. at room corners,
and they require special treatment, especially when ogaiir moving Virtual Displays.
Depending on the realization of the respective DC, the charighe surface normal in the
Continuum might require an adaptation of the shape andtatien of a Virtual Display that
is placed at this position.

visualizing device \

steerable projector . .
(steerable projector) display continuum

(light grey)

invisible

Virtual Display
acti;/e; visible
Virtual Display

________ 4 obstacle
‘_,,—‘—""'—i'r'{active, visible (window, yellow)
"""""""""""" Virtual Display
- Dynamic Peephole
(dotted frame) shadow
(dark grey)

discontinuity
(room corner, black)

Figure 5.1 Exemplary 3D model with visualization of the basic DUVD cepts

Figure[5.1 illustrates the basic concepts of Virtual Digpland Display Continuum in an
exemplary 3D model. The Display Continuum overlays the svalla room (light grey), so
that Virtual Displays (active/inactive and visible/inkile) can be placed on it. The visible
active display is visualized by a projector, which creat&Cawith restricted visual concur-
rency. The currently visible part of the DC is denoted as addyic Peephole (see Section
[5.4). Exemplary interruptions of the DC in this illustratiare a window (representing an
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obstacle), a room corner (representing a discontinuitgd)aashadow cast by a shelf mounted
on the wall.

In [Ashdown et al., 2004], an approach is presented whiahwallthe calibration of a
camera-projector system in such a way that it enables treeplant and interaction with
projected images across two adjacent surfaces placed agnat 90. The corner between
these two surfaces represents an interruption of a DC aogptd our definition. A typical
example of such a setup is a horizontal desk pushed agairestieal wall. If an image is
moved from one surface to the other, it is bent around theetomten it reaches the edge
of the surface. This creates the realistic impression thaglly flexible piece of paper is
smoothly slipped along the surfaces (see Figurk 5.2 [left])

Figure 5.2 lllustration of different discontinuity handling appi#es: image bent around a
corner [left], image bent along a curve [center] and VirtD@play switching orientation at
a corner [right]

A similar application is also presented in [Weiss et al.,@]0vhich is called BendDesk.
In contrast to the former approach, the horizontal and théced surfaces of the BendDesk
are connected by a curve, i.e. there is no discrete switcheostirface normal but a con-
tinuous transition, which allows a smoother interactionhéf moving an image from one
surface to another on the BendDesk, it is also bent alonguhes cwhich creates the illu-
sion of a virtual layer covering the curved surface of the d2esk, on which the image is
dragged (see Figute %.2 [center]).

In contrast to the approach presented in this work, bothipuely described applications
represent very locally restricted setups using fixed ptojegwhich require specific complex
calibration in order to deliver spatially correct resulfthe DC is visualized by a device with
lower spatial accuracy (like the one used in this work), teieding of the moved Virtual Dis-
play might not be exactly aligned with the underlying disthauity. Such slight inaccuracies,
which are hardly noticeable on a planar surface, lead tatishgag results when they appear
at a discontinuity, because the discontinuity itself repres a spatial reference point, which
reveals very clearly even small irregularities in the posihg of the visual content. Thus, it
would appear unnatural to an observer if the bend of a moveadaliDisplay is shown not
exactly in the according room corner but slightly beside it.

For the movement of Virtual Displays across discontingitie DCs visualized by devices
with mechanical inaccuracies, we propose to simply switehdrientation of the entire VD
according to the normal of the underlying surface as sooheamidpoint of the VD crosses
the discontinuity (see Figufe 5.2 [right]). Additionallg, more realistic movement effect
can be achieved by overlaying the discontinuity with a staititual object. In this way, the
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Virtual Display can disappear behind this masking virtugkot shortly before reaching the
discontinuity and then reappear on the other side with aptadeorientation. A masking
virtual object for a room corner can be, for example, a virfiléar.

5.4 Dynamic Peephole and Ubiquitous Cursor

If a Display Continuum offers only a low level of visual commency, most of its visual

content is invisible, while only small parts of it can be \afimed at the same time. In this
case, the concept of Dynamic Peepholes can be applied, én trdender particular parts
of the DC visible at a certain point in time. This concept isivied from the generalized
peephole metaphor presented in Sedtioh 2.3.

Definition: A Dynamic Peepholés a spatially adjustable virtual window revealing the
visual content of a Display Continuum with restricted visaancurrency, which can be
controlled either by a user or by a system.

Metaphorically speaking, a restricted Display Continuwm be regarded as an unlighted
layer, which is partially made visible by directing a virtw@arch on it. The light beam of this
virtual torch produces an island of visibility on the layehich we call a Dynamic Peephole,
so that the underlying content is visualized.

In fact, according to the Dual Reality paradigm (see Sed@idh, a Dynamic Peephole
represents a mediating window in a Dual Reality world, whadlbows the transition of vi-
sual data from the virtual world to the real world. In our cabe real world is the physical
environment and the virtual world is represented by the 3@ehof this environment. Vir-
tual Displays, which are created and manipulated in the imagpear in the physical world
only if they lie within a peephole. Conversely, user mardgiohs on the visualized Virtual
Displays in the real world are reflected on the correspondirigal objects in the 3D model.

real world virtual world

\ ProjECtOr e srrmssrmmsnmmssnmssaninanens » projector model \
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Figure 5.3 Exploitation of the Dual Reality concept
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To clarify the relation between real world and 3D model, FidH.3 illustrates the cor-
respondences between objects and phenomena in the redlavatitheir counterparts in a
virtual model.

Virtual Displays are calledisible if they lie within a peephole, i.e. they are currently
rendered visible in the physical environment; otherwikthay lie on the invisible part of the
Display Continuum, they are callgdvisible Additionally, a Virtual Display can be in an
activeor inactive state, which describes its potential visibility properiya VD is inactive,
it does not appear visible to the user even if it lies withireaghole. On the other hand, an
active VD only appears visible if it is located within a visiaang peephole or if a Dynamic
Peephole is moved over it.

As the definition states, the position of a Dynamic Peephad-hence the currently
visible part of the DC — can either be determined by the userdier to access particular
Virtual Displays or create new ones at desired locationth@peephole position can also be
steered by a system in order to provide visual feedbackatgagticular information to the
user or draw the user’s attention to a particular location.

When the user intends to interact with objects on the Dis@lagtinuum, it is important
to make clear where the current interaction focus of theegydies. In traditional desktop
systems, the mouse cursor marks the location on the screieh stcurrently in focus and
will respond to potential user input. The cursor concepvisies the user visual feedback
concerning his desktop interaction and defines the locatidine current interaction focus.

A similar approach to providing feedback on the interactfoous can also be ap-
plied to a Display Continuum. As an equivalent to the mousesaruon a desktop,
we propose the concept of @biquitous Cursoy which is a visual mark displayed in a
Ubiquitous Computing environment indicating the positiomrently aimed at for interaction.

Definition: A Ubiquitous Cursoris a visual mark indicating the location of the current
interaction focus on a Display Continuum.

This Ubiquitous Cursor is placed on the Display Continuurd ean be moved along it.
In order to keep it visible, the Ubiquitous Cursor shouldaa/be located on the visible part
of the DC (e.g. within a visual peephole). In the projectizased implementation presented
in this work, the Ubiquitous Cursor is bound to the centehefpirojected Dynamic Peephole
and thus can be directed at different positions on the uyidgrDisplay Continuum.

In a heterogeneous Display Continuum setup, where the DiSuslzed using a combi-
nation of different device types, it must be possible tograit the Ubiquitous Cursor between
different visualizing technologies. An example realiaatiof such a focus switch between
steerable projection and stationary physical screenssisritbed in Sectioh 6.2.2.2.

In the original peephole implementation ([Yee, 2003]), anain problem, which has
been observed in user studies, is the loss of orientatiohewittual workspace (which rep-
resents a small Display Continuum). The adoption of the Uitdgs Cursor in combination
with the alignment of the Display Continuum with the phy$mavironment could counteract
this drawback.
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5.5 Theoretical Model of Dynamic Ubiquitous Virtual Displays

Similar to traditional screens, ubiquitous displays haveiaber of basic parameters, which
have to be defined for each ubiquitous display instance. elhasameters encompass the
display namgwhich is needed for referencing), isize (width and height), itdocation in
physical space (defined by its midpoint as the reference)paiml itsorientation(which can
be defined by two vectors, e.g., the normal and the down \&ctdmnstead of defining the
display size, location and orientation separately, it$® @lossible to characterize a display by
the positions of its corners, from which the previously nmmd parameters can be inferred.
In some cases, the definition of a ubiquitous display by ita&s might be more comfortable
for the user. However, when changes in the display locatimh @ientation have to be
defined, then the use of the midpoint and orientation vedsarsore appropriate.

Apart from these shape and location parameters, a visydhglisan also be characterized
by its resolution. Traditional monitors normally have adnle resolution settings, whereby
a technically determined maximum resolution cannot be eced. Projection devices also
have a technically fixed resolution, defining the number &klsi that they are capable of
projecting. The actual resolution of a projected image, éw@t, depends not only on the
projector resolution but also on the distance between thiegor and the screen surface. In
this context, a more relevant parameter isghel resolutior‘pixels per inch”, which defines
the density of pixels on a display. A projection surface pthrelatively close to the projector
results in a small projected image with a high pixel densitisich appears sharper then
an image created with the same projector on a screen whiglfalither away (independent
from the projection focus, which has to be adapted accolglindpart from the projection
distance, the pixel density — and hence the resolution optbgcted image — also depends
on the zoom setting of the projector. A higher zoom factod$et® a smaller projected image
with a higher pixel density.

In photometryjlluminanceis the total amount of light incident on a surface per unitare
It is a measure of the intensity of the incident light or, mfially speaking, the perceived
brightness of an illuminated object. llluminance is meadtnlux (Iz) or lumens per square
meter(lm/m?), and its value is wavelength-weighted by tbminosity functiorto correlate
with human brightness perception. The resulting value eanded to describe the perceived
brightness of a Virtual Display.

The transparencyattribute, which can vary between 0% and 100%, defines theltra
cency of a Virtual Display, where 0% results in a fully opagisplay, and 100% transparency
leads to a fully transparent (and hence imperceivable)alisp\s already discussed, the per-
ceptibility of a projected Virtual Display in our case alsgp&nds on its activity state and on
the current focus of the Dynamic Peephole (see Section 5.4).

Another property which is essential for the definition of gquitous displays is the
display content The approach presented in this work allows the presentaifoboth
static images and video data as ubiquitous display congitihough the visual content is
not a necessary specification for the creation of a displayalso regard it as a basic pa-
rameter, because the main purpose of a ubiquitous displhg gesentation of visual output.
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Summarizing, we define the followirgasic parametersf Dynamic Ubiquitous Virtual
Displays:

e Size (width and height)

e Location (3D position of the display midpoint)
e Orientation (normal and down vectors)

e Resolution

e Brightness / llluminance

e Transparency

e Activity / Visibility

¢ Visual content (image, video or live stream)

In addition to these basic parameters, which are similahdsé of traditional physical
screens, ubiquitous displays also possess propertieshvahise from the special charac-
teristics of steerable projection (see Secfiod 2.5). Duthéofact that the application of
the Display Continuum approach allows the modification &f lttcation and orientation of
ubiquitous displays, they can be assignesi@emenproperty. The basic properties size,
transparency and visual content can also be modified acepydi

All these dynamic modifications of the basic DUVD parametans then dependent
on time constraints which means that a specific change of a basic parameter pdes
in a predefined period of time. If this time period is zero, gaameter modification is
discrete, otherwise, it is continuous. A ubiquitous digptan, for example, be made to
move continuously from position A to position B within 10 seds or, in contrast, it can be
made to disappear from position A and immediately reappegpsition B, which would
represent a discrete location change. Similarly, ori@matsize, transparency, and visual
content of ubiquitous displays can also be modified contislyoor discretely.

As a result of the above consideration, we define the follgwypes ofdynamic param-
eter modification®f DUVDs:

e continuous modificationf a basic parameter (with a given duration)

o discrete modificatiomf a basic parameter

Of course, dynamic modifications of different parameters alao be performed in par-
allel, or they can overlap each other in time. A ubiquitousptiiy can e.g. move along a
predefined path, while its content is changed appropriately

Although, dynamic parameter modifications could be defieappear without any de-
pendencies, typically, there would be some constraintsctwivould trigger a dynamic pa-
rameter modification. At the same time, a basic parametelf iten be a trigger for the
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modification of another basic parameter. The location ofiguitous display e.g. can influ-
ence its visual content, or the displayed visual contenthzase an influence on the current
display size. This means that each basic parameter of aitdaigudisplay can be used in a
constraint for modifying the values of other basic paramset®/e refer to these parameters
asintrinsic constraint parameters

Further parameters, like the identity and location of a usea physical object in the
environment, or the reaching of a specific point in time, clo act as triggers for an
adaptation of certain ubiquitous display parameters. &lpesameters are usually provided
by external events, and we refer to theneaginsic constraint parameters

In the following, we give some examples of extrinsic coriatraarameters, which can
influence and trigger changes in the basic ubiquitous digmaameters:

e Pointin time
e User identity and location
e Object identity and location

e Direct user interaction

A typical example of a time-dependent ubiquitous displag isminder message. In this
case, a ubiquitous display can be created at a desireddocatitially showing no content. In
order to make it display a reminder message, it has to bereesby“point in time” constraint,
which would have an influence on the visual content of thelaispn this way, the ubiquitous
display can show a message about an approaching appoirdtreespecified date.

If the reminder message concerns only individual users er geoups, the ubiquitous
display can be assigned a “user identity and location” camgtdefining that the specific
message should be displayed only if a dedicated persongsmran the environment. In this
case, the user identity and his current location have areinfie on the visual content of the
display.

In order to make the reminder message even more adaptiveséndocation can also be
used in a constraint influencing the location of the ubiqustdisplay showing the message.
In this way, the message can be displayed at a location initirty of a dedicated user,
depending on the current user location at the previouslgifipe point in time. Another
scenario, in which the user location can be exploited in raimgs influencing ubiquitous
display parameters, is a museum guide application. In thigext, the ubiquitous display
location can be bound to the current user location, so tretdigplay is “following” the
user. Moreover, the displayed visual content can be addpttte current display location
in order to show appropriate information correspondinghi ¢xhibits in its vicinity, and
the displayed content can further be dependent on the usatitidin order match the user’s
interests.

Later in this work, some approaches for explicit and impliger interaction with ubig-
uitous displays will be presented (see Sedfion 6.2). Thésaction should of course have an
impact on the basic parameters of the aimed ubiquitousajisphus, events issued from the
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user interaction can also deliver extrinsic constrainapaaters, which can influence certain
basic ubiquitous display parameters.

Of course, the list of proposed extrinsic constraint patamseis just an excerpt, as
there are numerous other factors which can be taken intaiateehen defining ubiquitous
display behaviors. Consequently, the characterizatiambifuitous displays must be flexible
enough to allow the definition of further extrinsic consttgparameters.

Figure[5.4 presents an overview of the concepts presentibisichapter and their rela-
tions to each other.
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Figure 5.4 lllustration of the concept of Dynamic Ubiquitous Virtuaisplays

5.6 Interaction Methods for Dynamic Ubiquitous Virtual Dis-
plays

When a novel medium for visual information presentationdgedoped, one has to consider
how users can interact with it in order to access and marigputa content. Usually,
before inventing entirely new means of interaction, a comnapproach is to identify
well-established interaction metaphors and methods, dagtahem in such a way that they
can be used with the novel medium. In this way, users can grore @asily accustomed to
the new interaction method, when they recognize slighthdified but familiar interaction
structures.

Based on the previously developed concepts and parametitsave identified the fol-
lowing functionalities which a ubiquitous display systehosld support:

o Virtual Display creation
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Virtual Display deletion

Defining/redefining the content of Virtual Displays

Adjusting the basic parameters of Virtual Displays (sin¢ation, etc.)

Moving Virtual Displays along the Display Continuum

Moving the Dynamic Peephole along the Display Continuum

5.6.1 Interaction via 3D Model

As the currently most popular metaphor in human-computeraation is still the WIMP
metaphor on desktop computers, our first idea for an interactpproach with the Display
Continuum was to visualize the 3D model of the environmerd agme it to remotely
manipulate the Display Continuum via desktop interface. isTihterface consists of a
window showing a view of the environmental model, which can rbanipulated using
a common computer mouse. The visualization of the model shibw surfaces of the
Display Continuum and its interruptions (obstacles, shex)powhere each type of surface
is characterized by a different color. By clicking and driagg the user can rotate the 3D
model in order to access a desired location on the Displayti@amm. Mouse interaction
can also be used for the creation and manipulation of Viiusplays.

Two implementations of this 3D interface concept are prieskim detail in Section 6.2.1.
An advantage of this interaction approach is the decouplfrilge interaction space (desktop)
from the application space (physical environment), in \utttee actual effect of the interac-
tion takes place. In this way, the user can interact with tigpRy Continuum remotely,
without needing to be present in the corresponding enviesitimOn the other hand, in case
the user is in the environment he is working with, the dedogpbf interaction and applica-
tion spaces can be regarded as a drawback, because in thightemsiser has to constantly
switch his attention between the interface on the desktadjptlam real world in order to ob-
serve the effects of his manipulation.

5.6.2 Interaction in Physical Environment

In order to overcome the attention switch problem, whiclsemiwhen interacting with a
Display Continuum using a 3D desktop interface, we decidedffier users the ability to
interact with the DC directly in the physical environmentvifnich it is visualized. This
type of interaction is more direct, as the user can be giverirtipression of immediately
manipulating its physical surroundings without any appareediatory interface.

Moreover, the transition of the interaction space into teers physical surroundings
enables the implementation of system-controlled DUVDghwihich the user’s focus of
attention can be guided to relevant information by the ubdgs system. One problem which
occurs in this case is the loss of focus when the user is nateagfasystem-issued output
on a DUVD, e.g. when a Virtual Display appears outside the'siseirrent field of view.
This issue can be handled by adding further output modalitethe DUVD system, such
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as sound. Auditory cues can be used as spatial hints to ngplaging system messages,
which can be realized using a spatial audio system (e.g. BA&thmitz and Butz, 2006]).
Another approach to counteracting the focus loss problaheisracking or estimation of the
user’s viewing direction. In this way, the visual inforn@ation the Display Continuum can
be adapted to the user’s current field of view by either digptathe respective ubiquitous
display in front of the user or by visually guiding the usariew to the displayed content if
it is bound to a certain location.

In the next chapter, we present several implementationsadfworld user interfaces for
DC interaction. These interface modules offer various ugesinteraction approaches, in
which the gestures are recognized using different sensrttntques, including vision-based
and other sensor-based approaches.

5.7 Synopsis

In this chapter, we have presented the basic concepts comgehe realization of a Display
Continuum. In this context, we have defined the tebBisplay ContinuumVirtual Display,
Dynamic PeepholandUbiquitous Cursor We have established a set of characteristics for
classifying a Display Continuum, and we have proposed agqirfor modeling the physical
environment in order to obtain a 3D model which representssply Continuum. Further,
we have explained how a Dynamic Peephole and a correspobliimgiitous Cursor can be
applied for visualizing relevant information on a Displagr@inuum and for supporting the
user during interaction.

Finally, we have proposed a theoretical model of Dynamicquibous Virtual Displays
taking into account a number of basic parameters and th&npal modifications based on
intrinsic and extrinsic parameter constraints. Furtherhave outlined the two basic types of
interaction with a Display Continuum, which can be realiegtier using a 3D interface in a
desktop application or real-world interaction in the phgsienvironment.
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6 ARCHITECTURE, REALIZATION AND
APPLICATIONS

In this chapter, we present the architecture and realizatioheDynamic Ubiquitous Virtual
Display (DUVD)system based on the previously described concepts. Higlirgh6éws an
overview of the DUVD system architecture with its main masul
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Figure 6.1 DUVD system architecture

The core components needed for a distortion-free projectfosisual content on appro-
priate surfaces in the environment and for the control ofsieerable projector device are
provided by the Fluid Beam software (see Secltion 8.1.2)clwhias been adapted and ex-
tended for use in the DUVD system (depicted as orange strgggtengles). Exploiting these
core modules, the different DUVD interfaces enable usergaidk with the Display Contin-
uum in various ways. These interfaces and further main DU\dules (depicted as orange

75
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rectangles) are described in detail later in this chapteaddition to the explicit interaction
opportunities, implicit interaction has also been realizsing sensor data provided by ex-
ternal applications in form of events. The 3D model représgrthe Display Continuum
can either be generated with a semi-automated modelingteelSectioh 611), or it can be
retrieved from the modeling toolkit Yamamoto, which hasiddally been extended by a
shadow-computing module (Shadow Engine) (see Sectioff.B)21n the overview graphic,
the environmental model and data which is generated by théD&ystem or required as in-
put from external applications is represented by blue deahents. Finally, user data needed
by the accelerometer-based interaction module is obtdioed a gesture profile pool (de-
picted as green cylinder).

6.1 User-assisted 3D Model Acquisition

As discussed in the previous chapter, for creating a Dis@lagtinuum, the DUVD system
needs an appropriate 3D model of the environmental geomatoyder to facilitate the user
in generating such a model, we have developed a tool forasststed 3D model acquisition
using the steerable projector device with an attached @amer

Projector-camera calibration

In order to enable the correct detection of surfaces in thie@mment, the steerable projector-
camera unit has to be calibrated appropriately. The inidibration process encompasses
the calibration of the projector-mounted camera and sulmsety a computation of the spa-
tial relation between projector and camera.

For calibrating the intrinsic camera parameters, we applyang’'s algorithm
([Zhang, 1999],/[Zhang, 2000]), which uses a planar chdxand pattern with a known size
as calibration tool. The camera parameters are calculatestini-automatically matching
the reference points on the checkerboard in images takendifferent perspectives.

After the camera has been calibrated, the same algorithxplsited for the computa-
tion of the spatial relation between projector and cameidng into account the previously
determined intrinsic camera parameters. For this purpesaeed a reference surface with
an attached checkerboard pattern defining the world coatelisystem. In a first step, the
position of the camera in the world coordinate system is agrth consisting of a transla-
tion (T,.) and a rotation R,,.) component (see Figufe 6.2 (a)). Subsequently, we project
the checkerboard pattern on the reference surface, cagiureage of it with the projector-
mounted camera (see Figlrel6.2 (b)) and detect the refepmmees of the projected pattern
in the camera image. Taking into account the previously adetpposition of the camera in
the world coordinate system, we can compute the positiotkesle reference points in the
same coordinate system (see Fidure 6.2 (c)). Hence, agpigain Zhang's algorithm, we
can obtain the position of the projector in world coordisafg,,, and R,,,) (see Figuré 612
(d)).

Finally, the relation between projector and camera can bgated as follows:

Rpc = ch * pr_l
Tpc = Twc - Rpc * Twp



6.1. USER-ASSISTED 3D MODEL ACQUISITION 77

(€ (d)

Figure 6.2 Calibration of projector-camera setup: (a) computing eamposition in world
coordinate system defined by physical checkerboard pat{bjrcapturing an image of a
projected checkerboard pattern; (c) detecting referenadgof projected pattern and com-
puting their positions in world coordinate system; (d) dewg translation and rotation com-
ponents for computing projector position in world coordéaystem

Projector-Camera Calibration Toolbox

For the implementation of this calibration algorithm, wevéaleveloped a user interface
which builds on thesML C++ Camera Calibration Toolb@(provided by the Graphics and
Media Lab of the Moscow State University. This tool is a stafwhe application providing

methods for camera calibration (including the previousityaduced algorithm by Zhang).
In addition to a set of pattern detection and calibratioroatgms, the Camera Calibration
Toolkit provides a graphical user interface allowing theru® easily access the different
functions.

We have extended this GML C++ Camera Calibration Toolbox Rra@ector-camera
Calibration Toolboximplementing the previously described calibration aldons. Figure
[6.3 shows a screenshot of the modified user interface of tilbaw. The buttons (a), (b)
and (c) have been adopted from the original toolkit versioutton (a) triggers the pattern
recognition algorithm for individual images, button (bdugs the same algorithm for a list of
images, and (c) triggers the camera-calibration algorifiter the checkerboard pattern has
been detected in at least four images.

With buttons (d) — (), the additional functions for camemajector calibration can be
triggered. The transformation of (projected) referencifsofrom camera coordinates to
points in world coordinates given a predefined referenctasaiis triggered by button (d).
Subsequently, the calibration of the projector parametansbe initiated by pressing button

http://graphics.cs.msu.ru/en/science/researchteditim/cpp
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(e). Finally, button (f) starts the computation of the podbje-camera transformation.

The output window in Figure 6.3 shows an example of the ptojezalibration step, in
which the reference points of a projected checkerboarépakiave been detected.

EZ Projector Camera Calibration Toolbox

File Object detection Calibration Undistort  Help
Images

+=~]

| [ Planel_Projlmage. i
.F’\ 2 Proimage
5Pl Proimaoz o
Flaned_Projmage. jp
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< >

Image Plane3_Projmage.ipg

Figure 6.3 Projector-camera Calibration Toolbox as a modificatiothefGML C++ Cam-
era Calibration Toolbox: buttons (a), (b) and (c) adoptedhfthe original interface; buttons
(d), (e) and (f) triggering additional functions

Acquisition of planar surfaces with attached visual markers
As auxiliary means for detecting the position and orientatdf surfaces, we use optical
markers (ARTooIKI) whose location can be detected in respect to the camang tise
corresponding software library. The marker is attachetdeatirface which is to be modeled,
and it is captured with the camera (see Fiduré 6.4). An aisabfsthe marker image with
the ARToolKit software provides a transformation matri¥.{,.) representing the relation
between marker and camera. With the previously computgdqior-camera transformation
(M = Rye * T)e), we can compute the transformation matrix representiegptsition and
orientation of the marker in projector coordinatés,f, = M,,. ' *M,.). This knowledge is
used to project a Virtual Display onto the visual markerfwvatcross label denoting the center
of the display. Now the user can define the margins of the caiflaat is to be modeled by
moving the cross along the surface plane to the cornersosthface. Finally, the positions
of the surface corners can be computed in world coordinageg uhe following equation:
Mys = Mys * My, With M,,, characterizing the location of a surface corner in projecto
coordinates and/,,s denoting its location in world coordinates.

2http:/iwww. hitl. washington.edu/artoolkit/
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X

Figure 6.4 lllustration of the surface geometry acquisition algfamit

User interface for model acquisition

For enabling a user-assisted model acquisition with theigusly described algorithm, we
have developed a graphical user interface allowing thetosdefine individual surfaces and
add them to a 3D model. Figure 6.5 shows a screenshot of teisdne, which provides the
following main functionalities:

Global configuration of a 3D model

Detection of the position and orientation of a visual maached to a surface

e Translation of a projected label along the detected suffiaoree

Acquisition of surface geometry in a 3D model

The components involved in the global configuration of the®@lel can be found in the
frameRoom ConfigurationThe buttonCreate New Modéhitializes a new empty model and
Save Modeénables the storage of a model in an xml format. Witad Modela previously
created 3D model can be loaded in order to be extended byefusthifaceslinitialize World
CSenables the definition of a world coordinate system.

In order to determine the position of a visual marker retativ the predefined world
coordinate system, the elements of thaerface Determinatioframe can be appliedNew
Marker initializes the marker detection in a certain area, spetiigthe pan and tilt values
of the steerable unit. The computation of the marker locatiothe reference coordinate
system is triggered by the butt@et Marker Transformin order to reduce a possible error in
the marker position detection, this computation can beoperéd several times with different
marker positions on the same surface. Fin&lgmpute Orientatiofriggers the computation
of the plane on which the surface is located as an averageeofalnes computed for each
marker.

The frameSurface Reconstructiocontains elements for defining the margins of a sur-
face in a previously detected plane by moving the projectedsclabel to its corners. For
initializing the creation of a new surface, the butt©onfigure New Surfadeas to be pressed.
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The buttonCreate Virtual Displaytriggers the display of the cross label as a Virtual Display
on the computed plane. With the keyx>, <y> and <z>, the user can specify the axis
on which the cross should be moved to the surface corners, With the arrow keys, the
cross label can be moved along the currently specified axdsofn as a surface corner has
been reached, theéet Cornersbutton captures the corresponding position in the referenc
coordinate system. Finally, withdd Surface To Modgthe current model is extended by the
newly specified surface.

Optionally, the surface can be assigned a spetifie (e.g. wall, obstacle), aameand
a reachable fromattribute, which allows the definition of adjacent surfac@his enables
the creation of a connected 3D model, which allows a movemieyirtual Displays across
surface borders.
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Figure 6.5 3D model acquisition tool

6.2 DUVD Interfaces

In the course of this work, we have applied various types tfraction techniques for cre-
ating and controlling Virtual Displays and Dynamic Peepsabn a Display Continuum. In
this section, the developed interfaces are presented il ,dgtairting with desktop interfaces
through to system components for interaction in the physicald.

6.2.1 Interfaces for Desktop Interaction

Keyboard, mouse and monitor are currently still the stashgaripherals used with comput-
ers. Most people who regularly work with computers are ugellandling these devices.
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Hence, developing a Display Continuum interface usingeaheput and output devices ap-
pears to be an obvious solution. In this way, people can atgtieemselves with the new
spatial output concept while applying adapted familiaeiattion metaphors.

6.2.1.1 3D Desktop Interface

Our first approach to facilitating the creation and placeimei Virtual Displays in a
given environment aims at creating a desktop interface hwisdntuitive and easy to use
([Spassova, 2007]). The proposed solution is based on alization of the 3D modEl
of the physical environment, which is primarily exploiteat the realization of the Display
Continuum (see Sectidn %.3).

Beside the surfaces that are suitable for projection (liedisydesk surfaces, etc.), the
3D model also contains obstacles (like windows, doors),etm which no projection is
possible, according to the concepts described in SectRnsing this model, we have also
implemented an algorithm which computes trajectoriesferhovement of Virtual Displays
avoiding collision with obstacles. This path-finding apgurb allows for example to make a
projected virtual character move through the environmelidwing the user in real time (see
Sectior 6.3.B).

In the 3D model of the developed interface, potential ptapecsurfaces are represented
in grey and obstacles are rendered in yellow, so that theybeagasily distinguished. For
creating the 3D model, the DUVD system provideSLafacecIas, which can be used to
specify individual surfaces of the environment in a predsficoordinate system. An instance
of theSurfaceclass is defined by the corners of the corresponding surésdedint3d objects)
and the surface type, which can be one of the following:

¢ PROJECTIONSURFACET representing a surface suitable for projection;
e OBSTACLErepresenting an obstacle surface, which is not suitablprfgection;

e SHADOW representing a surface which is shadowed by another oajetthus not
suitable for projection;

e STATIONARYDISPLAY: representing a stationary physical display (monitor)jolvh
builds a static peephole in the Display Continuum.

According to the concepts formulated[in}5.5, each modebserivhich builds a part of
the Display Continuum is assigned a normal vector and a dawetoy, which are needed
for a correct placement of Virtual Displays on it. The difentof the normal vector results
from the specified surface corners, which must all lie in thee plane. When a Virtual
Display moves across the boundaries of adjacent surfadhe &C, the normal vector, i.e.
the orientation, of the VD is adapted to the one of the undeglynodel surface. For vertical
surfaces, such as walls, the down vector can also be assagt@uatically. This parameter is
important for determining the initial orientation of a ngvdreated Virtual Display. When a
VD is created on a certain surface in the model, its down vestautomatically aligned with

3The model is built using Java3D and is displayed in a JFramgramming construct.
4The Surfaceclass extends of the standard Java3D class Shape3D.
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the down vector of this surface. For non-vertical modelaes, e.g. desks, the down vector,
specifying the default VD orientation on them, has to be nadipulefined by the modeler.

Using theSurfaceclass, the 3D model of the desktop interface can be buileeithan-
ually or it can be generated automatically from a previousgated Yamamoto model using
a customYamamotoToJava3Ponverter. The latter approach allows also the incorpamati
of computed shadow surfaces, which have been determinecebpsrof theShadowEngine
module in Yamamoto (see Section 6.211.2).

In the visualizing frame, the 3D model can be rotated hotalbn and vertically by
clicking and dragging with the left mouse button. Clickingwthe right mouse button on
a projection surface initializes the creation of a Virtuasjday in the model. A subsequent
dragging, while the mouse button is still kept pressed, sperectangular frame representing
the outlines of the Virtual Display to be created (see Fiffufe[left]). When releasing the
right mouse button, the user creates a Virtual Display with given shape on the Display
Continuum, and a representation of it is visualized in then3ilel of the interface (see Fig-
ure[6.6 [center]). At the same time, if the interface is camee to a corresponding Fluid
Beam device, the Virtual Display is also projected at thened@nt position in the physical
environment (see Figure 6.6 [right]). In the 3D model, trepthiy is created as\drtualDis-
play object with the defined corner points and it is automaticaigigned a unique ID, which
is used for referencing.

|:, Display 1

Figure 6.6 Virtual Display creation: frame representation duringuse drag [left], repre-
sentation with display ID [center] and corresponding petgd Virtual Display in the physical
environment [right]

At this stage, the display does not have any visual contentsgeby default, it shows
its own ID (see FigurE 616 [center] and [right]). The user naw define the display content
by drag-and-dropping images or videos from the desktop emgpresentation of the Virtual
Display in the 3D model of the interface (see Figurd 6.7). nThke chosen image appears
on both the projected Virtual Display and the correspondaqpresentation in the interface.
When a video is shown on the projected display, the repriegedisplay in the interface then
shows only a movie symbol. The visual content of a Virtualdlag can be re-defined at any
time. By dropping a new image or video file on the display repngation, the old content is
replaced.

Additionally, the 3D interface offers also the possibilityassign a video stream from the
desktop to a Virtual Display. Clicking on tHereate Streantutton of the interface opens a
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Figure 6.7: Defining display content using drag and drop: image file dpeiragged [left],
image set as display content in the interface [center] apgegted on the corresponding
Virtual Display in the physical environment [right]

new frame, with which the user can specify the area on thetolesihich is to be streamed
to a corresponding display. After an optional adjustmenthefframe’s boundaries to the
desired desktop content, the user can click orSttneam talrop-down menu, which contains
the IDs of all currently available Virtual Displays, andigssthe video stream to one of them.
Alternatively, for simplification, there is also the pogbip to stream the entire desktop as
Virtual Display content independent from the stream-deéjrframe, using th&ull screen to
menu, which also contains all current Virtual Display IDs.

An extended version of the stream creation interface ofieradditionalShow On Dis-
play button, which crates a new Virtual Display showing the dele@gart of the screen. This
Virtual Display, which is initially located on a stationasgreen, can then be dragged to the
adjacent projection-based Display Continuum (see FiguBg 6rhis embedding of physi-
cal screens into the projection-based DC is further uselldratcelerometer-based gesture
interaction module described later in this chapter (sed@€6.2.2.2).

= e ——

Figure 6.8 Virtual Display creation using a live stream form a stasignscreen: (a) stream
creation frame specifying a location on the screen showinlpek application, (b) Virtual
Display created on the screen showing the specified streair{ual Display moved on the
screen, (d) Virtual Display projected on the Display Comtim beside the physical screen

After a Virtual Display has been created, it can be moved teva position by clicking
and dragging with the left mouse button on the correspondipgesentation of the display
in the 3D interface. The projected Virtual Display in the pioal environment and the cor-
responding display in the 3D model then move in parallel amahge their orientations ac-
cording to the orientation of the surface they are curreplced on, i.e. in particular, the
displays flip around their vertical axes as soon as they mokesa a room corner, which
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represents a discontinuity in the Display Continuum.

Furthermore, the 3D interface offers also the possibibtdiscretely change the size and
the position of a Virtual Display in a menu that appears aftleft click on the corresponding
display representation in the 3D model (see Figure 6.9) @kows a more exact adjustment
of the parameters than with the mouse dragging interaction.

Create Stream

Create Stream

e 209

‘ - = = s -
038 . =
[ -4.47 il
.&4 Set position
Cancel Cancel

esesssssssn NN eesssseesnn RN

Figure 6.9 Menus for size [left] and position adjustment [right]

6.2.1.2 Yamamoto Extension with Shadow Simulation

The Java-based 3D interface described in the previousosealiows a comfortable manip-
ulation of Virtual Displays in a desktop application. Howevit does not provide an op-
portunity to interactively build or modify the 3D model itewhich represents the Display
Continuum. In order to overcome this limitation, we decidedake an existing graphi-
cal modeling framework, which offers appropriate 3D mauiglcapabilities and extend it
through specific modules in order to enable the modelingesrable projection devices and
the corresponding Virtual Displays.

The framework which was chosen for this purpose is the modetoolkit Ya-
mamoto(Yet Another MAp MOdeling TOolkit) ([Stahl and Haupert, Z8)0 [Stahl, 2009],
[Stahl and Schwartz, 2010]). It has been developed to stupip®modeling, design and de-
velopment of user assistance systems in Intelligent Enments. The focus of this tool is
on the geometric modeling of physical environments and thetrumentation with sensors
and actuators in 3D. Figufe 6110 shows a typical view of theafmoto editor with the 3D
visualization of a currently chosen model (here: IRL, seetie[2.2) and an editing menu
for the adjustment of certain model parameters on the rigbtaf the interface.

In the course of the present work, the Yamamoto framework exésnded by several
classes in order to realize the modeling of steerable pmjeand Virtual Displays. Addi-
tionally, the moduleSshadowEnginevas developed, which realizes the computation of shad-
owed surfaces on a given Display Continuum according to #fimition in Section 5.13. The
extension also establishes a connection between Yamamadtine Fluid Beam software of
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Figure 6.10 Yamamoto editor

the corresponding steerable projector, so that the Yanaptitor can be used as a further
3D interface to control the projector and the Virtual Dig@asimilarly to the 3D interface
described in the previous section.

Furthermore, &amamotoToJava3DConverter provided, with which models stored in
ymI-forma can be transformed into Java3D models for use in the prdyiintsoduced 3D
interface.

Although Yamamoto allows a full 3D visualization of the mtetkgeometry, the actual
modeling process and the stored yml-models are only in 2[Bi3. means that e.g. the walls
of aroom are defined in the form of 2D edges on a floor plan andlzagparameter defines
the wall height. This representation has originally beessen by the Yamamoto developers
in order to facilitate the modeling of building geometry aidtcorresponding architectural
floor plans. However, for the geometric computations whiakehto be performed by the
ShadowEnginenodule, this representation is unsuitable.

For this purpose, we have developed a new class hierarchigdaepresentation of wall
surfaces. It consists of the clasa#allUnit, WallBoxandWallPlane where

e WallUnit is the basic wall element, which represents a continuoukseation, i.e., it
encompasses only concatenated Yamamoto wall edges whihialthe same plane;

¢ WallBoxcontains WallUnits which lie sufficiently close togethettlie same plane;

¢ WallPlaneencompasses all WallUnits lying in the same plane.

®Yml is a proprietary xml-based storage format developedterepresentation of Yamamoto models.
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An element of type WallBox actually represents what peoptsifively perceive as a
complete wall, even if it might be interrupted by a narrow gapbstacles in the form of
doors or columns. The elements of typéllPlaneare necessary for the computation of
shadows which do not entirely fall on one single wall. In gahethe outlines of a thrown
shadow are computed on a particlNgallPlaneand subsequently cropped at the boundaries
of the correspondingVallBoxaobjects.
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Figure 6.11 Architecture of the Yamamoto extension for modeling anatied of steerable
projectors and Virtual Displays and for shadow simulation

Figure[6.11 illustrates the architecture of the Yamamoteresion. In order to provide
a generic interface for the modeling of a variety of inteikactievices, which might be inte-
grated in an Instrumented Environment, the superdlasscehas been defined. In addition
to some position parameters, it contains an instance of Bgerepresenting the device’s
bodyand an instance of tydenpactFieldrepresenting the physical range of the device. Ob-
jects of typdmpactFieldcan have different shapes, e.g., the electromagnetic field BFID
antenna can be ideally represented as a sphere, the scopénfifaaed beacon is typically
conical, and the beam of a projector has the shape of a pyramid

As in the present work, we mainly focus on projectors as auimg devices, we have
developed the cladgsnpactPyramidas a subclass of the generic cléspactField TheDe-
vice subclasseStaticProjectorand SteerableProjectoboth contain a parameter of typma-
pactPyramidrepresenting the corresponding projector beam takingaiotount the aperture
angle, the projection range and the aspect ratio of the ecégpgrojector. In order to facili-
tate the future incorporation of further steerable devitiks e.g. steerable cameras, into the
Yamamoto framework, we provide the generic cl8#serableDevicas a subclass @evice
and a superclass &teerableProjectorlt contains parameters and functions concerning the
spatial adjustment of steerable devices.

For the representation of Virtual Displays, we have impleted the Yamamoto class
VirtualDisplay, which corresponds to the respective display class in th&DUore system.
Figure[6.12 shows an example of a Virtual Display represemteramamoto. In the prop-
erties menu of the Yamamoto editor, the parameters of tleeteel Virtual Display can be
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Properties v B
[EpY
B virtual Display
Height 17,37705
Height (cm) 80
Is Active True
Is Visible True
o —— o Movement Scale 2
e Name virtualDisplay1
| E% 2 Orientation ()
| projector SteerableProjector1
Static Image C:\Dokumente und E
Width 26,06557
,,,,,,,, o width (cm) 120
T X (Modelipx)  630,0013
Y (Modelipx) 555
Z (Modelfpx) 43,53706
Z (Realfcm) 200

Figure 6.12 Virtual Display in a Yamamoto model

accessed and modified if needed.

As already described in Sectibn b.3, Virtual Displays caster four different states de-
pending on their activity status (active/inactive) andrthisibility status (visible/invisible).

In its Yamamoto counterpart, the current state of a Virtuaplay is denoted by minor
changes in the visual representation. An inactive Virtusply is rendered slightly trans-
parent, and the content of an invisible Virtual Display iayg@d out to a certain degree. The
combination of the activity and visibility states resultsfour different possible representa-
tions, which are illustrated by way of example in Figure 6.13

Furthermore, thérojectorSynchronizatiomepresents an interface for a direct propaga-
tion of user interactions in Yamamoto to the correspondtegrable projection system in the
physical world. Similar to the approach of the previouslhgaed 3D desktop interface,
this synchronization of virtual model and real world elemseimplements the Dual Reality
concept proposed in Sectibn b.3.

The moduleShadowEngin@ses the hierarchical wall structure built WallUnits, Wall-
BoxesandWallPlanes and theSteerableProjectoobjects provided by a given model in order
to compute the regions on the Display Continuum which catweoteached by the projec-
tor beam of this steerable project@h@dows The algorithm computes individual shadows
for each object present in the projection area of the inwbbteerable projector, and finally,
these shadow fragments are merged to connected regionsh wéun be visualized in the
Yamamoto editor.

The shadows computed by tBeadowEnginare visualized as semi-transparent surfaces
in the 3D model in the Yamamoto editor. The color of the shadawace matches the one
of the corresponding projector representation. They cattiggayed in the editor in atatic
viewor in alive view In the former case, the shadow representation is updatedtiaé user
has finished the movement ofSteerableProjectoor another object in the 3D model. In
contrast, the live view implements a continuous update @futtojector shadows during the
movement of the corresponding steerable projector devitehis way, a modeler can be
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(c) inactive and visible (d) inactive and invisible

Figure 6.13 Visualization of Virtual Display states in Yamamoto

supported in the selection of an appropriate mounting locdbr a steerable projector in a
newly established Instrumented Environment. By movingS3texerableProjectoobject in
Yamamoto, the user can observe the current shadow statdasdirid an optimal location
for the installation of the steerable projector in the pbgkenvironment. While searching
for an appropriate mounting location for a steerable ptopegotential goals can be, for
example, a minimization of the resulting shadow surfacesrooptimal illumination of
important surfaces, on which projection is necessary. Taicsview mode, on the other
hand, is less computation-intensive and thus more effic@@r@omplex 3D models.

A screenshot of the Yamamoto editor with shadow visuatiraefor a steerable projector
can be seen in Figufe 6]14.

The ShadowEnginenodule allows also the simulation of several steerablegptojs in
the same environment. In order to be able to distinguishtthd@wv surfaces corresponding to
eachSteerableProjectorthe computed shadows are displayed in different colorscimreay
those of the respective projector objects (see Figurel 8eff))] When several steerable
projectors have to be installed in one room, it is often Ed#ng to see which surfaces cannot
be reached by neither of the projectors in a given setup.tf®ptrpose, th&hadowEngine
module offers the opportunity to switch tacambined shadownode, in which the shadows
of all projectors are intersected resulting in an overadidgiw representation (see Figlre 6.15

[right]).
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Figure 6.14 Shadow representation in Yamamoto

6.2.2 Real-world Interfaces for Gesture Interaction

As the output of the DUVD system is presented in the physigabsindings of the user, it
seems natural to provide also input interfaces for intéadh the real environment instead
of working with a visualized model. In this way, the user i$ restricted to working only on
the limited space of a traditional desktop monitor, but heusth be enabled to interact with
the system while moving freely through the Instrumentedit®mment.

For the development of the real-world interfaces introdliogthe following sections, our
aim was to attach as little instrumentation to the user asiples Instead, the user should be
given the opportunity to interact using common objects agstiges, which are familiar to
him.

6.2.2.1 Vision-based Interaction

One way to observe user behavior in the environment and thdstect user-issued com-
mands to the DUVD system is provided by the exploitation sfori-based techniques. For
this purpose, appropriate cameras have been installedtainckocations in the user’s sur-
roundings. On the one hand, camera sensors are mountetlydaetcations where user
interaction is expected, which are used to observe singézaction areas. On the other
hand, cameras are attached to the steerable projectothustiaking advantage of its steer-
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Figure 6.15 Individual shadows for each projector [left] and combirsddow for both
projectors [right]

ability property in order to direct the camera view at diffier areas of interaction. In both
cases, the captured user interaction is identified andoirgtterd in a specific way.

6.2.2.1.1 Interaction Using Projector-mounted Camera

This interaction module allows users to control the DUVDtegs by means of ordinary
colored objects. The user is free to select an interactigecbht the beginning of an interac-
tion sequence, however, the chosen object has to complycetthin conditions concerning
its from and color in order to be suitable for interaction.tekfan object has be recognized
and accepted as an interaction object by the system, thecasgoerform certain gestures
with this object on the Display Continuum in the physicalieswment in order to create and
manipulate Virtual Displays and adjust the location of thenBmic Peephole.

A similar interaction approach with a device called “magiand” is presented in
[Ciger et al., 2003]. It is designed for user interactionhnliiack-projection-based Virtual
Environments. In this case, the magic wand is an elongatk wfhich is tracked using an
electro-magnetic tracking system (Ascension Flock of @Dﬁdn contrast, the recognition of
the interaction object in the present work is realized bylyaag the video stream delivered
by a camera mounted below the projector of the steerable umithis setup, the camera
captures the whole projection area of the steerable paorjeevice, which in this case builds
the Dynamic Peephole visualizing the Display Continuum.

®http://www.ascension-tech.com/realtime/RTflockofBI&Php
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Detecting and tracking colored objects
As already mentioned, not every object is suitable for axt8on in the present approach.
Interaction objects must have the following characterssti

¢ Sufficient size The interaction object must be large enough to be recodriizehe
camera image. In order to compensate for image noise, it brugtossible to dis-
tinguish between the interaction object and other smalbregwith a similar color
value.

e Uniform color. The interaction object should have one base color, whicegistered
for recognition; otherwise, depending on the portion otottolors and the orientation
of the object, the visible part containing the registeredrcmight not be large enough
for being recognized in the camera image.

e Unique color The color of the interaction object should differ as muchpassible
form other colors present in the environment in order toeaha clear identification.

e Clear orientation The shape of the interaction object should allow a recagmiof
the object’s orientation, i.e., one of its dimensions mustanger than the others. For
this reason, stick-like objects are preferred.

In order to detect if a specific object is suitable for intéiat we have implemented a
number of methods for automatically checking the relevdn¢a parameters during regis-
tration. The size of the interaction object e.g. is estimdigthe size of the bounding box of
the recognized color region. This size value is comparedoredefined reference value, and
the object is accepted only if the size of the bounding boxess this value.

In order to guarantee the uniqueness of the interactioncblojgor, we build a color
signature of the background in the form of a color histograpresenting the occurrence
frequency of each hue value (in the HSV color space). Afterrdtognition of a potential
interaction object, its hue value is looked up in the histogr and the object is accepted
only if the corresponding frequency value is sufficientlwldf the recognized object has an
unsuitable color, it is possible to recommend some altenablors to the user by projecting
spots with the least frequent hue values on the wall.

The suitability of a detected object regarding its shape lmarestimated by analyz-
ing its outlines after applying a Hough transf&rﬂDuda and Hart, 1972]). The Hough-
transformed image of an object with a clear orientation veiflult in a high number of lines
with similar angles (parallel or almost parallel lines). dontrast, if we take a round or ar-
bitrarily shaped object, the Hough transform will detenek in various different directions.
Hence, the number of different line angles can be taken asaaune for the suitability of a
shape for interaction.

The uniformity of an object’s color as such is difficult to éet However, the more
different colors an object has, the greater is the proligiitiat one of the other constraints
is violated. If we have a number of small surfaces with défdrcolors, the object will be
probably rejected due to the size constraint. Moreoverngpbex color pattern on one object

"The classical Hough transform is concerned with the ideation of lines in images.
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will lead to the detection of many different line angles afttough transform, so that such
an object is also likely to be discarded due to the size caimstr

According to the above constraints, everyday objects ligeauniformly colored stylus,
a closed umbrella or even a cucumber can be used for intenastee Figure 6.16).

-

Figure 6.16 Possible interaction objects for real-world interaction

In the following, we will describe the algorithms used foe tiegistration, recognition and
tracking of an interaction object, and we will specify thé alegestures used for interaction.

In order to be able to use a certain object as an interactivicaldt has to be registered
as such before starting the interaction process. In gerikeak are different ways to register
an object in a vision-based system. One way is to make theagsigely specify the object
which has to be recognized by the system, e.g. by placingligitamera view and choosing
one representative pixel in the image, e.g. by clicking offiliis approach leads to relatively
robust object recognition results, however, it requireditamhal interaction devices, e.g. a
computer mouse.

In order to simplify the object registration process, weehamplemented an automated
interaction object recognition. It allows the registratiof an interaction object by simply
holding it in a predefined region in front of the projectiorrfage before starting the inter-
action. At this point, the system performs a constant imadperaction and thus recognizes
changes in the image if a new object is placed in the dedigagidn. As soon as a new ob-
ject is recognized, the system compares its color (hue Yalitle the colors appearing in the
background image. In case the new color sufficiently diffewen the background colors and
the other previously described conditions are fulfilled torresponding object is accepted
and automatically registered as interaction object. Tlgisrdghm performs best in front of a
uniformly colored wall.

In order to indicate where the interaction object is expdtdebe placed, the correspond-
ing area on the wall is marked by a projected square. As soam &%teraction object has
been recognized and accepted, the user is provided visedibdek in form of a projected
OK sign, which disappears again after a few seconds.

After a specific object has been registered as interactigechlit has to be constantly
identified and tracked in the camera image in order to be abledognize user interaction
with it. For this purpose, it must be possible to identifyfoninly colored areas (also called
“blobs”) in a video stream. The Blob Detection Librﬁnyﬁers appropriate functionality for
recognizing areas of similar brightness in video streantmsvéVer, as this library allows only

8http://v3ga.net/processing/BlobDetection/
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a blob detection depending on the brightness of the images amed not the color, the image
that we receive from the projector-mounted camera has todrqressed in several steps:

1. In order to reduce image noise, a Gaussian filter is applietthe camera image.

2. The image is converted from RGB to HSV color space, so twhtie value, which is
invariant to illumination brightness, can be used for calegmentation.

3. Using a thresholding algorithm, all pixel which have a lwadie similar to the one
of the previously registered interaction object are sedetefrom the rest. Relevant
pixels are marked white and the others are set to black (spedf6.17).

Figure 6.17 Image segmentation: original image with green interactibject [left] and
result after segmentation [right]

In order to speed up the preprocessing of the image, the ategs are not applied to
the whole image delivered by the camera but only to a cer&gtangular area surrounding
the previously detected location of the interaction objéicthis area contains several blobs
which might potentially represent the interaction objéiogn the one which appears closest
to the previously detected object location is chosen.

Interaction method

The interaction paradigm implemented in this module is dasethe location and posture of
the interaction object detected in the camera image. Indikan2001], Adam Kendon de-
fines gestures as “excursions”, which means that sequefi@gion recognized as 'gesture’
move away from a rest position’ and always return to a resttfm”. We use this concept in
order to distinguish intended user gestures from randorremewts of the interaction object.
Interaction gestures are initialized by keeping the irtoa object still in a specific posture
for a certain period of time. Depending on the spatial cdraex the posture, the subsequent
movement of the object is interpreted as a certain gestunihws then transformed into a
corresponding command. The gesture is regarded as finistszba as the interaction object
has been again kept still for a certain period of time.
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In order to avoid that any standstill of the interaction abjm the camera image leads
to a (possibly unintended) gesture initialization, wedgga new gesture only if the object
has been held either in a horizontal or in a vertical positide could observe that these two
postures occur very rarely when the user is just holding tijead without the intention to
interact with the system.

Standstill of the
interaction object

]

Underlying
| surface
|
Empt Projected . .
projectiorl:: !urface VirtuaJI Display Projected widget
4
Initializing
posture
T
yes
‘ A\ 4
Display Display Trigger
stand-alone widgets VD-associated widgets widget function

Figure 6.18 Gesture initialization and widget activation flowchart

A further possibility to initialize a gesture is provided tholding one part of the
interaction object in front of a projected Virtual Display o front of a projected widget
associated with a specific function. Depending on its tygarogected widget can be either
linked to a Virtual Display or stand-alone. If the interactiobject is standing still, the
system checks if at least two corners of the interactionablgetected in the camera image
lie inside the boundaries of a Virtual Display or of a proggttvidget surface as they appear
in the camera image frame. In the latter case, the user atii@nas interpreted as a pointing
gesture on the widget, and thus the corresponding functidriggered. If the interaction
object is detected in front of a Virtual Display, the VD-asisted interaction widgets are
displayed. If the interaction object appears in front of ampty projection surface in an
initializing posture, the stand-alone widgets are pradctAn overview of this program flow
is illustrated in Figuré 6.18.

In our module, we have implemented the following interattiadgets:

e Stand-alone widgetsThese widgets are displayed when the interaction objedédis
tected in an initializing posture and it is not being heldriont of a Virtual Display or
a widget. In the current version two stand-alone widgetehmen implemented (see
Figurel6.19 [left]).

— DP movement widgetinitializes a movement of the Dynamic Peephole; after
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the widget has been activated, the visual peephole is mdead #he Display
Continuum, following the movement of the interaction ohbjec

— VD creation widgetinitializes the creation of a new Virtual Display with a fike
size.

e VD-associated widgetsThese widgets appear beside a Virtual Display if the user is
pointing on it with one tip of the interaction object for a @@n period of time (see
Figure[6.19 [right]).

— VD movement widgeinitializes a movement of the associated Virtual Display;
similar to the stand-alone DP movement widget, after arvaiitin of the wid-
get, the Virtual Display is moved along the Display Continuaccording to the
movement of the interaction device.

— Rotation widget initializes a rotation of the associated Virtual Displany;this
case, the rotation angle of the Virtual Display correspaiadide rotation angle
of the interaction object detected in the camera image.

Figure 6.19 Projected widgets for interaction with colored objecttansl-alone widgets
[left] and VD-associated widgets [right]

6.2.2.1.2 Interaction Using External Camera

In some cases, when user interaction is expected to take ptag specific location, it
is more appropriate to detect the interaction process wmingxternal camera, which com-
pletely covers the interaction area.

In the course of this work, we have developed and implememtaddule for recognizing
pointing gestures performed by the user (deictic gestur@$le interaction module PEG
(Pointing Extra Gesture) detects the user’s hand in 3D spadehence deduces the object
at which the user is pointing. For capturing the user’s haredapply a PTZ (pan-tilt-zoom)
network camera by A& which is mounted on the ceiling above the interaction afdee
camera image can be captured and its orientation and zootmeceantrolled remotely over
internet. In order to be able to detect the hand and its positi space, the user has to wear
a colored glove with a visual marker attached to it (see EIGLED).

®http://www.axis.com/products/ca@il 30/
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Figure 6.2Q Colored glove with ARToolKit marker for recognizing paimg gestures

In this setup, the colored glove is tracked by the PTZ camsernagua color detection
algorithm similar to the one which is used for detecting thieraction object described in
the previous section. The additional visual marker enathlesletection of the 3D position
and orientation of the hand. In our implementation, we usARMoolKiftd marker for this
purpose, which comes with a software library including kimg functions in 3D space in
relation to the camera position ([Kato and Billinghurst9%9.
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Figure 6.21 Process flow of the PEG module: continuous arrows specdifinéxt step after
a successful completion of the current phase; dashed amolizsite the fallback case

Figure[6.21 gives an overview of the gesture recognitiorcgse of the PEG module.
After an initialization phase at the beginning of the apgtiion, the camera image is con-
stantly captured and analyzed. As soon as motion is detacted image (using background

Ohttp://www. hitl.washington.edu/artoolkit/
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subtraction), the concerned image region is scanned farufrently used glove color. If an
appropriately colored object has been found in this regiba,camera position is adjusted
so that this object appears in the center of the image. Alfigh;, the camera zooms in on
the presumed colored glove in order to recognize the atth&liRToolKit marker and thus
to detect the exact hand position and orientation in 3D spHdbe user’s hand is moving,
the orientation and the zoom of the camera have to be cohstaaidjusted. In case the
user’'s hand is lost during this process, so that the markeolor detections do not provide
satisfying results, the system returns to a previous stelic@ted by dashed arrows in Figure
6.21).

Some exemplary results of the motion detection processmeeld as part of the recog-
nition of a gloved hand are presented in Figure 6.22. The mgfieimage is the result of
the pixelwise background subtraction. This image is basatiusing a predefined threshold
value in order to compensate for possible changes in theériglonditions, which results in
the upper right image. In a next step, this image is used as fopa blob detection process
in order to identify the regions containing movement. Inltheer left image of Figure 6.22,
the single blobs are marked with bright blue rectanglesbdlhich are sufficiently close
together are combined to motion regions (dark blue recés)glin this step, motion regions
which are smaller than a given threshold are discarded. dvierlright image of Figure 6.22
shows the binary image after the motion region filtering.

Figure 6.22 Motion detection with the PEG module: background subimacfupper left];
binarized image [upper right]; detected motion blobs (liglne) and combined regions (dark
blue) [lower left]; filtered binary image [lower right]

The PEG module serves as an input modality for the DUVD systech provides a
POINTING.GESTURE event every time a gloved user hand is recognizedomadized.
This event contains the 3D position and orientation of thedhia the DUVD coordinate
system. Using this knowledge, the system can create a Migtyan the 3D model with the
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given origin and direction and thus spot the virtual repnéstion of the object the user is
pointing at. In this way, respective system feedback canrbeged in form of a projected
Virtual Display at an appropriate location. The processahputing the targeted location
out of the detected marker position in the camera image Imedtin Figure 6.2B.

Marker position Coordinate Incorporation of Marker position
ARToolKit and orientation in transformation: camera pan and and orientation in
image camera camera = DUVD tilt in DUVD DUVD
coordinate system coordinates coordinates coordinate system

Ray from marker
position in
pointing direction

Intersection of
ray with surfaces
in DUVD model

Aimed point/object
in DUVD model

Projected .
spot

Figure 6.23 Coordinate transformation for detected ARToolKit markeam camera coor-
dinates to DUVD coordinates in PEG module

This interaction method is applied as one possible usert immdality for the Mobile
ShopAssist (MSA) ([Wasinger et al., 2005], [Wasinger, Z0QBahl et al., 2008]) in con-
junction with the DUVD system. The MSA is a multimodal shappiassistance system
running on a handheld device, which offers customers themppity to request information
about products using different input modalities (speectiting and clicking) or a combi-
nation of those. For output, the MSA also provides severalatities, such as speech and
written text. The connection to the DUVD system offers fertinput and output modalities
for the MSA in the physical world, namely the Pointing ExtrasBure (as input) and projec-
tion in form of Virtual Displays (as output). In this contexthe termextra gesturas used in
contrast to the pointingntra gesture which denotes a selection click on the touch screen of
the handheld device on which the MSA is running.

Using the PEG module with the MSA, the customer can point orodyzt he is inter-
ested in, while standing in front of a shelf. The DUVD systeotds virtual representatives
of the corresponding products in the 3D model, and thus timeciproduct can be identi-
fied as described above. System feedback is carried outrm dbra projected spot on the
product in the shelf, which indicates that the system hasgrized the pointing correctly.
Taking advantage of the multimodality of the MSA, more sfieénput and output can be
accomplished by adding e.g. the speech modality. A typid&raction sequence can then
look as follows: If a customer wants to ask for the price of adoict, he can point (PEG) at
it and utter “How much does it cost?”; the system responssistsnof a spot projected at the
recognized product and a speech utterance, like “This Gaousts 99 euros”.

The PEG module offers also the possibility to recognize rsdvesers depending on the
different ARToolKit markers attached to their gloves. Twamples of different user input
and system output are presented in Fidgurel6.24. The useassigned different spot colors
in order to be able to distinguish, which system feedbachjépted spot) is intended for
whom. In this way, the PEG module supports multiuser intesado a certain extent, i.e.
within the scope of the external camera and the current giojebeam of the steerable unit.
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Figure 6.24 Pointing gesture recognition with different users (yeiland blue): binary
image generated during hand recognition [left], visuditraof the recognized hand position
and orientation [center] and projected spot at the corredipg product in the shelf [right]

6.2.2.2 Accelerometer-based Interaction

For many applications, vision-based human-computer dotem offers an appropriate
means for user input as, ideally, it can be realized withawt &chnical instrumentation

on the user, e.g. by applying depth-sensing cameras. Howtbeedeployment of vision-

based techniques shows some technical limitations coimceespecially the need for a line
of sight between the camera and the interaction object/hahith cannot always be guar-
anteed, and the image quality, which depends on differetdifs, like camera resolution and
lighting conditions, which are often not optimal.

In order to be able to provide a further approach for userdatéon with the DUVD sys-
tem as an alternative to the vision-based techniques, wdeatkto investigate other sensors
with which user gestures can be captured for system inputhisncontext, accelerometers
offer suitable capabilities as they can provide direct fe@it about the movement of the
object they are attached to.

In the appendix of this work, two accelerometer-based aatérn devices are presented,
namely the TZI SCIPIO Gesture Band and the Winspect Glovigwinave been developed
in the wearlT@work project (see Appendix’A.1). These wristdhand glove-like devices are
fitted with 3D accelerometers, with which the relative moesatrof the user’'s hand in space
can be captured. Although we intended to apply one of thegeateas an input interface for
controlling the DUVD system using gestures, it turned oat the SCIPIO devices have been
developed especially for the wearlT@work project and haagesl only prototypes which
are not commercially available.

An alternative, commercially available interaction devjaroviding sensing functionali-
ties similar to those of the SCIPIO devices has been launich¢ige Nintendo corporation in
conjunction with their gaming console Nintendo Wii. It usaesireless motion-sensing con-
troller (Wii Remoteor Wiimotg based on infrared light detection and 3D accelerometess (s
Appendix[A.2). Shortly after the release of the gaming ctasseveral open source APIs
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were provided for connecting the Wii Remote to a computeBligetooth. In this way, the
acceleration data detected by the Wii Remote can be retriawd used as system input. As
the Wii Remote device is commercially available at reastenabsts, it can be applied as an
interaction device for the development and testing of acoeheter-based gesture interaction
techniques instead of a specialized glove device.

Recently, location and movement sensors, like acceleemegyroscopes and digital
compasses, are increasingly incorporated in modern shuaréis. These devices represent
a further platform, to which the acceleration-based imtigna approaches presented in this
section can be adapted (see AppendixX A.3).

wiigee

In order to be able to define and recognize certain movemeaniesees of the Wi-
imote as gestures, we apply the open source gesture rdoogribrary Wiige@
(ISchiémer et al., 2008]). This library has been specifjcdéveloped for capturing and ana-
lyzing the data delivered by the Wii Remote controller. feos methods for defining (train-
ing) arbitrary movement patterns as gestures in an irseiibn phase, which are later used
to classify user gestures with a certain probability acewydo these predefined patterns.

In thetraining phaseof wiigee, each gesture which is supposed to be identifidukitetter
process has to be defined by the user. For this purpose, thenmeow sequence representing
the gesture has to be performed repeatedly by the user aldenWiimote. In order to
achieve a training set allowing feasible recognition risstihe wiigee developers recommend
to repeat each gesture for at least five to ten times (or up teefiftimes as a matter of
experience). During each performance of the gestuf@amButtonmust be pressed. After
a sufficient number of training iterations, pressin@laseGestureButtoends the training
process for this particular gesture. Several gestures edralmed by repeating the whole
procedure for each gesture.

After all desired gestures have been recorded, the wiigglécapon builds up an internal
gesture modelIn the subsequentcognition phasethe user can reproduce the previously
trained gestures while pressingRe&cognitionButton The wiigee system tries to identify
each movement sequence as a specific gesture according pieetheusly trained gesture
model and fires &estureEventontaining a list of the gesture patterns which best mateh th
detected movement sequence along with their calculatemyniton probabilities. Out of
this list, generally, the gesture with the highest proligbi$ selected as input.

Wiigee is applied in the present interaction module for badfining as well as recog-
nizing user gestures. As in its original version, wiigee loet provide any method for
storing the user’s training data, in the course of the prteserk, it has been extended with
an xml-based storage model. In this way, each user can derféseown gesture set, save it
in an individual gesture profile and reload it every time wheruses the Wiimote interaction
module. Each gesture profile is assigned a specific useredefi@sture, with which it can be
loaded.

Interaction method
While the Wiimote device provides numerous input possibgi in this work, its gesture

Uhttp://www.wiigee.org/
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input capability by means of the 3D accelerometer is the imbstesting one. The Wiimote
constantly sends its acceleration values via Bluetoothdommected computing system. If
the Wiimote is being moved, the measured values reflect tbeleration of the movement
combined with the gravitational acceleration of the Earflis means that when the con-
troller is held still, the accelerometer is only affectedtbg Earth’s gravity. In this case, the
acceleration values indicate the rotation angles of thenétié around its X-, Y- and Z-axes.

When using the acceleration-sensing capabilities of theRafnote, we distinguish be-
tween two types of gestures:

e continuous gesturegestures that have an immediate and continuous effect wiely
are being performed, e.g. rotation about any of the Wiinscases.

e discrete gesturesthe moving path of the Wiimote characterizes a specialethre
dimensional form, e.g. a letter, a digit, a rectangle; penfog a discrete gesture can
trigger an event.

In continuous gesture mode, the acceleration output of thdRémote is immediately
mapped to system output, e.g. resulting in a movement of tadliDisplay or of the Dy-
namic Peephole. In our application, continuous gesturasisbin rotating the Wii Remote
around one of its three axes (see Fidurel A.3 [right]). In tilofing, we denote a rotation
around the Y-axis as a left/right rotation and a rotationuatbthe X-axis as an up/down
rotation. Continuous gestures are especially suitableriggering continuous functions
like movement, in-/decreasing of numbers or rotation. I8 thay, the movement of the
Wiimote can be continuously mapped to the movement or madiific of the interaction
target ([Spassova and Guo, 2009]).

In the Wiimote interaction module, we use continuous gestdior the following func-
tions:

e Movement of Virtual Displaysleft/right rotation results in corresponding left/right
movement of the target Virtual Display; up/down rotatiosuks in an up/down move-
ment of the Virtual Display.

e Rotation of Virtual Displaysleft/right rotation is mapped to a corresponding rotation
of the Virtual Display around its normal vector.

e Movement of the Ubiquitous Cursor/Dynamic Peephatelogous to the mapping for
Virtual Display movement but with the Ubiquitous Cursor aferaction target.

e Navigation through projected menu itemis this module, we have implemented sev-
eral pie and list menus (which are described later in thii@®g left/right rotation is
used to navigate through the pie menus and up/down rotaticthd list menus.

¢ In-/decrease of nhumbersised for the numerical adjustment of the size and rotation
angle of a Virtual Display through the projected menus; awfa rotation in-/decreases
a number and left/right rotation leads to a switch to the waliit.
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Discrete gestures, on the other hand, are used to triggemeonh functions like the
creation of a display or the opening of a projected menu. Tdmsist in symbolic “air
drawings” and are recognized using the previously desgrifsiigee toolkit. In contrast to
continuous gestures, the function triggered by a discretduge is not invoked until the
gesture has been completely finished.

Discrete gestures are used to trigger the following comnfianctions:

Creation of a Virtual Display After a triggering gesture is performed, a Virtual Display
is created at the location indicated by the Ubiquitous Qurso

Switch of the interaction targetin the context of the present interaction module, an
interaction target can be either the Ubiquitous Cursor erafrthe Virtual Displays; a
Virtual Display is automatically selected as interactiarget (marked by a red border)
as soon as the Ubiquitous Cursor is placed on it; in this qaesdorming a specific
gesture switches the interaction focus back to the UbigsitGursor in order to be
able to move the Dynamic Peephole to a new location withowtimgathe previously
selected Virtual Display at the same time.

Opening of projected menu the present module, we have implemented three dif-
ferent projected menus (display menu, display list menu gesture profile menu,
described later in this section), which can be opened begreifft gestures.

Function Gesture

Creation of Virtual Display

Switch of the interaction target

Opening of display menu

Opening of display list menu

Opening of user profile menu

Iz O

Table 6.1 Default discrete gesture patterns: onset marked by paimdw indicating the
direction and end of the movement sequence

Altogether, five different discrete gestures are needettifigering these command func-
tions. In pursuit of more reliable recognition results, tlefault discrete gestures have been
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chosen to be as distinct as possible. Tablé 6.1 shows anieweof the default gestures,
which were not only drafted to be distinct in respect to eatttelp but their shapes also
mostly correlate with the meanings of their functions. Tdésign was chosen in order to
provide a set of gestures which are easy to memorize for.usétesnatively, instead of us-

ing the default gestures, each user is also given the oppiyrtio define and train his own

set of discrete gestures, which are stored in a personalrgaesibdel.

The display creation gesture has the form of a rectanglegciwmi@sembles the outlines
of a Virtual Display. The gesture used to switch the intéosctarget is defined as a circle
which is performed while holding the Wiimote upright, pang to the ceiling. This gesture
can be well distinguished from the other gestures, as dubdaarticular orientation of
the interaction device, it results in notably different elecation values. In order to open
the display menu for editing a Virtual Display, the gestuk&’ ‘(for “menu”) is performed.
The gesture for opening the display list menu looks like aesgad “L” (for “list”). It has
been defined in this way, because it can be better recognizdidebwiigee toolkit than a
real “L"-shaped movement. The last gesture, “P” (for “p@ij| is used to open the gesture
profile menu, which enables the loading of personal gestte §he arrows in each figure
imply the direction of performing the gestures, and the pdenotes the starting point of the
movement.

Interaction options

Although the Wiimote device applied with this interactiodule offers a number of buttons
for input, our aim is to provide an interaction method whichinly uses the motion data
delivered by the accelerometer with as few auxiliary bugtas possible. In this way, the
interaction method can be easily adapted for use with otbeelerometer-based devices,
like the glove and wristband devices described in Appehdil vhich offer only a limited
number of buttons. However, with accelerometer-basedugesecognition, it is difficult
to detect the beginning and end of a certain gesture, so wdedkto make use of at least
a minimum button input for indicating the on- and offsets afwaments which are to be
recognized as gestures.

To be able to experiment with different interaction methagle have implemented two
gesture interaction options, which differ in the usage dafdns. The first option involves the
usage of two different buttons during gesture performafme of the buttons (button A) is
pressed to indicate a discrete gesture. This button is teledown while a discrete gesture
is being performed. This means that pressing A indicatebéiginning of a discrete gesture
and releasing A marks the end of this gesture. In a similar, imatyon B is used to specify
the performance of a continuous gesture.

The alternative interaction option applies only one sirmliliary button (button A),
which is used in various ways. On the one hand, similar to tegipus approach, button
A is pressed and held down to indicate when a gesture is beirigrmed (for both discrete
and continuous gestures). On the other hand, a short clitheobutton switches the current
gesture mode between discrete and continuous. This meaindeipending on the currently
selected gesture mode, a movement of the interaction devilcrpreted either as a discrete
or as a continuous gesture. In order to make the user awabe afurrent gesture mode,
we provide visual feedback in form of a projected Ubiquit@igsor with additional gesture
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mode symbols (see Figure 6127), which will be discussed iathis section.

Finally, we have also implemented an interaction optionchlig only button-based and
does not make use of any accelerometer-based gesturess tase, the Wii Remote inter-
action is very similar to the use of a common remote contrbis Thteraction option is used
as a baseline for a comparative user study, as describedpentipd(B.

Projected menus

Not every single function needed for interaction with theay Continuum can be assigned
a specific gesture, as this would lead to a large set of interagestures, which would be
difficult to memorize. To keep the gesture set small, we pl@the following projected
menus as auxiliary means for triggering certain functions:

e Gesture profile menuThis menu leads the user step by step through the process of
setting up an individual gesture profile. It also offers tbegibility to load a previously
created gesture profile.

e Display list menu This is a list menu which helps navigating through the Cagpl
Continuum. It shows a list of all currently available Virtizisplays. By selecting one
of the entries, the Dynamic Peephole is moved to the posdfaihe corresponding
display. Additionally, this menu allows the selection dfdisplays or of all currently
visible displays, so that this selection can be manipulédegl moved) simultaneously.
The display list menu can be opened either on a Virtual Dysptaon an empty surface
on the DC. If it is opened on a Virtual Display, the menu camaan additional entry
Define contentwhich triggers a movement of the Ubiquitous Cursor to astaty
screen for content selection (see Figure 6.25).

e Display menuln contrast to the previous two menu types, the display niealways
associated with a certain Virtual Display. It is used to atljsome of the display
parameters (size and orientation) and to delete a disptmeifled (see Figuie 6126).

Exit ' ‘ Exit
Select all displays By

Select all ¥ Display2
visible displays Display3

Plasma Screen Displavd

Define content

Display1

Figure 6.25 Display list menu
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Figure 6.26 Display menu with submenus: main menu [upper left], rotasubmenu [upper
right], submenu for hight adjustment [lower left] and imagé&h modified height [lower
right]

Ubiquitous Cursor and interaction focus

According to the concept introduced in Secfiod 5.4, we havelbped the Ubiquitous Cursor
as an equivalent to the mouse cursor on a computer desktos. Uliiquitous Cursor is
realized in the form of an arrow resembling the appearantieecdtandard desktop cursor. It
is projected in the environment indicating the positionrently aimed at for interaction (see
Figure[6.2Y (a)). The Ubiquitous Cursor is always displayethe center of the Dynamic
Peephole. In this way, it can be moved along the surfaceeddisplay Continuum together
with the Peephole. Using this pointer metaphor, the useware of the current location
of the Dynamic Peephole, which marks the interaction foclibis projected feedback is
supposed to support the user in selecting a desired logatign for creating a new Virtual
Display.

In order to indicate the current interaction mode, the Ubigus Cursor can be enhanced
either with a cross symbol for the continuous interactiorden¢see Figure 6.27 (b)) or with
a tilde symbol for the discrete interaction mode (see FigZ& (c)).

As soon as the Ubiquitous Cursor is moved on a Virtual Dispitag display is automat-
ically selected for interaction. In order to indicate theitstv of the interaction focus, the
Virtual Display is marked by a red border and the Ubiquitougs0r is hidden. Now the
user has the opportunity to interact with the selected @yspFor switching the interaction
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Figure 6.27 Ubiquitous Cursor projected on a wall indicating (a) nalgtate, (b) continu-
ous gesture mode and (c) discrete gesture mode

focus back to the Dynamic Peephole, the user can perform @aspliscrete gesture (see
Table[6.1). After that, the Ubiquitous Cursor reappearscamdbe moved along the Display
Continuum using the previously described continuous gestu

Integration of stationary screens into the Display Continwm

In order to be able to define the content for a projected disfptaage, video or live stream),
interaction with stationary screens must be possible. iSh&alized by automatically switch-
ing the interaction focus from the projected Display Comtim to a stationary screen as soon
as the Ubiquitous Cursor reaches its border. Thus, it isiples® create Virtual Displays on
a stationary screen and drag them to the Display Continudrererhey appear as projected
displays (see Figuie 6.28).

Figure 6.28 Virtual Display creation by dragging an image from a stadiy screen to a
projected Display Continuum

Interaction context

Because of gesture similarities, the larger a gesturerliisathe more difficult it is to obtain
reliable recognition results. In order to achieve an easysw interaction module, the set
of used gestures has to be kept as limited as possible. Thikgén function overloading,
when the same gesture can refer to different system commandshis case, interaction
context plays an important role as it helps in resolving tirdiguities. Especially in the
case of discrete gesture interaction, the context is takEnaccount in order to limit the
number of possible interpretations of the received acatitar data and thus reduce the risk
of recognition errors of the wiigee toolkit.



6.2. DUVD INTERFACES 107

As described above, the gesture interaction employs fiferdiit discrete gestures to
trigger five command functions. Additionally, identifyingestures can be specified, which
are used as a kind of password to load personal gesture profil@vever, not all gestures
make sense in each system state. Therefore, in certain thsagesture library used by the
wiigee recognition can be restricted to a limited set of ptitdly possible gestures according
to the current interaction context. The restriction of tlestgre set is supposed to improve
the gesture recognition process.

Here, context describes the state of the system in whichtargeds being performed. We
have identified four context states which are relevant fatge recognition. Each of them
is unique and in each one only certain gestures, which fit énécplar context, are included
in the current gesture library.

In the following, the four context states are listed withitldescriptions and the possible
gestures building the respective gesture library.

e VD context The interaction focus lies on a Virtual Display.
Possible discrete gestures:
— Switching of the interaction target
— Opening of a display menu
— Opening of a display list menu
e DC context The interaction focus lies on the Ubiquitous Cursor, whighlaced at a
location on the Display Continuum where no Virtual Displaycurrently present.
Possible discrete gestures:
— Creation of a Virtual Display
— Opening of a display menu list
— Opening of a gesture profile menu

o display menu contexf display menu or a display list menu is currently open.
Possible discrete gestures:

— No discrete gestures are expected.

e gesture profile contexiThe gesture profile menu is currently open.
Possible discrete gestures:

— Identifying gestures for loading gesture profiles.

6.2.3 Real-world Interfaces for Implicit Interaction

The previously described DUVD interfaces have been dediforeexplicit user interaction

with the Display Continuum. This means that the user inteatily issues a command to the
system using an appropriate interface. This type of hunoampater interaction implies that
the user knows exactly what he wants the system to do and hissue this wish to the sys-
tem. Implicit HCI has originally been developed for workiwith desktop computers, and it
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assumes that the user has at least a certain expertiseinggtre interface commands. With
the development of Graphical User Interfaces (GUIs) (sexi®@d2.4.1), HCI has become
more intuitive and applicable even for non-experts as thetsefaces require less expert
knowledge by mimicking the real world and limiting the irdetion space to a very restricted
set of standardized commands, which are interpreted aogpoimlthe current system state.

With the increasing dissemination and embedding of contiputanto everyday life,
there is the need to push the naturalness of HCI to a furtket, l&here explicit command
issues should become obsolete. This approach is referlrtgplicit human-computer in-
teractionand was defined in [Schmidt, 2000] as “an action performedhbyuser that is not
primarily aimed to interact with a computerized system bhiol such a system understands
as input”. In oder to enable such implicit user input, a HG3teyn is supposed to exploit
knowledge about the user activities and his environmentichwhas to be observed using
appropriate sensors.

Using implicit HCI, upcoming Ubiquitous Computing systeen react proactively to
the user’s needs. Simple examples of implicit interactioavieryday life are automatic light
switches, which turn the lights in a house on and off depandimthe presence or absence
of a person. In a supermarket scenario, implicit interaictian take place when the customer
handles products in a shelf. The Digital Sommelier desdringSchmitz et al., 2008], for
example, displays relevant product information as soomastistomer takes a wine bottle
out of the shelf. The information can also be adapted to the thva customer is holding
the wine bottle, assuming that he is interested in moreldetdien turning the product and
looking at its back side.

In the course of this work, we have developed several DUVDiegions involving
implicit user interaction, which are presented in the nexdtisn. We denote the involved
DUVDs assystem-drivenas they are created and controlled by the respective syatem
cording to the observed user behavior. In contrast, we aklssept examples afser-driven
DUVD applications, which are controlled explicitly by thear.

6.3 System-driven DUVDs

The DUVD system has been applied and tested in various apiplis. In the following,

we illustrate some examples of applications using systetiaied Virtual Displays. This
means that the locations, the movement and the displaya@rtoof the Virtual Displays
are controlled by the underlying system depending on the arsé environmental context.
Although, in these cases, the user does not consciouslyotdhée system output, it is in
fact influenced by the user behavior, which is observed bypid®'D system and results in
implicit interaction as described in Section 6]2.3.

6.3.1 Product Associated Displays

In this section, we introduce the concept &foduct Associated Display$PADs,

[Spassova et al., 2005], [Wahlster et al., 2010]) as a wayro¥iging visual feedback to
users implicitly interacting with physical objects in arstrumented Environment. PADs
are projected Virtual Displays created at locations thatlmintuitively associated with the
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objects they show information about. The concept is ilatstl in a shopping scenario.

This application is mainly concerned with the following gtien: How can a customer
be supported in his shopping process by the deployment gtiada/irtual Displays?

Our application scenario, an instrumented shop, consfstiseofollowing components
among others: instrumented shelves, some public screens BDA for each user (see also
MSA in Section[6.2.2]1). The shelves are fitted with RFID angs and allow for sensing
implicit user interactions with RFID-labeled objects, Bs picking up a product or putting
it back into the shelf. The walls, the floor and especiallyshelf surfaces of the instrumented
shopping environment build a Display Continuum and thusidephysical spaces that can
be used for information visualization through Virtual Deys. Since the human mind lo-
cates information and concepts spatially, such an enviemtirmllows for a mapping between
physical space and abstract information, where the pHyspeae is enriched by digital in-
formation, and the digital information can be made more s&ibée and understandable by
mapping it to physical space.

In the original version of the shopping assistance system fi&asinger et al., 2005]),
visual information about the products taken out of the siseffisplayed on a public screen
beside the shelf and on the user’'s PDA. In both cases, th&s asEmtion has to be directed
away from the object he is interacting with to the locatiorthe displayed content. In this
context, we distinguish between stationary public screerdch are bound to fixed loca-
tions, and projected Virtual Displays, which can be createdrbitrary surfaces within the
Display Continuum. Product Associated Displays repreaesgiecial case of projected Vir-
tual Displays and offer a more intuitive way to provide visiggdback to the user interacting
with products from the shelf than stationary public screens

If the customer takes the last product out of a shelf, we dixgte space left empty
in the shelf to project relevant information about this pretd Although in the process
of taking an object out, the user focuses his attention onptiogluct itself, the former
location of the object is still in his peripheral view. So itthange like the appearance of
a new projected Virtual Display occurs in this area, it isyvikely to be recognized by
the customer and thus to draw his attention to the projectéatnation. Following this
approach, the user’s attention does not have to be direatadhéw display location, as the
relationship between the physical object and the displéyfedmation arises automatically.
In fact, a spatial mapping between a physical space anddfitaldhformation is established,
and supports the user’s ability to process and interpretrimiition about where objects are
in space:visuospatial perceptianThis represents the relation between the physical space
around the user and what the user sees. As human-compuegaciibn moves from the
computer screen to the environment, this aspect becomdarfiemtal and can be exploited
by mapping content and relational information to the spaoarad a person.

The technical implementation of the PAD approach is redlinghe following way:

¢ When a product is taken out of the instrumented shelf, itéegaized by the shelf’s
RFID reader and a corresponding event is generated andostiet DUVD system.

e If the system detects a PRODUMISAPPEARED event, a Product Associated Dis-
play is visualized at the corresponding location, showirggrtame and a picture of the
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removed product (see Figdre 6.29 [left]) indicating that $iystem has recognized the
user’s implicit interaction.

e Now the user can explicitly ask for information about the s product by applying
the different MSA modalities, which have already been noenéd in Section 6.2.2.7.2.
The visual feedback is displayed on a projected PAD in théf $hee Figurd 6.29
[right]). In this example the user has asked for the pricehefchosen camera. With
the displayed text “price: 499, the system not only delivers the required information
but also implicitly (by the word “price”) indicates that thequest has been recognized
correctly.

e If the product is placed back in shelf, the system generaRR@DUCTAPPEARED
event, which denotes the end of the interaction sequencés CBuuses the PAD to
be switched to an inactive state, so that the projectedaligfisappears. Otherwise,
in case the specific product item has not reappeared in thenmsnted shelf after a
certain period of time, the PAD returns to its initial state, any specific information
which might have been shown on the PAD is removed, as it carssgnged that the
customer has decided to purchase this product and procestifekis shopping tour.

PowerShot $45 PowerShot S45

price: 499 €

gy ¢
A
. y‘

Figure 6.29 Example of user interaction via PADs: initial image of theguct indicates the
recognized interaction [left]; visual feedback to the (sserquest for the price of the product

[right]

All PADs used in this application are initialized at startdeir locations are calibrated
according to the positions of the corresponding productiershelf. Initially, all PADs are
in an inactive state, so that they are invisible to the custom

The PAD concept provides the opportunity for several useingteract with a product
that is currently in the possession of another user. In #s$& ¢he projected PAD plays the
role of a placeholder and enables interaction with a produet if the physical object is
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actually not available. Alternatively, the PADs could agmw hints on how the empty shelf
has to be refilled, which are intended for the supermarkét dtathis case, the PADs can
be configured to be implicitly controlled by the staff’s mavent through the marker, so that
the refilling hints are shown when a staff member is currepdiysing by.

In [Sukaviriya et al., 2003], the authors describe and etala steerable interface system
using the Everywhere Displays projector, allowing intéiat with projected interfaces on
arbitrary surfaces in a retail store scenario (see alsad®¢€H.2). Their paper presents three
types of user interaction, one of which consists in projectnformation about products on
a surface right beside the products’ bins, which is simitathie PAD scenario. In contrast
to our approach, however, the interaction there is baseti@mnger’s position and is sensed
using computer vision. In their evaluation, the authorb@late on the problem of many test
subjects not being able to associate the displayed infiomatith the products because of
the spatial distance between them. Often subjects werevantavare of any displayed feed-
back because their attention was drawn away by other aesiviThese results particularly
encouraged us in our belief in the effectiveness of ProdssbAiated Displays.

6.3.2 Micro Navigation and User-adapted Advertising

A further application which deploys the DUVD system in a iletantext is the so-called
micro navigationservice. It enables the display of visual navigation hint®rm of projected
Virtual Displays in order to guide the customer’s attentioproducts he is searching for.

Z;’Touchscreen with Loudspeakers
A _NFC Reader
Fingerprint Scanner

Laptop

RFID Antenna
Optical Mice

Figure 6.30 IRL SmartCart hardware and instrumentation

The micro navigation service is connected to an instruntest®pping cart — the so-

calledIRL SmartCart([Kahl et al., 2011],/[Kahl et al., 2009]) —, which acts as aput and

output interface for assisting the customer during his pmaptour. Figure 6.30 shows the
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hardware and instrumentation of the SmartCart. It is eqdppith a touchscreen integrated
in its handle, and it uses RFID technology for recognizingREagged products placed in
its basket. The customer can identify himself at the Smatt@sing a built-in fingerprint

sensor or an NFC card. After the customer is identified, thar8Dart's system loads the
corresponding user profile, which contains the customerieat shopping list among others.

Furthermore, the instrumented shopping cart is capableaafgnizing its own location
in the shopping environment, which in combination with a 3bd®l of the supermarket
is used for the realization of a navigation service. The-lpellization of the SmartCart
is realized by means of a second RFID antenna mounted on ter joart of the cart,
which recognizes RFID tags placed in a grid under the floasirthe shopping environment.
The current location of the cart is calculated using the AisvBest Positioned algorithm
([Schwartz et al., 2005], [Brandherm and Schwartz, 2005]).

The ability of the SmartCart to locate itself in the enviramh together with the
knowledge about product placements in the supermarket lamdcistomer’s user pro-
file enable the generation of user-adaptive advertisemedtproduct recommendations
([Kahl et al., 2010]). Aside from the opportunity to show gkehints on the cart’s built-in
display or on stationary displays placed at strategic ionatin the supermarket, there is
also the opportunity to use the steerable projection systesrder to show the navigational
information on projected Virtual Displays in the envirormheAs soon as the customer ap-
proaches the location of a product or a product group, whécts lsearching for, a projected
arrow is displayed at an appropriate location at the coamging shelf or on the floor, giving
a visual hint to the position of the searched product (seerEig.31 [left]).

The vicinity to a specific product or shelf is defined by sgat@nes in the 3D model.
The customer’s location in the supermarket is detectedenty through the tracking of
his SmartCart. As soon as the customer (or rather the cussst®pping cart) enters a
specific zone of interest, the SmartCart sends a correampredient to the DUVD system,
which activates the appropriate Virtual Display and showsdgation hint according to the
currently searched product. When the customer finally rmt¢he product of interest or
otherwise leaves the zone of interest, the Virtual Dispdagidactivated and disappears.

In combination with the navigation service offered by thea®i@art and the user pro-
file information, the DUVD system also enables the creatiblo@ation-based user-adaptive
advertisement. If the customer has, for example, the emnyesli” on his electronic shop-
ping list and he is approaching the shelf with the cerealds lpeoactively informed about
a new sort of muesli which, according to his preferences, ightie interested in. Figure
[right] shows such a user-adaptive projected adesntt displayed at the top part of a
shelf.

6.3.3 Virtual Room Inhabitant

Intelligent Environments often provide a variety of diffat devices and services which are
embedded in the physical space (see Secfidn 2.2). On theawmk these setups have the
advantage of not overstraining the users with too much alsviiestrumentation. On the other
hand, especially novice users are often unaware of all ds\dnd services in an Instrumented
Environment and the abilities they offer.

To counteract this drawback, the deployment of virtual ahtars has been proposed as
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Figure 6.31 Micro navigation hint projected on the floor in front of then&rtCart [left] and
in combination with customer-adapted advertising on tog pfoduct shelf [right]

a new way to improve the usability of complex hardware setopgastrumented Environ-
ments. By introducing a virtual character, we aim at faatiitg intuitive interaction with
the Instrumented Environment. The Virtual Room Inhabit&rRl, [Kruppa et al., 2005],
[Kruppa, 2006]) is a life-like virtual character, which iagable of “freely moving” along the
walls of the room. In this way, it can offer situated assistato users within the environ-
ment. The concept of a virtual character “living” within thestrumented Environment and
thus playing the role of an assistant, allows both noviceah@dnced users to efficiently in-
teract with the different devices integrated within theisswment. The character is capable
of welcoming a first time visitor and its main purpose is tolakpthe setup of the environ-
ment and to help users while interacting with it. A furthegrsario in which the VRI has been
applied is a museum, where it plays the role of a visitor g({8&ck and Zancanaro, 2007]).

The VRI implementation is a combination of three componeatgharacter engine, a
spatial audio system (SAFIR, [Schmitz and Butz, 2006]) amgegted Virtual Displays de-
livered by the DUVD system. This enables the virtual chamatti appear and move along the
surfaces of the Display Continuum, while its visual appeeegas spatially synchronized with
its audio output through the character engine. In this was/,character’s voice and sounds
appear to originate from the location where it is currentynly visualized, even while it is
moving.

The visual appearance of the VRI is realized as a live videzast on a projected Virtual
Display. Thus the character can be animated in real time éyliaracter engine. As the
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Figure 6.32 Virtual Room Inhabitant (Cyberella) beside a stationameen

Virtual Display is borderless and the character animatiomee a transparent (i.e. black)
background, the character does not appear to be placed splayframe but it is smoothly
embedded in the environment (see Fidure 6.32).

The first version of our VRI, who was named Cyberella, wagjrated within a shopping
and navigation demonstrator. In this scenario, users weea @ PDA and asked to perform a
combined indoor/outdoor navigation task. The idea wasad tee users to an airport ground
and upon entering the airport facilities to guide them talgarertain duty free shops until
their departure time approaches. In our demonstratiomséese shops are represented
by different rooms, one of them being the instrumented rosee Sectiof 212). There the
VRI plays the role of a host, welcoming visitors and introgigcthe components of the
instrumented room to them.

In this scenario, the behavior and movement of the VRI isrotletd by a predefined
script. As soon as a user enters the room (detected by amedft@acon), the character
appears on the wall nearby the entrance to welcome the ufter.that, the character moves
from one device in the Instrumented Environment to anotbowing a predefined path. It
stops at each device and shortly explains its functioealitiThe demo involves an instru-
mented shelf recognizing RFID-labeled products, an insémted shopping cart similar to
the IRL SmartCart (see Sectibn 6]3.2) and a wall-mountegesgron which product infor-
mation and recommendations can be presented. While moangdne position to another
the character appears as a rotating ball. This form of \imatidn has been chosen as the
applied Cyberella character does not provide any walkirignation sequence.

To conclude the shopping demo, the VRI is finally triggereddatfy the user about the
immediate boarding of his flight. For this purpose, the ctigraappears alongside the exit
of the room, points to it and instructs the user to proceeti¢dbarding gate.

Path generation algorithm for VRI
In order to be able to make the VRI application more flexible, wave developed an al-
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gorithm for ad hoc computing of appropriate pathways gives gtart and end point of a
movement. The path generation takes into account the gepwofehe Display Continuum
(especially discontinuities and obstacles), the sizesWMintual Display on which the charac-
ter is presented and some other particularities concethanghovement of a virtual character,
which are explained later in this section.

The 3D model of the Instrumented Environment builds thedfasithe path generation.
It provides information about all relevant projection suds and obstacles present in the
environment. When moving a Virtual Display from A to B on thisplay Continuum, it has
to be taken into account that there might be obstacles on #iyewhich should be avoided
in order to maintain the undisturbed visibility of the prcied character during the entire
movement. This means that obstacles have to be bypassegyilithon the direct path
between A and B. Moreover, it must be guaranteed that the stadpath is wide enough,
i.e., it must offer enough space for the visualization of wile Virtual Display showing
the character. The reference point for a Virtual Display ement is the midpoint of the
display, and depending on the display size, the computédrpast lead far enough from the
surrounding obstacles in order to enable an undisturbedNzstion.

—

Figure 6.33 Display Continuum with obstacles and path network: re@ datrk PathNodes
and blue lines represent PathEdges

Taking these conditions into account, we have developedraptémented a path gen-
eration algorithm which operates on a path network (cRetbNetworl. This network is a
mesh of nodesRathNod¢ distributed in a regular grid over the surfaces of the Cgglon-
tinuum which are suitable for projection. These PathNodpsasent locations on the Display
Continuum at which the VRI can rest and interact with the .udeighboring PathNodes are
connected by edgeP4thEdge, which represent possible path segments for a VirtuallBysp
movement. An example of a wall surface with obstacles andtameatwork is illustrated in
Figure[6.38.

Aside from their location in 3D, PathNode objects contaisoahformation about the
surface they lie on, and they can be marked as points of giterdgich lie in the vicinity of
a special device. In this case, these nodes mark potentaidms at which the VRI can be
placed in order to explain the functionalities of the copmsling device. Every PathEdge
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which connects two PathNodes is assigned a specific weiljig.vBhese weights specify the
quality of the corresponding edges and are taken into atdnyuthe path-finding algorithm
in order to generate optimal movement paths for the VRI digpl

The weight values assigned to the PathEdges — and thus thadityq— depend on the
position and orientation of the corresponding path segsnentthe Display Continuum. In
our particular case of a moving virtual character, horiabptith segments are preferred over
vertical ones, as it appears more natural when the chanaatks along a horizontal line than
when it hovers vertically. This is especially the case, wiencharacter performs a walking
sequence while it is moving. Therefore, in our PathNetwbrdkjzontal edges are assigned
smaller weights than vertical ones as a small weight dersobégh quality path.

Edges which connect adjacent surfaces are also not preifesén most cases, they pass
across discontinuities on the Display Continuum. Themfeuch PathEdges are assigned
high weights. In order to have a PathNetwork in which evergencan be reached from any
other node, in some cases, it is inevitable to include eddpshvpass across obstacles. These
path sequences should be used only if there is no other fitggidoreach the corresponding
node, therefore these edges are assigned the highest sveight

The PathNetwork is generated automatically given the spoeding 3D model of the
Display Continuum. The network generation algorithm peatein several steps. First of
all, a local mesh of nodes and edges is generated for eachdindi surface of the Display
Continuum. Subsequently, the edges which connect adjaceiaices are added to the Path-
Network. When generating the local mesh, the algorithnmtsstarthe top left corner of the
surface and computes the nearest possible position for&Bdé depending on the size of
the VRI display. After that, the system proceeds in incret@esteps to the right and down-
wards until the whole surface has been explored. If durimgygbarch, the algorithm hits an
obstacle, it first tries to find a bypass around it. If this i$ possible, then an edge with a
high weight is added which passes the obstacle.

After the PathNetwork has been generated, it can be usedripute the “shortest” (i.e.
the optimal) path between two given nodes. RathFinderimplements an adaptation of
the well-known Dijkstra algorithm, which is a graph seartdgoathm that solves the single-
source shortest path problem for a graph with non-negatige eveights (i.e. edge costs),
producing a shortest path tree ([Dijkstra, 1959]). For &gisource node in the PathNetwork,
the algorithm finds the path with lowest cost between thaerad every other node. As
in our case, we only need to find one optimal path from a singlece node to a single
destination node, the algorithm can be stopped once an aigiath to the destination vertex
has been determined.

VRI behavior
Finding an appropriate movement path through the enviromnsenot the only task which
has to be solved when developing an interactively movingazttar. If our character were a
simple object displayed in the environment, it would be sidfit to compute an optimal path
as described above and move the Virtual Display showing ttheacter on this path from A
to B. In this case, the image of the simple object would alwaysain the same.

In our case of a life-like character, however, it makes adéffice if the character is walk-
ing in a horizontal direction (to the right or left) or in a tieal direction (up or down). While
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in the former case, the character can perform a walking segut one of both directions
(see Figuré 6.34, top rightmost), it would appear unnaifithe same walking animation is
displayed while the character is moving upwards or downsiatd the latter case, a more
natural appearance can be achieved if the character stayseutral position as if it uses an
elevator to move in the vertical direction, or we can use gamioig ball animation which has
already been deployed for the character movement in ouMR$tversion (see Figure 6.84,
bottom).

Figure 6.34 Gesture examples of the VRI character Minnie: idle gestus&irt cleaning”

and “looking at the watch”; “showing to the right” and “watg to the left” [top, from left to
right]; character morphing into a ball [bottom]

Furthermore, in order to make the VRI more interactive, weshimplemented a behavior
module, which adapts the character’s performance to thésymmesition and orientation in the
room, which is detected using the Always Best Positionedrélym ([Schwartz et al., 2005],
[Brandherm and Schwartz, 2005]) running on a handheld devithe behavior of the VRI
is implemented in the form of a deterministic automaton vifite following five character
states:
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e wait: The character is displayed at one location and perfornesgdstures while wait-
ing for user input.

e talk: The character talks to the user, e.g., it explains the fonalities of a nearby
device.

o follow: The character moves along the Display Continuum (eithdkimgor in a ball
shape) following the user.

e call: The character tries to attract the user’s attention, etgenvit detects that the user
is not noticing or following it.

During runtime, the VRI behavior module constantly morsttine user’'s position and
orientation, which are computed by tResitionFindermodule. Any change in the user’s
state is reported by the PositionFinder in the form of eveis distinguish between the four
following user event types, which can trigger transitioe$ween the character states of the
VRI and thus implicitly influence its behavior:

present A user is detected in the vicinity of the VRI.

watching The user is looking in the direction of the VRI.

looking away The user is currently not looking in the direction of the VRI

moving away The user is moving away from the current position of the VRI.

The transition graph describing the character reactiotisetaiser’s behavior is presented

in Figure[6.35.
t talk watching wait

looking away looking away

Figure 6.35 Transition graph defining the VRI behavior depending onliatauser interac-
tion
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The content which is presented in the talking state of the &¥édends on the current
position of the character, which in turn is adapted to thectet user location. In this way,
when the user is approaching some points of interest (exgcatein the environment), the
character is placed at a position nearby the correspondivigel and the VRI's information
script associated with this device is presented, i.e., ttaacter tells the user about the
functionalities of the device in front of him.

According to the defined transition graph, an example stermauld take place as fol-
lows: The VRI is waiting in an idle mode at the entrance of thettumented Environment
until a user enters the room. If the user stops and looks attheacter, he is being welcomed
in the Instrumented Environment. Otherwise, if the useasspng by and approaching a cer-
tain device, e.g. the instrumented shopping cart, the VRiliswing him by moving over
the walls of the room, until it reaches the position defineghaist of interest for the cart.
After that, the character waits until the user is lookingtaf\s soon as the user’s attention is
directed at the character, it starts explaining the insénted shopping cart’s capabilities. If
during the talk, the user looks away, the character trieggain his attention. If the user is
not interested in the explanation about the device and meway, the character follows the
user to the next device he might be interested in.

In some situations, several user events can occur at the sar@e In this case, the
behavior module needs an additional conflict solving meisiatn order to be able to react
in a deterministic way. For this purpose, we have assignidifyrvalues to the different
event types, so that in case of simultaneous occurrencdfefatit events, the one with the
highest priority is preferred. In our scenario, it is proleathat the eventkoking awayand
moving awayoccur at the same time. In this case, theving awayevent is regarded as
the more significant one and thus, it is assigned a higherifyrid he looking awayevent is
regarded as the second significant one, and the epergsntandwatchingare not in conflict
with each other, so that they have the same lowest priority.

6.4 User-driven DUVDs

Beside the applications involving implicit interactiongvaave developed some services us-
ing explicit user interaction. These user-driven DUVDs ewatrolled mainly by the user,
especially in terms of their positions and content. In theggglications, the user can inten-
tionally enforce system feedback or also create individddlal Displays with customized
content.

6.4.1 SearchLight

The SearchLight service implements a physical searchiimébr Instrumented Environ-
ments ([Butz et al., 2004]). It can be regarded as an analogyet file search functionality
on a common PCs, which represent virtual environments. cBemyht transfers this inter-
action paradigm into the physical environment, where thgeta of the search are physical
objects, and accordingly, the response to the search glserpecurs in the physical world.
Instrumented Environments as discussed in this work dffeability to extend our phys-
ical surroundings by a computational layer providing newctionalities. One such func-
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tionality can be the capability of objects to make themsek®own in order to be noticed

or found by humans. This functionality was already propdsed/eiser’'s Ubiquitous Com-
puting vision ([Weiser, 1991]). A search function for phgadienvironments would alleviate
the need to keep track of all of the things in our environmédhe possible application is
keeping track of books in an office, a library or a book storeouir exemplary scenario, we
consider a library with ubiquitous display capabilitieglanconventional inquiry terminal to
find out about books. The inquiry interface on the computenitgal in a library could then
just provide an additionadhow mebutton for the selected book, which sends an event to the
SearchLight service initiating a highlight of the corresgdimg book position in the shelf.

For the implementation of the SearchLight service, firstlbfthe system needs knowl-
edge about the locations of the searched objects. Simithetband-tracking approach used
in the pointing gesture module (PEG) described in Sedfi@Pal.2, the visual marker li-
brary ARToolKit is deployed for the location detection ofj@tts which are considered as
potential targets for a search request. However, in cdrnivabe pointing gesture approach,
the SearchLight module uses a projector-mounted camemtéotdhe visual markers.

The SearchLight service operates in two phases: In a prigpaphase, it scans the room
for optical markers and sets up a repository of the detectaitkens and the corresponding
locations. This information is used in the operating phaserder to display projected hints
onto the searched objects. In the following, the processe®onmed in both phases are
presented.

Figure 6.36 SearchLightscan images taken during the scanning process [left] and an ex-
ample of an AR Toolkit marker [right]

Scan The environment is scanned by taking slightly overlapgiiogures in all horizontal
and vertical directions using the projector-mounted can{eee Figuré 6.36 [left]). Each
picture is analyzed using jJARToolIk#, a Java version of the original ARToolKit library. The
IDs of all detected markers are stored in a repository tegethith their computed locations
in 3D space. These locations are derived from the marketiposand orientation in the
camera image and the orientation of the steerable projectorat which these image has
been taken. The jARToolKit library computes the marker posiin the camera coordinate
system. A combination of this displacement with the curtertsition matrix of the steerable
unit in the room coordinate system provides the locationaiehtation of the visual marker

http:/Isourceforge.net/projects/jartoolkit/
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in the coordinate system of the DUVD system.

Show After the room has been initially scanned, users can sefarcimarked objects,
e.g. books in a shelf. If the user submits a search query @sommmon library interface,
the result of this query can be visualized in the physicalirenment. For this purpose,
each library entry contains the ID of the ARToolKit marketaahed to the corresponding
book. If this marker has been identified during the scan phissecation is looked up in the
generated repository and a Virtual Display is created atidatied at the computed location.
This display shows a projected spot highlighting the sesddiook (see Figufe 6.37) similar
to the approach which has been realized in the previouslgribesl PEG module for direct
user interaction (see Section 6.2.211.2).

Figure 6.37 SearchLighsshow a highlighted book in the shelf [left] and another one on the
window sill [right]

With our experimental setup (room size 5m x 6m, shelf on thié wanegapixels camera
with 3x optical zoom mounted on the steerable projector)umie were able to reliably
recognize markers down to a size of 10mm in the whole roonmhérctirrent demo, scanning
is done only once when SearchLight is started. In an advameesion, idle times of the
projection system could be deployed to systematicallyareghe environment for possible
changes in order to adapt the search repository. This @azas also prioritize regions
where changes are more likely, which could be identifiedgusitditional sensors, such as
RFID tags, optical recognition (e.g. FibreShelf [Kriigeak, 2011]) or motion detection
with additional cameras. Even when the projector unit isifse other tasks, the image of
the projector-mounted camera can be analyzed for posdgiaimarkers, and thus the scan
process of the SearchLight service can be performed as aféib of other applications.

In theory, existing bar codes on many products could be umdtié recognition process.
In the case of books, optical character recognition (OCRnage recognition (e.g. Google
Goggle@) could even completely eliminate the need for markers,esimmok spines and
covers are designed to clearly identify books.

Bhttp://www.google.com/mobile/goggles/
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6.4.2 Beam-Its

Sticky notes, better known by the brand name Post-it, arengoitant tool for many people
to organize their daily lives. They provide a convenient wépttaching small amounts of
information, such as a few words or a sketch, to objects aackplin our physical environ-
ments. They can be used as reminders of duties and appotst@et their ubiquity and
convenient form factor is hard to match.

The Beam-Its service is an elaborated user-driven apjgitamplementing a virtual
version of sticky notes, which can be placed in the physioglrenment. Beam-Its can be
created by the user on a PDA and placed on the surfaces of #pdaiContinuum in the
environment, where they are visualized when needed ormestjuBeam-Its can contain hand-
written text and sketches, just as the common physical iPostes. Alternatively, Beam-Its
can also be created as typed text, using the virtual keyhafatde PDA.

In keeping with our research aims, we have investigated hpapalar concept from the
physical world can be extended to an Instrumented Enviromisetting, where the physical
and digital worlds mix. The Beam-Its service illustratesaivh virtual version of the tradi-
tional Post-it concept could look like and which advantageguld have over the physical
version. In an environment providing a large Display Cauntim, virtual sticky notes can ap-
pear or remain invisible in the environment depending ortifipecontext parameters, such
as time or identities of people present. They can also aontailtimedia content in addition
to simple text or sketches. Figure 6.38 shows a simple sicedamonstrating an obvious
advantage in terms of privacy.

—_— —_— —_— |

Figure 6.38 Beam-Its example scenario: Mr. Smith leaving his officesMBmith creating
a private virtual message; people passing the door wittemihg Mrs. Smith’s message; Mr.
Smith finding the Beam-It left for him [from left to right] (dloor: Andreas Butz)

In the example scenario, Mr. Smith leaves his office to getmafucoffee. While he
is away, his wife passes by and finds his door closed. As sheotawot talk personally to
her husband, Mrs. Smith leaves him a personal virtual stickg on the door. When other
people pass Mr. Smith’s door, it appears empty to them bedhescreated Beam-It remains
invisible. Only when the system detects the presence of MittBupon his return, the virtual
note left by Mrs. Smith is visualized at the door.

With the Beam-Its module developed in this work and impletaérat the SUPIE Instru-
mented Environment (see Sectionl2.2), this and other sosnzan be realized.

A number of desktop applications implement electronickstinotes, including Post-it
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Digital Noteg, Stickie@, Hott Note@, PtiMém@, Notezilldd or Quick Notes =
They allow users to create digital messages which closefgienconventional sticky notes
and to place them on their virtual desktops or attach thenotomhents or web pages. Some
of these digital notes can also contain pictures or alarmshwiemind the user of an upcom-
ing appointment, but all of them live purely on virtual dexg$ and do not appear in the real
world.

Two recent approaches to virtual messages in the real wazltha Digital Graffitti Ser-
vic?d and the Place-Its applicatioh [Sohn et al., 2005], with Wwhisers can leave digital
messages anywhere in the environment using their mobilegzhdNith the former, tourists
can mark interesting locations and share their experienitbthers visiting the same place,
and with the latter, users can place reminders for themsedvgredefined locations (e.g.
home, work), so that they receive these messages when thayarthese particular places.
A user study conducted with the Place-It application shdves tocation-based reminders
are in general considered useful and enjoyable, althougte s the participants asked for
time-constrained reminders, which were not offered by thgli@ation. These results en-
courage us in our belief that virtual messages that can kaidoe as well as time- and
user-dependent might be an enrichment for people’s daigliln contrast to the approaches
described above, in our work, we are trying to seamlesslynaumg the physical environment
to the bare eyes of the user deploying a projection-basedediately visualized Display
Continuum.

When we first designed the Beam-Its, we considered a visysdaapnce very close to
the physical Post-It version, i.e., a clearly marked yelkyyare with black or colored pen
strokes. In preliminary tests, this design exhibited cdesible disadvantages for projection.
The brightness of the typical Post-It yellow reduces theblesaontrast range for the pro-
jected ink strokes and the design also interfered with glaysibjects onto which the notes
were projected. Therefore, we decided to implement a venplsi background-less and
frameless design, which maximizes the usable contrast anmighines graphical elements.
Slight modifications, such as individual pen colors or basdeould also be used to identify
authors or other properties of a note, such as priority. tlirieiversions were to use a differ-
ent base technology, such as electronic wallpaper, thesgnddecisions would have to be
reconsidered.

In our prototype implementation, the user can create \igtieky notes with a tracked
PDA, using the stylus and a specific note-taking applicasa® Figuré 6.39 [left]). Instead
of tearing a paper note from a pad, he then taBgam-Itbutton on the PDA interface, and
the created message appears as a projected note shown dunah Display on the Display
Continuum in front of the user’s current location (see F&6r39 [right]). Like in the previ-
ously described VRI application (see Section 6.3.3), tlex pssition is detected by means
of the indoor location system Always Best Positioned usictiva RFID tags and infrared

Lhttp://www.3m.com/us/office/postit/digital/digitalotes. html
Bhttp://mww.zhornsoftware.co.uk/stickies/
Bhttp://www.hottnotes.com

Yhttp://ptimemo.lynanda.com
Bhttp://www.conceptworld.com/NoteZilla
Bhttp://www.conceptworld.com/gnp
2https://www.ct.siemens.com/en/technologies/se/limistgraffitis.html
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Figure 6.32 A Beam-It as it is written on the PDA [left] and displayed dwetwall [right]

beacons ([Brandherm and Schwartz, 2005], [Schwartz €2G05]), and his current orienta-
tion is additionally determined by an electronic compadsictvcan be either attached to the
user's PDA or integrated into his clothes. This locationtaysoffers an accuracy of about
2m and a precise detection of the user’s orientation, whiichva only a rough determina-
tion of the final Beam-It position. This accuracy turned aube mostly sufficient for our
purposes and we expect it to be even improved by further deretnt of the indoor location
system.

After it is placed in the environment, the Beam-It virtuditicks” to this location and is
displayed there or hidden as appropriate, depending onittieien. This basic interaction
scheme closely mimics the physical Post-Its as we know tidrich allows the transfer of
a widely familiar mental model and makes the applicationlyasderstandable.

In contrast to conventional paper sticky notes, Beam-Its exhibit certain additional
properties. They can hitme-dependenand/orpersonal On a technical level, the display
of the Beam-It message is controlled by events, such as tieetam of the presence of a
particular person or the approaching of a certain date.

Time-dependerBeam-Its act as reminders by appearing at a predefined dade.dffice
environment, these virtual messages can be used to renmenslafsmeetings or other events.
A time-dependent Beam-It can be specified to appear eitleepagdefined fixed location, or
if the reminder is assigned to a certain user, it can be sh@an the current location of this
user, which is detected by the user tracking module.

PersonalBeam-Its are specifically addressed to a certain personroup @f pepople and
provide a privacy mechanism which is impossible to achieitk physical sticky notes. The
personal Beam-It is only displayed when the respectivegpeisspresent. In order to detect
this presence, users are tracked with the previously inted indoor localization module.

The simple Beam-Its described so far just contain eleatrinki (i.e. polygonal strokes)
and digital text. They could therefore be implemented withimal network traffic, resulting
in a very good interactive behavior. We have also experigtentth a number of extensions
using different types of data, such as photos taken by theésRiafera and sound recordings
using the built-in microphone.

We have also developed and advanced version of the Beanplitaton for Android
smartphones (see Appendix’A.3). In addition to the handkewiBeam-Its, it also offers the
opportunity to create typed text Beam-Its using a virtugldaard on the phone (see Figure
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Figure 6.40 A Beam-It typed on the smartphone [left] and displayed awiall [right]

Moreover, the built-in orientation sensors of the smartgh(8D accelerometer and dig-
ital compass) are used to control the position of the DyndPaiephole. For this purpose,
the accelerometer-based gesture interaction moduleapmabifor the Wiimote device (see
Sectior 6.2.2]2) has been adapted for the Android smaréhbime absolute orientation ob-
tained through the phone’s digital compass allows to adfestnovement of the Ubiquitous
Cursor in such a way that it follows the current orientatidéthe phone.

Alternatively, for a more fine-grained adjustment, the Wiiioqus Cursor can also be con-
trolled through a kind of cross pad which is displayed on theng’s touchscreen. It consists
of two circular zones, whereby the outer circle triggerssagiamovement of the cursor than
the inner one. While the user presses a certain part of thes grad, the Ubiquitous Cursor
moves in the corresponding direction in the room (see Figut).

Figure 6.41 Cross pad provided by the Beam-It application for adjustime Ubiquitous
Cursor
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6.5 Synopsis

In this chapter, we have presented the various interactiotutes of the DUVD system and
a number of applications using both explicit or implicitéraction approaches. Talile16.2
shows an overview of these modules and applications ragattieir interaction type, the
applied interaction devices and the corresponding intieraenethods.

The proposed desktop interfaces use a visualization of theldy Continuum as a 3D
model, which the user can work with using traditional keylloand mouse input. These
interfaces allow an exact and — if needed — remote manipulaif Virtual Displays and
Dynamic Peepholes. However, when working at a stationasktdp, the user might be
distracted from his surroundings, where the actual systaipubis presented.

Real-world interfaces use the physical space for bothaotem input and system output.
In this chapter, we have presented different real-worldrfates based on computer vision,
motion sensors, and user and object tracking. In order tpatphe input capabilities of
certain interaction devices, we have also developed a nunfipeojected menus and widgets.

Interaction Interaction devices Interaction methods
type
. - Physical itor, Clicking, d ing,
3D desktop interfaces explicit ysical monitor ICKIN, Crageing
mouse and keyboard buttons and menus
P
Interaction via - Projector-mounted ost.ures and mov?ment
. explicit . with colored object,
colored objects camera, colored objects . .
projected widgets
. Pointing;
Pointing Extra Gesture " External camera, tagged . .
(PEG) explicit colored glove (further input modalities
by MSA)
Devi ith 3D . .
evice wi Continuous and discrete
accelerometer and at least
Accelerometer-based " gestures (arm
. . explicit one button .
interaction . movement), projected
(e.g. Wiimote,
menus
smartphone)
Product Associated implicit RFID-labeled objects, (fugﬁéiiazftc;ngzzlti;ﬁes
Displ PAD inst ted shelf
isplays (PADs) instrumented she by MSA)
Micro Navigation implicit IRL Smart Cart Entering zones of interest
Virtual Room Inhabitant imolicit User tracking User movement
(VRI) P (e.g. infrared beacons)
SearchlLight explicit/ Visually tagged objects Search quer
g implicit y tagg ] query
- . . Typing, drawing, writing,
explicit/ Mobile device yping & &
Beam-Its . L. buttons, menus on
implicit (PDA, smartphone) . -
mobile device

Table 6.2 Overview of DUVD interaction modules and applications
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7 CONCLUSION

In this work, we have presented a conceptual design and atppatal implementation of
a framework for Dynamic Ubiquitous Virtual Displays (DUVRsvhich allow the creation
and manipulation of visual content on the surfaces of anajately equipped Instrumented
Environment. Although the theoretical concepts can beiegpd a variety of enabling tech-
nologies, the present work, focuses on a projection-basaization.

In our theoretical framework, we have introduced and defthechew conceptBisplay
Continuum Virtual Display, Dynamic Peephol@nd Ubiquitous Cursor We have devel-
oped a 3D model for the representation and visualization Dfsplay Continuum, which
includes not only potential display surfaces but also intadties like obstacles shadows
anddiscontinuities Further, we have presented a theoretical model of Dynarhiquitous
Virtual Displays outlining the basic parameters with whiz2blVDs can be defined, and we
have pointed out how these parameters can be discretelyntingously modified in order
to achieve a desired effect. In this context, we have ingattd a broad range of interfaces
paradigms for DUVDs.

Several interaction modules have been implemented in thessemf this work, includ-
ing 3D interfaces and diverse gesture interaction methBdsl-world interaction has been
realized in various ways: vision-based interaction has loeseloped using different camera
setups, and accelerometer-based gesture interactiorebagbototypically implemented by
deploying a standard, commercially available device (Wiiri®te). The presented interac-
tion techniques encompass both explicit and implicit ingaricepts.

Finally, we have presented a number of exemplary appliestaemonstrating the ca-
pabilities and advantages of the DUVD concepts for complesgntation and interaction
tasks. These applications employ both user-driven as welystem-driven Virtual Displays
in various scenarios in the office and retail context.
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7.1 Scientific Contributions

At the beginning of this thesis, we have specified a numbeesgarch questions and tech-
nical challenges, with which the present work has been carde In the following, we
will return to these questions and point out how the concaptsapproaches developed in
the present work have made a contribution towards solviagpthblems that have been ad-
dressed.

e Which functionalities have to be supported by a ubiquitospldy system?

In the present work, we have introduced the concept of Dyaashiquitous Virtual

Displays which represent a generalized metaphor for ptiegevisual output in Aug-
mented Reality applications. We have proposed a generaititadiof Virtual Displays

and specified a number of basic display parameters which eanddlified discretely
or continuously in order to adapt the ubiquitous visual atitp some specific intrinsic
or extrinsic constraints. In Sectién 5.6, we proposed a rarrobbasic functionalities
which a DUVD system should support, and in Chapler 6, we ptegea number of
interaction modules and applications implementing thasetfonalities.

e Which methods and interfaces are suitable for interactiith wbiquitous displays?

In order to enable interaction with the projection-basejuitous displays developed
in the present work, we have designed and implemented dyafimterfaces, ranging
from 3D interfaces for remote desktop applications, toovidhased and accelerometer-
based gesture interaction modules. The latter have be@nddgor both implicit and
explicit user interaction. The proposed interaction cptedave been prototypically
implemented in a number of different applications. The nzaintribution in this con-
text is the development of real-world interfaces for procbased ubiquitous dis-
plays, whose interaction space is aligned with the useysiphl environment.

e Which theoretical models can be used to describe ubiqudmmiay systems?

In our theoretical framework, we have defined the new conoépt Display Con-

tinuum, which represents a virtual layer in a physical emvinent on which visual
content in terms of Virtual Displays can be presented. Wee hdentified a number
of characteristics for classifying different types of DagpContinua. For visualizing
specific parts of a Display Continuum with restricted vist@hcurrency, we have pro-
posed the concept of Dynamic Peepholes which represenlintindows into the

visual content of a Display Continuum. They can be both uard system-driven,
where the latter type can be applied in order to guide thésuatention at a specific
location and to provide system feedback. In order to indi¢ae current interaction
focus, the Ubiquitous Cursor has been introduced as anagoivto the traditional

mouse cursor transferred into the physical environment.

e How can projection-based ubiquitous displays be combinidd physical screens?

In conjunction with the accelerometer-based gesturedntiem module, we have pro-
totypically embedded a physical screen into the projedtiased Display Continuum.
In this way, the Ubiquitous Cursor concept can be appliedsscthe technology border.
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This allows the transfer of Virtual Displays from the Displ@ontinuum visualized by
the physical screen to its projection-based part and vicgave

e Which contextual knowledge is needed when working with ubays displays?

In our theoretical framework of DUVDs, we have identified anier of extrinsic

constraint parameters which can have an impact on certaima/Display parameters.
These extrinsic parameters can be, for example, certaimspii time, the identity of

a present user and his current location, or the location @etity of a certain object.
Using these parameters, it is possible to specify certairstcaints concerning, for
example, the movement, activity and content of a Virtualplzig, which enables the
realization of various applications, such as the creatfdroduct Associated Displays,
projected navigational hints, user-adaptive advertisgrimesupermarkets and virtual
Post-its.

e Which projection-based display systems are offered byrogsearch projects and how
can they be classified?

In Section 2.6, we outlined some special characteristicstedrable projection sys-
tems, and we discussed their benefits and limitations inigray visual output in Aug-
mented Reality applications in contrast to other projectased technologies, head-
mounted displays and traditional monitors. The first systiarand comprehensive
overview of projection-based display systems was preda@nt€haptef ¥ encompass-
ing technically complex immersive environments, largaksaenulti-projector displays
using front- or rear-projection and several steerableegt@n systems with different
hardware setups and conceptual fundamentals. A closerniagktaken at the latter
group of systems, whose characteristics were contrastidting ones of the DUVD
system developed in the course of this work.

In the following, we summarize the technical challengeschitiave been solved while
developing the DUVD system presented in this thesis.

e How can a steerable projector system be installed in the@mwient?

In order to facilitate the creation of a 3D model of the ermim@nt, which is needed for
enabling a distortion-free projection with the Fluid Beaystem, we have developed
a new approach to user-assisted calibration of potent@égtion surfaces using vi-
sual markers. As a further alternative for modeling the pajenvironment, we have
extended the functionality of the modeling toolkit Yamam&d provide methods for
modeling steerable projection devices and Virtual Displayollowing the concept of
Dual Reality, the Display Continuum in the physical envitent and the correspond-
ing model in Yamamoto have been synchronized so that theymeanally influence
each other.

e Which input devices can be applied in order to implement #e concepts for inter-
action with projection-based ubiquitous displays?

For the technical realization of the developed interactioncepts, we have tested and
explored a variety of devices in terms of their usability ceming the interaction with
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ubiquitous displays in the physical environment. Some ek¢hdevices were pro-
totypes, while others were off-the-shelf appliances whiel to be adapted to our
specific requirements.

e Which components/macros are needed in order to build grojebased ubiquitous
display scenarios?

As a further extension of the Yamamoto toolkit, we have immated a module for
determining the regions lying within the potential projentarea of a steerable pro-
jection unit in order to identify possible display locatgofor projection-based Virtual
Displays. This functionality enables the simulation ofes&dble projector setups in a
virtual model in order to optimize the coverage of the resglDisplay Continuum.
In this way, it is possible to determine the appropriate timss for installing steerable
projection units in a specific environment using the simaitatn the 3D model prior
to the actual mounting of the devices in the physical envirent.

7.2 Opportunities for Further Research

Based on the concepts proposed in this thesis and the imptech®UVD system, further
research in the area of ubiquitous displays can be condutitetie following, we propose
some possible topics for future development and extenditimeqresented work.

Development and deployment of further interaction technobgies and methods

In addition to the interaction technologies applied in thespnt work, the DUVD system can
be extended by further interaction modules, enabling fangle speech and other acous-
tic input. A natural language user interface using spokaguage would be a considerable
improvement for the interaction with virtual characteralized on ubiquitous displays. Fur-
ther acoustic interfaces could use common sounds, suchges finapping or whistling, for
controlling the ubiquitous display system.

In order to achieve a more robust and user-friendly visiagelnl interaction, 3D cam-
eras providing additional depth information can be appf@dgesture recognition. In this
way, visual markers, which we currently use as auxiliary msea enable vision-based hand
recognition, will become obsolete.

Finally, a closer look can be taken at possible opportuftie multimodal and multi-user
interaction with ubiquitous displays in order to incredsenaturalness of the interaction with
the environment. In this context, combining speech andugestappears to be a promising
approach.

Applying the DUVD concepts to further DC technologies

As already pointed out, steerable projection is only onesipiiy to realize ubiquitous dis-
plays. We assume that ongoing and future research in theinesvel display technologies
will lead to the development of highly flexible and easily figarable physical display foils
in the near future. This technology would enable an effsstiembedding of physical display
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surfaces in common obijects. If digital wallpaper covering walls of a room could be real-
ized in this way, the DUVD concepts could be applied to thie technology and possibly
extended to its specific features and limitations.

Aside form the considered combination of projection-baseidjuitous displays and sta-
tionary physical screens, further technology combinaticen be investigated, e.g. steerable
projection and mobile projection, steerable projectiod Aandheld devices, or stationary
screens and handheld devices.

Combination of several steerable projector units

In the present work, the combination of several steeraldggior units in the same physical
environment has been considered only in terms of the desdlspadow simulation module.
Another important topic is the interplay of several stekraipojection units in the same room
with partially overlapping projection areas. In this casenechanism for synchronizing the
individual units is needed in order to guarantee an optimploitation of the corresponding
Dynamic Peepholes. The technical challenge in this corgertachieve a correct represen-
tation of ubiquitous displays moving across the overlaggirojection areas of the various
devices. Further, a resource distribution concept and aanadidcation approach are needed
in order to enable simultaneous projection of several ttnga displays at spatially distant
locations.

Adding further degrees of freedom to the steerable projectounit

The steerable projector unit applied in the current impletagon of the DUVD system has
only two degrees of freedom (pan and tilt rotation). In dtgd environments, this hardware
setup results in large regions which cannot be reached byprbjector beam because of
occlusion. This limitation can be counteracted by develgm hardware setup providing
further degrees of freedom. This can be achieved for exafmplmounting the steerable
pan-tilt unit on an appliance whose position can be adjussiy motorized winches, such
as the one of the so-called SpiderE‘bmhich is used to freely position video cameras in a
given physical environment.

A further opportunity to add more spatial flexibility to thieerable projector is to mount
the pan-tilt unit on a mobile robotic platform. In combirmatiwith a localization system, the
steerable projector could autonomously move through thi@mment and thus reach the
desired display surfaces.

http://spidercam.org/
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A INTERACTION DEVICES

A.1 TZI SCIPIO Gesture Band and Winspect Glove

In the course of the wearlT@work projEca general-purpose wearable input device called
TZI SCIPIO Gesture Band was developed that integrates as3aageleration sensor and an
RFID reader in a one-size-fits-all elastic wristband (sepufe[A.1). The measured sensor
data is sent to a PC via a Bluetooth module and a Li-lon bagtack guarantees up to 8
hours operation time. An additional input modality is pdrd by integrated buttons. Status
LEDs and programmable audio can be used for output.

For host systems with a Java VM and a JSR82 Java-BluetoothaA#evice interface
class is available. It can establish the connection to aifspd@l SCIPIO Gesture Band
and deliver its sensor data to an application program. Bleskbst systems are Linux and
Microsoft Windows and java-enabled mobile devices suchlxsRand mobile phones.

The WUI (Wearable User Interface) Toolkit, which is a partteé European Wearable
Computing Framework contains a driver for the device. bl gesture-based interaction
with the application programs using the device.

Figure A.1: TZI SCIPIO Gesture Bangsource: http://matrix.wearlab.de/scipio/)

Another input device developed in the same project is the syp#ot Glove
([Lawo et al., 2005]). It contains basically the same hamdwas the Gesture Band but it
is built in the form of a fingerless glove with minimal covegimn the inside of the arm

Twww.wearitatwork.com
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and wrist (see Figure_A.2). Contrary to the Gesture BandQlowe has 3 textile buttons
that fit around the fingers and do not interfere with manudsta$t is designed for hybrid
gesture-based or direct selection interaction.

Figure A.2: TZI SCIPIO Winspect Glovésource: http://matrix.wearlab.de/scipio/)

Regarding their motion sensing capabilities, both devitestribed above are suitable for
gesture-based interaction. In fact, the Winspect Glovedeersomfortable than the Gesture
Band as it allows for purely one-handed gesture interadti@mks to the cleverly placed
finger buttons, which can be used to trigger different astion

A.2 Wi Remote (Wiimote)

Another interaction device using acceleration sensofis\tii Remote controller. It is orig-
inally developed and distributed as a controller for Nik&'a Wii gaming console but was
soon discovered by the research community as a powerfuftodahteraction with various
applications. Beside a 3-axis accelerometer, the Wii Rer@aintrol disposes of an infrared
camera, which can be used to calculate the relative motidheoflevice with respect to an
infrared light source. Additionally, the Wii Remote Cortadfers six input buttons and a
four-way digital cross (D-pad) on its front side and a largagger button on the back side
(see Figuré_AR3 [left]). Output can be provided by four blugDs, a loud speaker and a
vibration motor (rumble function).

The built-in acceleration sensor can measure linear aatigle in three directions (see
Figure[A.3 [right]). If the device is not being moved, it dedrs an upward acceleration value
(+Z, when horizontal) equal to the force of gravigy(approximately 9.8 mA but in the
opposite direction. This fact can be used to recognize tikements with the Wiimote.

Several Application Programming Interfaces (APIs) ardlalike for the Wiimote, which
allow a connection of the device to a computing system. Is #my, sensor input can be
received from the Wiimote and its output (LEDs, rumble andngt) can be controlled re-
motely via a Bluetooth connection. APls are provided fomadlin programming languages,
e.g. the Wiimote AF@ for C, Wiin‘@ for C++, and the following APIs are Java-based: Wi-
iuse@, moteﬁ and jwiimot@.

2http://code.google.com/p/wiimote-api/
3http://digitalretrograde.com/projects/wiim/
“*http://code.google.com/p/wiiusej/
Shttp://motej.sourceforge.net/
®http://code.google.com/pl/jwiimote/
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Figure A.3: Wii Remote controller device [left] and coordinate systefithe acceleration
sensor [right]

A.3 PDA with Digital Compass / Smartphone

In order to enable mobile interaction with projected Vittlzsplays, a PDA has been
equipped with an RFID antenna and a digital compass. By medinan indoor
location system using active RFID tags and infrared beadf@shwariz et al., 2005],
[Brandherm and Schwartz, 2005]), the position of the usédihg the PDA can be tracked.
With the attached digital compass, the user orientationatsm be measured precisely. In
this way, the system can estimate which surfaces the useriisntly looking at and use
them for the placement of Virtual Displays. With the touchpiay of the PDA, the user has
the opportunity to create individual content for the prégecdisplays.

In a recent update of our system, we have applied a moderrofhsimartphone (Nexus
On@) for interaction with Virtual Displays, which provides neelaborate features than the
previously described PDA. Aside from a built-in digital cpass, the smartphone contains
a 3-axis accelerometer similar to the one of the Wiimote aeviVith the data provided by
these sensors, it is possible to determine the absolutetatien of the smartphone in 3D
space.

Figure[A.4 shows some screenshots of the extended Beanplitaon running on a
Nexus One smartphone.

"http://en.wikipedia.org/wiki/Nexu©ne
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Figure A.4: Screenshots of Beam-It application on Nexus One smarghioitial window
showing a list of previously created Beam-Its, menu for cekdection and menu for stroke
width adjustment [top row, from left to right]; typed Beainebntent, hand-drawn Beam-It
content and the cross pad for position adjustment of the wlioigs Cursor [bottom row, from
left to right]



B EXPERIMENTAL EVALUATION OF WIIMOTE
INTERACTION WITH DUVDSs

Evaluating newly developed systems by means of controléed studies is a common prac-
tice in order to investigate the usability of new approachi@sset up such a usability study,
an appropriate scenario has to be prepared, wherein a nwhpegferably unbiased users
are asked to perform a number of tasks using the system bestegt Usually, the test per-
sons are observed during the performance of the experimdadditionally, they are asked
to fill in some pre- and post-test questionnaires in orderdaihey feedback on the system
being evaluated.

Among the interaction techniques implemented in the cowfehis work, the
accelerometer-based gesture interaction described inB8H#E2.2.2 was selected for eval-
uation by means of a usability study, as one of the novelweald interaction techniques
developed in the course of the present work. As we have imgaésad two slightly different
variations of the accelerometer-based interaction cdnegipg the Wii Remote controller,
the aim of the performed user study was to compare these texaation options with each
other in terms of usability. Additionally, the acceleroerebased interaction options have
been compared against the solely button-based interatamique with the Wii Remote
controller, which has also been described in Se¢tion @?2.2.

B.1 Participants

As test subjects for our user study, we recruited twentyi@pants (eleven male and nine fe-
male) mainly from the local university campus (Saarland/drsity, Germany). They ranged
in age from 19 to 39 years with an average age of 26 years. Imagi@aphic questionnaire,
which the participants were asked to fill in after the experitmwe gathered general informa-
tion about the test subjects, like gender, age and profesiorthermore, the questionnaire
contained some questions concerning the participant®rgéacquaintance with computers
and their experiences with the Nintendo Wii console andugeshteraction in particular (see
Figured B.B and Bl4).

It turned out that 9 of the participants have had no expegenall with the Wii console,
7 test subjects stated to be somewhat familiar with it, andrtigipants assessed themselves
as being very familiar with the Wii console. Concerning theiperience with other gesture-
based interaction devices (beside the Wii Remote), 17 gidinicipants stated that they have
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never used such devices and only 3 have used gesture ifgarbetore.

B.2 Experimental tasks

In order to give the participants the opportunity to applyreanl set of input commands in
each interaction option, we have prepared a fixed list ofstaghich the test subjects were
asked to perform with each of the interaction options rethgdy (gestures and one button,
gestures and two buttons, only buttons). To avoid skewadtsedue to learning effects, we
counterbalanced the order of the three interaction optiwhile in each interaction option,
the order of the performed tasks was maintained. The tasks #esigned to range from
simple to complex ones. The completion of a simple task regubnly one simple action
(e.g. the movement of the Ubiquitous Cursor or the opening wfenu). A complex task
involves several simple actions, which can possibly begoevéd in various ways (e.g. the
creation of a Virtual Display with specific properties). bmse cases, there are even different
alternatives (different sets of simple actions) for the ptation of a complex task.

The tasks which the participants were asked to perform istildy were the following:
1. Move the Ubiquitous Cursor faositionl

2. Create a displaydisplay) which is 0.42m high and 0.63m wide at this positigogi-
tionl).

3. Show the imagenessageas content on this displaglisplay?.
4. Create a live stream showing the area of the clock apjaitain the plasma screen.

5. Show the live stream on a new displalisplay? to the left of the first displaydis-
playl).
6. Move all visible displays tposition2

7. Create a new displayiéplay3 with the following properties:

a. Itislocated apositionZ,
b. It has a 25 degree rotation;
c. It shows the imag#lower.

8. Go todisplayl(which shows the imagmessage
9. Delete all visible displays.

Out of these nine tasks, the tasks 2, 6, 7 and 9 are complex fékk locationgositionl
and position2were labeled on the walls in the Instrumented Environmeni wumbered
yellow markers. The imagemessagend flower could be obtained from two image files,
which were shown on the plasma screen. The digital clock ewinohvolved in task 4 was
also displayed on the plasma screen.
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B.3 Procedure

Every participant was asked to perform the previously ddftasks using each of the three
interaction options respectively. Prior to the beginnifigh® experiment, the participants
were given a brief general introduction to the applicatiowl ¢he overall procedure of the
experiment. They were informed that they will be asked tdguar a number of tasks in

three rounds, using three different interaction optiospeetively.

More specific instructions concerning the respective auon option were given prior
to each interaction round. The participants were instouttew to control the application
with the respective interaction option, and they were gihenopportunity to test it in a short
trial session. Additionally, at the beginning of the firssggge-based interaction round, the
participants were asked to create their own user profilesalnying the predefined interaction
gestures. After each interaction round, the participaattsdr the applied interaction option
by filling in an experiment questionnaire (see Figuresl B/5.8)B It comprises eleven
statements, where the last two (10 and 11) are only relevatiné gesture-based interaction
options (and not for the solely button-based interacti@gch of these statements could be
rated on a rating scale from 1 (totally disagree) to 6 (tptaljree). The rating scale was
built with an even number of points in order to avoid the poiigy of a neutral rating.

The statements of the rating questionnaire look like thewohg (originally in German):
1. The movement of the Ubiquitous Cursor was intuitive.

2. |l was always aware of where the Ubiquitous Cursor was.

3. lalways knew on which object the interaction focus wasentty lying.

4. | knew exactly what to do (which button to click, which gestto perform) in order to
accomplish a task.

5. The navigation through the menu items was intuitive.

6. The increase/decrease of numbers (e.g. when resizirgating a projected display)
was intuitive.

7. The Wiimote was an easy to use interaction device for otiimy the Ubiquitous Cur-
sor as well as the Virtual Displays.

8. I was able to complete all tasks successfully.
9. | felt comfortable with the interaction.
10. | knew exactly which gesture to perform in order to triggelesired action.
11. | knew exactly when and on which button to click in ordetrigger a desired action.

After the completion of all three interaction rounds, thetiggpants were asked to give a
general rating comparing the three interaction options witch other under several aspects
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and to specify a personal ranking of the interaction optiefiecting their experiences during
the user study (see Figuries B.9 &nd B.10).

The following statements were to be rated for the direct cispn of the interaction
options:

1. With the following interaction option, | could easily cplete the given tasks.

2. In my opinion, the following interaction option is intivie.

3. I'would like to use the following interaction option in @yday life or at work.

Again, for each interaction option, each statement coulctesl from 1 (totally disagree)
to 6 (totally agree).

At the end of each rating questionnaire, the participantsewgéven the opportunity to

add some personal comments concerning their experiencieg) dine user study.

Table[B.1 shows a schematic overview of the experimentalgahare described above.

. . Brief general introduction to the application and the
General introduction .
overall procedure of the experiment
Instruction 1 Introduction to the first interaction option with trial
Interaction round 1 Task completion using the first interaction option
Questionnaire 1 Evaluation of the first interaction option
Instruction 2 Introduction to the second interaction option with trial
Interaction round 2 Task completion using the second interaction option
Questionnaire 2 Evaluation of the second interaction option
Instruction 3 Introduction to the last interaction option with trial
Interaction round 3 Task completion using the third interaction option
Questionnaire 3 Evaluation of the last interaction option
Questionnaire comparing all | _. . . . .
. . . Direct comparison of all three interaction options
three interaction options
. . . Demographic questions on age, gender, experience
Demographic questionnaire . g" phicq g8 8 P
with Wiimote, etc.

Table B.1 Schematic overview of the experimental procedure
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B.4 Results

In order to analyze and interpret the results of the useysthd data gathered through the dif-
ferent questionnaires was evaluated using statisticaiooé Figurd B.1 shows an overview
of the most interesting results of the evaluation. In algdiEns, the blue bars/sections refer
to the average rating results concerning the solely butased interaction option (Bl), the
green ones refer to the gesture interaction option with tuttohs (G12) and the violet ones
refer to the gesture interaction option with one buttonsLjGA table showing a distribution
of corresponding scale groups is added below each diagresafefor the pie chart).

Comparison of the three interaction options

As it can be seen in the pie chart of FiglrelB.1 a., the butased interaction outperformed
both gesture-based interaction options according to teeathuser ranking, with 70% of the
participants declaring it to be their favored interactigntion. 20% of the participants voted
for the gesture-based interaction with two buttons, whilly d.0% preferred the gesture-
based interaction with only one button. This ranking canrtterpreted with respect to the
complexity of the respective interaction options: gergraleople are accustomed to operat-
ing a system using buttons, e.g. when working with a remotgrob In contrast, gesture-
based interaction is currently by far less common as meam®fdrolling electronic devices.
When comparing the complexity of the two gesture-basedantm®n options, it can be stated
that using two buttons to specify the respective (contisumudiscrete) gesture mode is cog-
nitively less demanding than using only one button to switetween the two gesture modes,
especially when the same button also has to be pressed tatedhat a gesture is currently
being performed. This overloading of the button functidggdossibly makes the GI1 inter-
action too complicated for unexperienced users.

Although statement 4 (“| knew exactly what to do (which batto click, which gesture
to perform) in order to accomplish a task.”) has been ratedaily for all three interaction
options, the evaluation of statement 7 (“The Wiimote wasasydo use interaction device
for controlling the Ubiquitous Cursor as well as the Virtiasplays.”) shows a significantly
higher rating for the Bl option, which means that the pagpacits felt much more comfortable
using the Wiimote as an ordinary button-based remote clotfiam as a gesture interaction
device.

The average ratings for statement 8 (“| was able to completasks successfully.”) sup-
port the popularity rating of the different interaction igpis. Since, in general, humans enjoy
the feeling of success, it appears consistent that interaoptions which are perceived as
more successful are preferred by the users. This is alsaeatiby the results for statement
1 (“With the following interaction option, | could easily owplete the given tasks.”) of the
direct comparison questionnaire.

The rating results for statement 9 (I felt comfortable witie interaction.”) support the
results for statement 8, which means that the ease of use &iimote device in a certain
interaction option is related to the user comfort with thepective interaction.

Diagrams f. and g. illustrate the reported user confidenaessiimg gestures and buttons
with the two gesture-based interaction options. Surgglgjrthe results show no significant

The results were evaluated using SPSS version 16.
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difference between the two options, which does not supporpevious assumption that the
gesture-based interaction with two buttons is less complex the one with only one button.

Statement 4: | knew exactly what to do (which
button to click, which gesture to perform) in
order to accomplish a task.

Distribution of first place ranking for each
interaction option
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As commented by some participants as well as observed imtimse of the user study,
the participants often had to repeat the performed gestures or twice before they could
be recognized correctly be the system. In rare cases, sostgrge had to be repeated up
to 5 to 7 times. These technical shortcomings obviously teadser frustration in some
cases. Furthermore, it could be observed that sometimésipants confused the usage of
the buttons in the different gesture-based interactioioongt Often, the second performed
gesture-based interaction option was confused with thequrely performed one.

One patrticipant rated most statements for both gesturedbameraction options with
values from 1 to 3, as he often had to repeat the gesturesatéwees before they were rec-
ognized correctly by the system. Another participant, wited each interaction option with
4 to 6 on average, provided the value 1 for the statement “llaviike to use the following
interaction option in my everyday life or at work” for all eftaction options. As a reason for
this, he commented that he could not imagine a possible sognavhich he could use these
kinds of interaction.

In the demographic questionnaire, all participants ackaedged that they use computers
either for professional or for recreational reasons — 156@0 stated that they are working
with computers more than 25 hours per week. The majorityeptrticipants (16) had never
or only occasionally played with a Wii console, and only 3 loéh have had experiences
with other gesture input devices beside the Wiimote. Theegfwe can assume that our test
subjects were more accustomed to use buttons-based santtbeir everyday lives, and the
gesture-based approach was a rather unfamiliar concepeno. t

Benefits of visual feedback during interaction

The results presented in the diagram in Fidgurel B.2 show tiefparticipants were quite

aware of the interaction focus during all interaction opsio For statement 3 (‘I always

knew on which object the interactions focus was currenilygy), the average ratings for all

three interaction options are higher than 5, and the taltte e corresponding scale group
distribution shows that, in all conditions, the statementwated with a value of at least 3,
with the majority of participants assigning a 5 or 6.

As, in all interaction conditions during the experimenkg imain indicator of the current
interaction focus was the visual feedback provided by thiguitous Cursor and the red
border indicating a selected Virtual Display (see Figlrgsl@and 6.2B (d)), these results
support the assumption that the provided visual feedbaappsopriate for guiding the user’s
focus during interaction in the physical space. This assiamjis further confirmed by some
user comments provided in the questionnaires, saying tththe Ubiquitous Cursor as well
as the red border were perceived to be helpful for succégsfinpleting the tasks.

Final conclusions

As an overall conclusion of the results derived from theqrenied usability testings, it can be
stated that occasional technical problems concerninggstige recognition and the resulting
difficulties in completing a given task have had a negatifleiémce on the user acceptance
and the usability of the gesture-based interaction. Thi®@rages us in further improving
the accelerometer-based gesture recognition procesdantarachieve a more robust gesture
interaction.
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Statement 3: | always knew on which object the
interaction focus was currently lying
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Figure B.2: Statistical diagrams showing the evaluation results tatesnent 3 with denoted
95% confidence intervals and a distribution of correspapgiale groups,

Due to the only slight differences between the two gestaiset interaction options, dur-
ing the experiments, the participants often confused ttierecof these two interaction types.
We assume that if users are given the opportunity to pracsagg only one of the gesture
interaction options, they will be able to understand therittion concept and memorize the
applied actions more easily.

Further, we could observe a user preference for buttondbiaseraction, which can be
explained by a probably greater experience in working wiittdn-based devices in their
daily lives. We hope that with an increasing popularity oftgee controls for example in
gaming applications, gesture interaction will also gaipapularity in other areas of people’s
everyday lives.

Regardless of the applied interaction options, the prakidsual feedback indicating the
target of the current interaction focus has proved to beesigted by the participants, and it
will be considered in future interaction modules.
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Questionnaire number:
Personal information:
Age: Gender:

Profession:

1. How many hours per week do you spend in front of a computer?

O 0- 1 hours weekly
O 1-10 hours weekly
O 10 - 25 hours weekly
O 25— 40 hours weekly
O > 40 hours weekly

2. For which purpose do you normally use the computer?
(multiple selections allowed)

Professional reasons
O Surfing the Internet / reading emails
O Work with office suite
O Software development
O Image editing
O Video / sound editing
O Other:

Recreational reasons

Playing games

Surfing the Internet / reading emails
Work with office suite

Software development

Image editing

Video / sound editing

Other:

O

O
O
O
O
O
O

Figure B.3: Demographic questionnaire (1/2)
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3. How familiar are you with the Nintendo Wii game console?

O Not at all familiar (never played)

O Somewhat familiar (played a few times)
O Familiar (often played)

O Very familiar (played very often and well)

4. Do you have any experience with gesture-based interaction apart from
the one used by the Nintendo Wii game console?

O No
O Yes, namely:

Figure B.4: Demographic questionnaire (2/2)
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1. The movement of the Ubiquitous Cursor was intuitive.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

2.1 was always aware of where the Ubiquitous Cursor was.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

3. T always knew on which object the interaction focus was currently lying.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

Figure B.5: Questionnaire on each interaction option (1/4)
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4.1 knew exactly what to do (which button to click, which gesture to perform) in
order to accomplish a task.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

5. The navigation through the menu items was intuitive.

NN

totally disagree totally agree

Comments / Suggestions:

6. The increase/decrease of numbers (e.g. when resizing or rotating a projected
display) was intuitive.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

Figure B.6: Questionnaire on each interaction option (2/4)
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7. The Wiimote was an easy to use interaction device for controlling the Ubiquitous
Cursor as well as the Virtual Displays.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

8. I was able to complete all tasks successfully.

1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

9. I felt comfortable with the interaction.

oot

totally disagree totally agree

Comments / Suggestions:

Figure B.7: Questionnaire on each interaction option (3/4)
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Statements concerning only the gesture-based interaction options:

10. I knew exactly which gesture to perform in order to trigger a desired action.
1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

11. T knew exactly when and on which button to click in order to trigger a desired

action.
1 2 3 4 5 6
totally disagree totally agree

Comments / Suggestions:

Figure B.8: Questionnaire on each interaction option (4/4)
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1. With the following interaction option, I could easily complete the given tasks.

NN

totally disagree totally agree

gestures and one button
1 2 3 4 5 6

totally disagree totally agree

gestures and two buttons
1 2 3 4 5 6

totally disagree totally agree

2. In my opinion, the following interaction option is intuitive.

IR R R

totally disagree totally agree

gestures and one button
1 2 3 4 5 6

totally disagree totally agree

gestures and two buttons
1 2 3 4 5 6

totally disagree totally agree

Figure B.9: Questionnaire comparing the three interaction optior®) (1
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3. I would like to use the following interaction option in my everyday life or at work.

NN

totally disagree totally agree

gestures and one button
1 2 3 4 5 6

totally disagree totally agree

gestures and two buttons
1 2 3 4 5 6

totally disagree totally agree

4. Please give a ranking of the three interaction options in the order of your personal
preference.

1:

Comments / Suggestions:

Figure B.10: Questionnaire comparing the three interaction optiord) (2
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