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Abstract

Global illumination (GI) rendering plays a crucial role imetphoto-realistic ren-
dering of virtual scenes. With the rapid development of grephardware, Gl has
become increasingly attractive even for real-time appbcs nowadays. How-
ever, the computation of physically-correct global illunaiion is time-consuming
and cannot achieve real-time, or even interactive perfoomaAlthough the real-
time Gl is possible using a solution based on precomputasaoh a solution
cannot deal with fully-dynamic scenes. This dissertatauges on solving these
problems by introducing visually pleasing real-time glabamination rendering
for fully-dynamic scenes.

To this end, we develop a set of novel algorithms and teclasidor rendering
global illumination effects using the graphics hardward.tese algorithms not
only result in real-time or interactive performance, bgoafjenerate comparable
guality to the previous works in off-line rendering. Firgte present a novel im-
plicit visibility technique to circumvent expensive vigity queries in hierarchical
radiosity by evaluating the visibility implicitly. Ther&ar, we focus on rendering
visually plausible soft shadows, which is the most impdrtaheffect caused by
the visibility determination. Based on the pre-filteringdba mapping theory, we
successively propose two real-time soft shadow mappingodst “convolution
soft shadow mapping” (CSSM) and “variance soft shadow magipiMSSM).
Furthermore, we successfully apply our CSSM method in comguihe shadow
effects for indirect lighting. Finally, to explore the Glraering in participating
media, we investigate a novel technique to interactivatylez volume caustics in
the single-scattering participating media.
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Kurzfassung

Das Rendern globaler Beleuchtung igt tlie fotorealistische Darstellung virtu-
eller Szenen von entscheidender Bedeutung. Dank der rafidevicklung der
Grafik-Hardware wird die globale Beleuchtung heutzutagestg Echtzeitan-
wendungen immer attraktiver. Trotz allem ist die Berechnphygsikalisch kor-
rekter globaler Beleuchtung zeitintensiv und interaktiautzeiten bnnen mit
“standard Hardware” noch nicht erzielt werden. Obwohl dasdeeng auf der
Grundlage von Vorberechnungen in Echtzeitgiich ist, kann ein solcher Ansatz
nicht auf voll-dynamische Szenen angewendet werden.

Diese Dissertation zielt darauf ab, das Problem der globBleuchtungs-
berechnung durch Eiithrung von neuen Techniketirf voll-dynamische Sze-
nen in Echtzeit zudsen. Dazu stellen wir eine Reihe neuer Algorithmen vor,
die die Effekte der globaler Beleuchtung auf der Grafik-Haswberechnen.
All diese Algorithmen erzielen nicht nur Echtzeit bzw. irgtktive Laufzeiten
sondern liefern auch eine Qualif die mit bisherigen off-line Methoden ver-
gleichbar ist. ZuAchst péentieren wir eine neue Technik zur Berechnung impli-
ziter Sichtbarkeit, die aufandige Sichbarkeitstests in hierarchischen Radiosity-
Datenstrukturen vermeidet. Anschliessend stellen wie &ethode vor, die wei-
che Schatten, ein wichtiger Effekirf die globale Beleuchtung, in Echtzeit be-
rechnet. Auf der Grundlage der Theotiber vorgefilterten Schattenwurf, zeigen
wir nacheinander zwei Echtzeitmethoden zur Berechnunghgefgchatteniunfe:
“Convolution Soft Shadow Mapping” (CSSM) und “Variance Sdfta8ow Map-
ping” (VSSM). Dafiber hinaus wenden wir unsere CSSM-Methode auch erfolg-
reich auf den Schatteneffekt in der indirekten BeleuchtungAdbschliessend
prasentieren wir eine neue Methode zum interaktiven Rendenmn\iabumen-
Kaustiken in einfach streuenden, halbtransparenten Medie
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Summary

Global illumination (GI) rendering plays a crucial role imet photorealistic ren-
dering of virtual scenes. It has long been applied in theiapetfect production
in the film industry. With the rapid development of the graghhardware, Gl
has become increasingly attractive for real-time appboat like video games,
nowadays. However, the computation of the fully physicalyrect global illu-
mination is usually time-consuming and cannot achievetigad, or even inter-
active performance. Although the real-time Gl is possildmg a solution based
on precomputation, such a solution cannot deal with fullpainic scenes. This
dissertation focuses on solving these problems by intiodute visually pleas-
ing real-time GI rendering for fully-dynamic scenes. Theudlly pleasing Gl
rendering is motivated not only by improving the performaraut also by fulfill-
ing the visual perception of human beings. Some researckswaready prove
that in lots of scenarios, the fully physically-correct Glnot necessary for the
human perception. Since the final goal of our renderings gadwide images for
perception, we can derive some reasonable approximatiomsthe fundamental
theory of Gl to achieve the visually pleasing real-time Glderings.

To this end, we develop a set of novel algorithms and teclesidor rendering
visually pleasing Gl effects using graphics hardware. Ad#ge algorithms not
only result in real-time or interactive performance, bisoajenerate comparable
quality to the previous off-line rendering. First, we pnaisgnovel implicit visibil-
ity technique to circumvent expensive visibility querieshierarchical radiosity
by evaluating the visibility implicitly. Thereafter, we ¢as on rendering visu-
ally plausible soft shadows, which is the most important fBda caused by the
visibility determination. Based on the pre-filtering shadmapping theory, we
successively propose two real-time soft shadow mappingpodst “convolution
soft shadow mapping” (CSSM) and “variance soft shadow magpiSSM).
Furthermore, we successfully apply our CSSM method in comguhe shadow
effects for indirect lighting. Finally, to explore the Glngering in participating
media, we investigate a novel technique to interactivehyglez volume caustics in
the single-scattering participating media. In brief, imPhand Partll, we focus
on how to approximately solve the visibility determinatiorGl which is usually
the bottleneck of the whole Gl algorithm. In P&vt, we step further to deal with
the Gl effect: volume caustics in participating media. Befstarting the detailed
introductions of all these algorithms, in P&rtve also lay out the general theoret-
ical background materials that are needed to understancovet algorithms and
techniques.

Implicit Visibility  Visibility determination usually dominates the perforroan
of the Gl algorithm. We start with circumventing the visityilqueries in radiosity
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methods. Usually, ray casting is utilized to explicitly elehine the visibility be-
tween two elements in the scene. However, its performansiewsand prevents
the algorithm to reach interactive or real-time perfornean€ompared with the
explicit way, we propose to implicitly evaluate the visityilbetween individual
scene elements in Chaptér Our method is inspired by the principles of hier-
archical radiosity and tackles the visibility problem byplwitly evaluating the
mutual visibility while constructing a hierarchical linkrscture between scene
elements. Our novel method is able to reproduce a largetyaries| effects for
moderately sized scenes at interactive rates, such as@htghting, soft shadows
under environment map lighting, as well as area light saurce

Pre-filtering Soft Shadow Maps and their Applications Soft shadow is one of
the most important global illumination effects and compgta soft shadow has
long been an important topic in the rendering research. Weessively present
two kinds of visually plausible soft shadow mapping methetigch are based on
the pre-filtering shadow map theory and implemented in tihegueage closer soft
shadow (PCSS)HernandoO5aframework. The first one is the so-called “con-
volution soft shadow mapping” (CSSM) which is based on thevelution in
Fourier space to approximate the traditional shadow texttion. The key con-
tribution of CSSM is the convolution pre-filtering theory whican be applied
in both the average blocker depth step and the soft shadowwwtation step of
PCSS framework. One major limitation of CSSM is: achievinghhigiality soft
shadows increases the number of Fourier basis terms to eastfbur, so that
large amounts of texture memory are required to store FHobasis terms, mak-
ing it less practical. To overcome this problem, we preseeicand method called
“variance soft shadow mapping” (VSSM). VSSM is based on atailed version
of Chebyshev’s inequality and requires a much lower amounéxitire mem-
ory. Both CSSM and VSSM can achieve visually plausible softisiherendering
at the real-time performance. Especially for VSSM, morenth@0 fps can be
achieved for very complex scenes.

Moreover, motivated by the concept of clustered visihilitye extend the
CSSM method to compute the shadow effects of indirect lightBince the per-
ception of the indirect shadows is not sensitive, a readersgdproximated shadow
result is usually sufficient. We propose a highly efficientimoel to compute in-
direct illumination by clustering virtual point lights (\R), which represent the
indirect illumination, into virtual area lights (VALS). Airggle visibility value is
shared for all VPLs in a cluster, which we compute with the CS8bthod to
avoid banding artifacts. Our method achieves both visyafiysible quality and
real-time frame rates for large and dynamic scenes.

Interactive Volume Caustics Furthermore, we investigate the Gl effect: vol-
ume caustics rendering in the single-scattering particiganedia. Our method



is based on the observation that line rendering of illunmdmatays into the screen
buffer establishes a direct light path between the viewdithe light source. This
connection is introduced via a single scattering event Veryepixel affected by
the line primitive. Based on this connection, the radianagrdautions of these
light paths to each of the pixels can be computed and accieduladependently
using the graphics hardware. Our method achieves hightguatults at real-
time or interactive frame rates for large and dynamic scenataining the homo-
geneous or inhomogeneous participating media.
Finally, we conclude the thesis and point out the future wankChapte®.
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Zusammenfassung

Das Rendern globaler Beleuchtung igt tlie fotorealistische Darstellung virtu-
eller Szenen von entscheidender Bedeutung. Es findet sgertamnwendung
bei der Erzeugung von Spezialeffekten in der Filmindus@iank des rapiden
Fortschritts in der Grafik-Hardwareentwicklung wurde diebgle Beleuchtung
heutzutage sogailf Echtzeitanwendungen, wie z.B. Computer Spiele, attraktiv
Trotz allem ist die Berechnungagzlich physikalisch korrekter globaler Beleuch-
tung zeitintensiv, und esdkinen weder Echtzeit noch interaktive Laufzeiten erzielt
werden. Obwohl das Rendering auf der Grundlage von Vorbatewen in Echt-
zeit moglich ist, kann ein solcher Ansatz nicht mit dynamischeeren umgehen.

Diese Dissertation zielt darauf ab, diese Probleme mittet€Eintihrung von
“visuell ansprechendem Rendering” globaler Beleuchtuirgvbll-dynamische
Szenen in Echtzeit zwsen. Dabei ist neben der Geschwindigkeitsverbesserung
auch die menschliche visuelle Wahrnehmung von Wichtigkeinige wissen-
schaftliche Arbeiten beweisen bereits, dass in vielen &zem, die physikalisch
korrekte globale Beleuchtungifdie menschliche Wahrnehmung nicht notwendig
ist. Da es die Aufgabe unseres Renderns ist, realistischerBilar Betrachtung
von Menschen zu erzeugemrnen wir einige akzeptabledlderungen aus der
Theorie der globalen Beleuchtung herleiten, um visuell eedpendes Rendering
globaler Beleuchtung zu erzielen.

Dazu entwickeln wir eine Reihe neuer Algorithmen und Tecanikum Ren-
dern visuell ansprechender Effekte der globaler Beleuchdwh der Grafik Hard-
ware. Unsere Algorithmen erzielen nicht nur Echtzeit odéeraktive Laufzeit,
sondern liefern auch eine Quadlit die mit bisherigen off-line Methoden ver-
gleichbar ist. Zuerst stellen wir eine neue Technik zur Bemeag der Sicht-
barkeit vor, um auf@ndige Sichbarkeitsabfragen in hierarchischen Radiosity-
Datenstrukturen zu umgehen, indem wir die Sichtbarkeilizit@uswerten. An-
schliessend betrachten wir das Rendern visuell realigiisaleicher Schatten,
welches ein wichtiger Effektifr die globale Beleuchtung darstellt und durch die
Auswertung der Sichtbarkeit hervorgerufen wird. Auf deu@tlage der Theo-
rie Uber vorgefilterten Schattenwurf stellen wir nacheinarmegi EchtzeitMe-
thoden zur Berechnung weicher Schatténe vor: “Convolution Soft Shadow
Mapping” (CSSM) und “Variance Soft Shadow Mapping” (VSSMhparber hin-
aus wenden wir unsere CSSM-Methode erfolgreich an, um deattecleffekt
auch fir die indirekte Beleuchtung zu berechnen. Abschliessefwdsehen wir
eine neue Technik zum interaktiven Rendern von Volumen-#earsin einfach
streuenden, teildurchssigen Medien, um das Rendern globaler Beleuchtung in
halbtransparenten Medien zu untersuchen. Kurz gefassgiinll und Teil. lll
konzentrieren wir uns darauf, wie man die Sichtbarkeit batbgler Beleuchtung
naherungsweise bestimmen kann, was im Normalfall der Emsggas gesamten
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Algorithmus zur globalen Beleuchtung ist. In TéW. fahren wir mit der Behand-
lung des Effekts der Volumen-Kaustiken in teiltranspagaritledien fort.

Implizite Sichtbarkeit Die Bestimmung der Sichtbarkeit ist ein massgeblicher
Faktor fur die Geschwindigkeit des Algorithmus zur Berechnung debajlen
Beleuchtung. Wir beginnen damit, die Sichtbarkeitstestseisi Schnittpunktbe-
rechnungen von Strahlen zu umgehen. Normalerweise wir8teah! verwendet,
um explizit die Sichtbarkeit zwischen zwei Elementen eBegne zu bestimmen.
Allerdings mindert dieses Vorgehen die Geschwindigkeg A&gorithmus und
behindert somit das Erreichen interaktiver Laufzeit odehti#eit. Im Vergleich
zum expliziten Ansatz, beschreiben wir in Kapitélwie die Sichtbarkeit zwi-
schen einzelnen Szene-Elementen implizit berechnet wekden. Unsere Me-
thode wurde inspiriert von dem Prinzip des hierarchischetid®#&y und widmet
sich dem Sichtbarkeitsproblem durch implizite AuswertomigHilfe einer hierar-
chischen Verbindungsstruktur zwischen Szenen-Elemeblesere neue Metho-
de erndglicht es, viele Effekte der globaler Beleuchtuiig fittelgrosse Szenen
mit interaktiven Bildwiederholraten wiederzugeben; wiB.andirekte Beleuch-
tung und weiche Schatten sowohl unter Umgebungsbeleuglatisnauch unter
Flachenlichtquellen.

Vorfiltern von weichen Schattenwiirfen und deren Anwendung Weiche
Schatten sind einer der wichtigsten Effekte der globalee#itung und standen
lange Zeit im Fokus der Rendering-Forschung. Basierend auTldeorie zum
vorgefilterten Schattenwurf (implementiert im “Percert&joser Soft Shadow”
(PCSS) FernandoOSasystem), demonstrieren wir zwei Methoden zum visuell
realistischen Rendern von weichem Schattenwurf. Die ergtthddie ist das so-
genannte “Convolution Soft Shadow Mapping” (CSSM), welch#ggaltung im
Fourier-Raum basiert und womit die Schattenfunkti@herungsweise berechnet
werden kann. Der Hauptbeitrag, den CSSM leistet, ist dasBierie vorgefilter-
ter Schatten sowohlim Schritt zur Bestimmung der dursdrofign Blockadetiefe
als auch im Schritt zur Berechnung der weichen Schattenaohgt-system ange-
wendet werden kann. Eine grundlegende Bestkung von CSSM ist Folgendes:
hochqualitative weiche Schatten erfordern mehrere FeBasisterme (mehr als
4), sodass grosse Mengen an Texturspeichebdtigirwerden. Dadurch ist diese
Methode wenig praktikabel. Um dies zu umgehen, stellen ing eweite Metho-
de, das sogenannte “Variance Soft Shadow Mapping” (VSSM)MSSM basiert
auf einer Version der Chebyshev-Ungleichung undabigh viel weniger Textur-
speicher. Sowohl CSSM als auch VSSHNnken in Echtzeit visuell realistische
weiche Schatten rendern. Insbesondere kann VSSM selbisbinglexen Szenen
Bilder mit mehr als 100 Bildern pro Sekunde auf aktueller Hamsberechnen.
Daruberhinaus, motiviert durch das Verfahren der “gecluste8ichtbarkeit”,
erweitern wir die CSSM-Methode, um auch den Schatteneftekindlirekten Be-
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leuchtung zu berechnen. Da die visuelle Wahrnehmung iktgiré&Schatten nicht
sehr genau ist, géigt im Normalfall ein hinreichend angéherter Schatten. Wir
fuhren eine hocheffiziente Methode ein, um die indirekte Balawng zu berech-
nen. Dies geschieht durch Gruppierung virtueller Purtkttjaellen (Cluster) und
Approximation durch virtuelle Blchenlichtquellen, die die indirekte Beleuchtung
darstellen. Jeder Cluster von virtuellen Punktlichtquelerélt einen gemeinsa-
men Sichtbarkeitswert, der durch die CSSM-Methode bereching, um Arte-
fakte zu vermeiden. Unser Ansatz erzielt sowohl visuelpaeshende Qualit als
auch Wiederholraten in Echtzeiirfgrof3e und dynamische Szenen.

Interactive Volumen-Kaustiken Desweiteren untersuchen wir den folgen-
den Effekt globaler Beleuchtung: Rendern von Volumen-K&astiin einfach-
streuenden, teiltransparenten Medien. Unsere Methoderbasf der Beobach-
tung, dass das Rendern von Beleuchtungstrahlen als LinienladadBirmpuffer
einen direkten Lichtpfad zwischen dem Betrachter und dehthigelle erzeugt.
Diese Verbindung wirdiir jeden Pixel erstellt, der von der Linie geschnitten wird,
und zwar durch eine einzige Streuung. Basierend auf diesbmdrng kann der
Strahlungsdichteanteil dieser Lichtpfade unter Verwewgdder Grafik-Hardware
zu jedem der Pixel berechnet und unabbig aufsummiert werden. Unser Verfah-
ren erzielt hochqualitative Resultate bei interaktiverr&titzeit-Wiederholraten
fur grof3e und dynamische Szenen mit homogenen oder inhoogeitranspa-
renten Medien.

Im letzten Kapitel 9 folgt eine Zusammenfassung dieser Dissertation und ein
Ausblick auf zukiftige Forschung und Verbesserungen unserer hier voiljeste
Verfahren.
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Chapter 1

Introduction

1.1 Motivation

Computer graphics involves creating,rendering images of arbitrary virtual en-
vironments. A long sought research goal in computer gragdhito render images
of these environments as realistically as possible to firsdhieve images indis-
tinguishable from photographs. Such an image synthestepsads usually called
the photorealistic rendering. The probably most involvad n the photoreal-
istic rendering is the global illumination (Gl). Gl is a geakname for a group
of algorithms used in 3D computer graphics that are meantidonaore realistic
lighting to 3D scenes. The general definition of the Gl efantludes realistic
soft shadow, indirect lighting (interreflection), caustiend so on. All these Gl
effects deliver important cues in the perception of 3D wttscenes, which are
important for lots of applications, such as material andhigectural design, film
special effects production, etc. While the fundamentalthéehind the creation
of the Gl effects is well-studied and often considered aseshlits computing
efficiency is not. Improving the rendering performance erdéfiore the main mo-
tivation of current research in the Gl.

In the rendering field of computer graphics, lots of algenghhave been
developed to simulate the Gl effects accurately or appratehy, such as ray
tracing, radiosity, ambient occlusiodhukov9§, precomputed radiance transfer
(PRT) [Sloan02 and so on. Over the past several years, these methods hawve be
widely applied in lots of fields. For example, in the field offfispecial effects
production, the high-quality Gl renderings create stugnirsual effects, as can
be seen in the movies like Shrek or Avatar. Yet the computdtioe of synthe-
sizing such high-quality, realistic images is still very¢pand one single movie
frame usually takes several hours to render. Although soethads, like PRT,
can achieve real-time or interactive Gl rendering relyingpeecomputation, they
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usually restrict the input scene to be static or containg ogid transformation.

With the rapid development of the graphics hardware, Gl legsime increas-
ingly attractive even for the real-time applications, evigleo games, nowadays.
However, the real-time rendering performance is the basycirement for the
game rendering. The computation of fully physically-cotrglobal illumination
is usually time-consuming and cannot achieve real-timeen enteractive perfor-
mance. Another requirement for the game rendering is nastsh for the input
geometry. The deformable animation or other dynamic maai@very common
in the game scenes. Therefore, the precomputation-baseen@éring method
cannot be fully applied in such a scenario.

Recently, the perception researches in computer graphiealrthat in lots of
scenarios the fully physically-correct Gl rendering is netessary based on the
accuracy of human perception®2dmasubramanian99lyszkowskiOl Yu09].
This motivates the research works to derive reasonablegippations from the
fundamental theory of Gl to achieve visually pleasing t#ak Gl renderings.
For example, although the ambient occlusi@hijikov9§g is a crude approxima-
tion to full Gl, it has the nice property of offering a bettezrpeption of the 3d
shape of the displayed objects. Therefore, the ambientusioti technique has
been widely applied in real-world applications.

Motivated by aforementioned reasons, in this dissertati@nintroduce a set
of novel algorithms and techniques using the graphics harelto achieve visu-
ally pleasing real-time rendering for Gl effects. All thedgorithms can achieve
results in real-time or interactive performance and themdering quality is com-
parable to the traditional offline rendering. Furthermaikof our methods do not
impose any restrictions for the input scenes and can beyegsilied in the real
scenarios.

1.2 Problem Statement

Creating real-time visually pleasing Gl rendering has se\enportant require-
ments:

e The rendering quality should be visually plausible and caraple to the
ground truth reference generated by the offline renderihg.minor differ-
ences between the generated image and the reference imageeable,
but the visually noticeable artifacts should be avoided.

e The rendering performance should achieve real-time orast iateractive
rates for arbitrary cases. The algorithm itself should amnperformance
potential for the future improved graphics hardware.
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e There should not be any kinds of scene-related precompatatvolved, so
that there is no restriction imposed on the input scenes.

Considering the Gl effects: realistic soft shadow, indirdgghting (interreflec-
tion), caustics and so on, our research works focus on daegighe reasonable
approximate Gl solutions, which fulfill the above requirertse for all the effects
to achieve visually pleasing real-time rendering.

The visibility determination is always the bottleneck ftetGI rendering.
Therefore, we will treat how to reasonably approximate thsbility test and
improve its performance as our major target in the reseanafadiosity methods,
ray casting is usually applied to explicitly compute thehilgy between scene
elements, which is in low efficiency. To solve this problemQGhapter4 we in-
troduce themplicit visibility scheme to attack this bottleneck, which achieves the
Gl renderings at the near-real-time frame rates for fullgaiypic scenes.

Realistic soft shadow is probably the most important andadilfieffect for
the Gl rendering. However, it is also limited by the perfonoain visibility de-
termination. Soft shadow is a long-standing hard problememndering. Actually,
for any existing soft shadow algorithm, a compromise betwibe quality and
performance always exists. In Chapteand Chapter7 of this dissertation, we
propose two different soft shadow mapping methods to dethl the generation
of the visually plausible real-time soft shadows. Furthes,extend our method
in Chapter6 to render the soft shadows of indirect lighting in real-tiemel also
receive promising results.

Recently, the Gl effects in the participating medium stargather more and
more attentions. However, the interactions of light in aipgrating medium, like
scattering, will increase the computation burden of thei@u$ation and make it
more difficult. Volume caustics are intricate illuminatipatterns formed by the
light first interacting with a specular surface and subsetiydeing scattered in-
side a participating medium. Previous techniqukEshgen9gfor generating vol-
ume caustics are time-consuming and are considered inpp@gei achieve in
real-time before. In Chapte8, we introduce a novel volume caustics rendering
method for the single-scattering participating media. @ethod achieve high-
guality results at real-time/interactive frame rates fomplex dynamic scenes
containing homogeneous/inhomogeneous participatinganed

1.3 Main Contributions and Organization of the
Thesis

This thesis is divided into 4 parts and contains 9 chaptergariAfrom Part.l,
which deals with the necessary theoretical and technicagtdraund and covers
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the preliminaries, each subsequent part focuses on ondispgéceffect. The
algorithmic solutions described in pait, 11l ,andlV have been published before
in a variety of peer-reviewed conference and journal asifdong07 Annen08a
Dong09 Yang1Q Hul@. We will conclude this thesis and discuss some future
works in Chapter9. The major contributions of the thesis are briefly summakize
in the following sections:

1.3.1 Part| - Background and Basic Definitions

This part covers the theoretical preliminaries requiredte understanding of the
rest of the thesis. In Chapt&; the foundation of our works is laid. We will intro-
duce the general theoretical background materials thategded to understand
our new algorithms and techniques. In Chagewe briefly summarize and dis-
cuss the most related work in the Gl rendering field. Laterjntre@duce several

recent research works that follow our works in this thesis.

Figure 1.1: Interactive global illumination effects for fully dynamic scenes.
The bin discretization is 6 x 12 x 12 and the indirect lighting is one-bounce.
The performance for teapot scene (3878 vertices) is 6.43fpadcfor dragon
scene (2670 vertices) is 7.53fps.

1.3.2 Part Il - Interactive Global lllumination Using Implicit
Visibility
In order to improve the speed of visibility determinatiom fadiosity-like meth-
ods, in Chapted we propose to implicitly evaluate the visibility betweerdin
vidual scene elements. Our method is inspired by the piiegipf hierarchical
radiosity Hanrahan9jland tackles the visibility problem by implicitly evaluag
mutual visibility while constructing a hierarchical linkrscture between scene
elements. Both the construction of the hierarchy and the ceatipn of the final

lighting solution can be efficiently mapped onto the CPU ardGi?U. By means
of the same efficient and easy-to-implement framework, \@eahte to reproduce
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a large variety of the Gl effects for moderately sized scesash as the indi-
rect lighting, soft shadows under environment map lightasgvell as area light
sources (as shown in Fid.1).

1.3.3 Part lll - Convolution Soft Shadow Maps and Its Appli-
cations

Based on the convolution theory of the pre-filtered shadow[#snen07, we
develop a fast, approximate pre-filtering soft shadow magppnethod which is

the so-calledconvolution soft shadow mag€SSM) in Chapter5. CSSM is
implemented in the soft shadow framework mércentage closer soft shadow
(PCSS) FernandoO5aand achieves several hundred frames per second for a sin-
gle area light source. This allows for approximating ermment illumination

with a sparse collection of area light sources and yieldtie® frame rates.
Furthermore, we present this technique for rendering filyiyamic scenes under
arbitrary environment illumination, which does not reguany precomputation.
The rendering results are shown in Flg2

Figure 1.2: A fully dynamic animation of a dancing robot under environment
map lighting rendered at 29.4 fps without any precomputation. Incident ra-
diance is approximated by 30 area light sources266 x 256 shadow map res-
olution each).

Visibility computation is also the bottleneck when rendgrthe indirect illu-
mination. However, recent perception research@®9] have demonstrated that
the accurate visibility is unnecessary for the indirectniination. To exploit this
insight, we cluster a large numberwftual point lights(VPLSs), which represent
the indirect illumination when using the instant radiogigeller97, into a small
number ofvirtual area lights(VALs). This allows us to approximate the soft
shadow of the indirect lighting using our CSSM algorithm. I$aa approximate
and fractional from-area visibility is faster to computedavoids banding when
compared to the exact binary from-point visibility. In Chep6, our experimen-
tal results demonstrate that the perceptual error of thpsceqgamation is negligible
and the real-time frame rates for large and dynamic scenebeachieved. The
example rendering results are shown in Hig.
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M.‘\

Figure 1.3: One-bounce diffuse global illumination rendeed at 800x 800 pix-
els for a scene with dynamic geometry (17 k faces) and dynamlighting at
19.7 fps. Our method uses soft shadows from 30 area lights téfieiently com-
pute the indirect visibility.

CSSM usually demands of large amounts of texture memory faningf
Fourier basis terms. This limitation prevents CSSM to betprally implemented
in the real-world interactive applications, like video gasnin order to reduce the
memory cost and further improve the rendering speed, in €naptwe develop
Variance Soft Shadow Mag¥SSM) which extends theariance Shadow Maps
(VSM) [DonnellyO64 for the soft shadow generation. VSSM is also based on the
soft shadow framework of PCSS. To accelerate the averagkdsldepth evalu-
ation, we derive a novel formulation to efficiently compute taverage blocker
depth based on pre-filtering. Furthermore, we avoid incbliydit pixels com-
monly encountered in VSM-based methods by appropriatdigisiding the filter
kernel. As shown in Figl.4, VSSM can render high-quality soft shadows very
efficiently (usually over 100 fps) for complex scene se#ing

Figure 1.4: Different rendering results generated by our vaiance soft shadow
mapping method without any precomputation. From left to right, the render-
ing performances and the faces numbers of different input senes are: 131 fps
(76k), 148 fps (141k), 110 fps (120Kk), 25 fps (9700K).
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1.3.4 Part IV - Interactive Global lllumination in Participating
Media

Motivated by the interactive applications, in Chap&rwe propose a novel vol-
ume caustics rendering method for the single-scatteringcpgeating media. Our
method is based on the observation that the line renderiigmination rays into
the screen buffer establishes a direct light path betweewigwer and the light
source. This connection is introduced via a single scatjezvent for every pixel
affected by the line primitive. Since the GPU is a parallelgassor, the radiance
contributions of these light paths to each of the pixels Gandmputed and accu-
mulated independently. The implementation of our methatreaghtforward and
we show that it can be seamlessly integrated with existinthaus for rendering
participating media. As shown in Fid.5 Our method achieves high-quality re-

Figure 1.5: Different rendering results generated by our seeen-based inter-
active volume caustics method. Both, specular and refractezvolume caustics
in homogeneous and inhomogeneous participating media areahdled by our
technique. From left to right, the rendering performances d different input
scenes are: 31 fps, 28 fps, 11 fps, 12.5 fps.

sults at real-time/interactive frame rates for complexaigit scenes containing
homogeneous/inhomogeneous participating media.
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Chapter 2

Background Knowledge

In this chapter, we will first begin with the review of the basjuantities and
equations which form the foundation of computer graphicsleging. Thereafter,
we will explain the soft shadow mapping techniques, esjigdiae percentage-
closer soft shadow@PCSS) FernandoO5awhich provides the basic rendering
framework for our soft shadow mapping algorithms. Considgtihe performance
of the implementation, the general GPU-based renderinglipg and deferred
shading will be further introduced, which has been exptbite all of our methods
to improve rendering speed.

2.1 Radiometry

The Global lllumination (GI) effects are all formed by thédraction between the
light and physical properties of input scene. Thereforés important for us to

understand the nature of light and some of the underlyingiphyproperties so
as to understand how the light transportation is computedmputer graphics.

From the point of physics, the light is a kind of electromagneadiation
and it can be interpreted either as an electromagnetic wasee( optick or as
a flow of photons carrying energypdrticle opticg. In computer graphics, we
adoptgeometrical opticsvhich models the light as independent rays which travel
in space. Therefore, the interaction between the light apdtiscene can be
modeled as a geometrical problem. For a more detailed géiscriof optics,
please refer to Born64.

In this section, we will firstly explain the basic radiometrérms, then how to
solve the general light transport problems.
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2.1.1 Basic Terms

In following table, the symbols and corresponding unitsadib radiometric terms
are shown.

Radiometric term Symbol Unit
Radiant energy Q J
Radiant flux P W
Radiant intensity [ W /sr
Irradiance (incident)| E W /m?
Radiosity (outgoing B W/
Radiance L W /mésr

Let us firstly introduce the basic unit of radiometradiant energy Usually it is
denoted a®) and its unit isjoule [J =W - 5]. The radiant energy represents the
sum of all the energy that are carried ibphotons over all wavelengtiis

Radiant flux® is defined to be the radiant ener@yflowing through a surface
per unit timedt:

_dQ
= (2.1)

It is also often calledlux and its unit isWatt [W]. Based on®, if considering
the per differential ared Awe can get the quantity definition of irradianEeand
radiosityB:
_do
- dA
Note, although the quantity afradiance E andradiosity Bmight be the same,
the directions of their energy transport are invetsadiance E(x) represents the
flux arriving at a surface point, andRadiosity Bx) represents théux leaving
from surface poink.

Compared withrradiance Eandradiosity B intensity lis defined as the ratio
of fluxwith respect to solid angle instead of surface are®a

E=B (2.2)

do

IZ%

(2.3)
Here, we should introduce the definition of solid angleConsidering a surface
pointx and an arbitrary surface of projected si&e- A-cos9 on x's hemisphere
(as shown in Fig2.1.]), the definition of solid angle iso = r% and its unit is
steradianisr]. Here,0 is the angle between the directional l@drom x to surface
A and the local normaiy of A.
The last, but the most important radiometric term in compgtaphics iga-

diance It is defined as the radiant flux per unit solid angle per urojgrted area
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Figure 2.1: The definition of solid angle.

which is leaving from or arriving at a surface poxat

2 2
L(x) = d“g d“e

" dAdw  cosBdAdw (24)

The unit of radiance is\/[//mzsr]. Radiance can be interpreted as the number
of photons arriving per time at a small area from a certaiaddion. Hence, we
usually write radiancé(x) for pointx and directior® asL(x — ©). Radiance has
the important property of being constant along a ray in erspgce, therefore ti

is commonly used by most rendering algorithms, such as azyny, GPU-based
rasterization rendering, etc.

All the above mentioned quantities also generally vary it wavelength
of light. For example, thespectral radiance }. = dL/d)\ and its unit corre-
spondingly changes td/\{/m?’sr]. In computer graphics, the spectral quantities
are generally defined based on the basis functions decouhfosa the spec-
trum. In most cases, tHRGBcolor space and its decompodRds, or B channels
are used. For example, the, Lg andLg are the spectral radiance values which
correspond td&r, G andB channels separately.

2.1.2 Bidirectional Reflectance Distribution Function

The bidirectional reflectance distribution function (BRD$used to describe how
the incident light reflect into a continuum of directionseafhitting the surface
point. It is defined as the ratio of the differential reflectadiancel, leaving
current pointx in direction®, and the differential incident irradian&g arriving
from direction®;:

dL; (xs — ©) dL;(xs — ©r)
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The geometry of BRDF is show in Fi@.1.2 Each direction® is itself pa-

Figure 2.2: The geometry of BRDF.X, y and ny constitute the local coordi-
nate system of surface positiorxs.

rameterized by zenith angle and azimuth angle in polar coordinates. The
incident direction®; = (6, @) and reflected directio®, = (6, @) vary over the
unit hemisphere ang is the 2D position on the surface. The unit of BRDF is
[1/sr1].

/Considering the 2D positiors, incident direction®; and reflected direction
Oy, the BRDF functionf;(xs,®; — ©) = f;(Xs,6,@,6,@) as a whole is 6-
dimensional. If the BRDF varies for different surface positiq, it is often
called spatially varying BRDF. Otherwise, the current material and its BRDF
are shift-invariant or homogeneoysand the current BRDF degenerates into 4-
dimentional functionf,(6,@,6;,@). If for current positionxs the reflection
changes when the incident direction is rotated arompdhe BRDF of current
material isanisotropic Otherwise, the BRDF issotropic and becomes a 5-
dimensional functiorf, (xs, 6,6, @ — @).

BRDF describes the reflectance properties of surface matefhysically-
correct BRDF models usually contain three important propefBeckmann6B
(1) Positivity:

fr (¥, 0 — ©) <0 (2.6)

. Obviously, the BRDF value should not be negative. (2) Heltzhr@ciprocity:
fr (XS7 ®| — @r) == fr (XS7 @r — @|) (27)

It means that the BRDF must be symmetricdnand®, (3) Energy conserving:

/+ fr(%, 0 — Or)cohdwe, <1V G e Q* (2.8)
Q
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it describes the fact that real materials do not reflect moeggy than what they
receive. When integrating the reflected energy over the upgraisphere ats the
total amount of energy must be less or equal to the amountafant energy.

Here, we would like to firstly introduce three most basic angylar BRDF
models used in our rendering projects: diffuse, glossy aeddar.

(a) diffuse BRDF (b) glossy BRDF (c) specular BRDF

Figure 2.3: Three most basic and popular BRDF models are illusated. The
yellow arrow represents the incident rayL, the red arrow is the local normal
ny of point x, and the grey arrow represents the reflected rayR.

Diffuse BRDF reflects incident energy evenly into all directions (R2g3
(a)). Therefore the reflected energy is the same in arbittagction, and there
will be no highlight and view dependency for diffuse BRDF. Theface with
this kind of material is usually callediffuseor lambertiansurface. Specular
BRDF reflects incident energy in single direction and workg ke a mirror
(Fig. 2.3 (c)). The reflected energy can only be observed in speculkected
direction, so specular BRDF contains the highlight effect aiedv dependency.
The behavior ofGlossyBRDF locates between diffuse and specular BRDF, and
it reflect the incident energy into a range of directions (£ (b)). Glossy
BRDF also has the highlight effect and the view dependencysé lieree basic
BRDF models are usually the components of other advanced BRDEIs)adich
as Blinn-Phong modelBlinn77], Lafortune model [[afortune9T7, Ashikhmin-
Shirley model Ashikhnmin0Q and so on. Since the rendering of surface material
is not the focus of this thesis, we only briefly introduce the BR&»ncept and
the basic BRDF models here. We refer the reader to the rece@ABH 2005
course [ensch0%for a comprehensive and detailed introduction about tlaé re
istic materials in computer graphics.

2.1.3 Reflection and Refraction

When an incident light ray is traveling through a medium with an index of
refractionn to arrive at a perfectly-smooth planar interface with anemaf
refractionns, the energy of this ray splits into two parts (as shown in Eig.3.
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The first part R) is reflected off the surface and the other paiti§ refracted and
transmitted into the other medium. The reflected arfgland refracted anglé,
between reflected/refracted rays and the surface norgtan be computed based
on Snell's law[Born64:

N1sin6y = nN2sinB, (2.9)

Usually the incident ray is known. To compute the reflected r&yand the

Figure 2.4: The geometry for the reflected and refracted rays tinterface
surface.

refracted rayT, we can derive the following formulas based on the Snell’s
law [Glassner9band the geometry for ray reflection and refraction (Rd..3.

R=2(nx-L)ny—L (2.10)

I meung— [ - () - e
T= ’72(L (M- L)ny) (\/1 (’72) (1= (nx L)Z)) Mk (2.11)

The value of the index of refraction can be found in most of dipéics text-
books Born64. For example, the air is usually considered to be close ¢towan
and hag) ~ 1.0. The glass often hag~ 1.5— 1.7.

2.1.4 Fresnel

We have already showed the formulas to compute the directbreflected and
refracted ray. Now we need to know how the energy of the imtiday splits
between the two different rays.

Considering the distribution of incident energy at surfaogpx, physically
there are three parts: absorbed by current material, reflgzart and refracted
part. We define the ratio of each of these three parts to intideergy to be:
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absorptancer (x), reflectancep(x) and transmittance(x). In physically correct
rendering, the sum od(x) + p(x) + 7(x) should be 1.0. In usual case, the ab-
sorption is ignoredd (x) = 0) and we just need to consider reflectap¢g) and
transmittance (x).

Fresnel’'s equations are used to describe the reflectanceaarsittance of
electromagnetic waves at an interface. That is, they giwedfiectance and trans-
mittance for waves parallel and perpendicular to the pldmecidence Born64:

N2 Cc0sB; — n1cosb,

pI(x) = N2 cosb; + N1 cosb, (2.12)

~ N1C0sB; — N2c0sH;
~ N1c0sH; + N cosH,

p1(X) (2.13)
Here p)|(x) is for the reflected light with its wave parallel to the plarfeirei-
dence angb, (x) is for reflected light with its wave perpendicular to the @aof
incidence. If the incident light contains an equal mixtufeparallel wave and
perpendicular wave, which is the usual natural light arousdhe reflectance can
be computed by:

p() = 3 (0¥ +p1 (%) (2.14)

the corresponding transmittancerix) = 1.0 — p(x).

The effect of the Fresnel equations can be easily observeshiity, e.g. if
you look straight down from above at a pool of water, you wilt see very much
reflected light on the surface of the pool, and can see dovaugjirthe surface to
the bottom of the pool. At a glancing angle (looking with yeye level with the
water, from the edge of the water surface), you will see muohenspecularity
and reflections on the water surface, and might not be abketavkat’'s under the
water. In such a case, the amount of reflectance you see ofaaesdepends on
the viewing angle.

2.2 Rendering equation

Based on aforementioned basic concepts and terms, we now lkmeMight re-
ceived by a surface is reflected. When rendering a scene wiplasticipating me-
dia, the kernel problem is how to describe the complete ligirtsportation from
the light source to final view point. In 1986 Jim Kajiyiddjiya86 and David Im-
mel [Immel8G simultaneously introduced the Rendering Equation to cdstpu
graphics. The rendering equation is an integral equatiserdeng the radiance
equilibrium leaving a surface pointto reach view point as the sum of emitted
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and reflected radiance at that point:

Lu(X— Og) = Le(X — B) + / fr (%, 0! > ©})-L(x — ©)- (nx-O))dwe,
Qx

(2.15)
In this equationL is the emitted lightf; is the BRDFny is the normal ak, ©;
and@, are the global incident light and viewing directions, @jc&ndo, are light
and view in local coordinates. This rendering equation dless, that the radiance
leaving pointx towards directior®, (to view pointv) equals the radiance emitted
from the x in direction ©g, in casex is an emitter itself, plus all the reflected
radiance which can be computed by integrating all the imticediance_(x < ©;)
(over the hemispher@;; of x) scaled by the BRDF; (x, ®/ — ©f) and the cosine
weighting termny - ©;.

If we simplify eq2.15as following:

Here,Li, represents the incident radiariog < ©;) andT represents the integral
operator in e®.15 Note,L;, can be from direct lighting of light source or indirect
lighting bounced from scene elements. Considering the catefight transport
in scene, e@.16can be recursively expanded into:

Ly=Le+TLe+TLe+...= %TiLe (2.17)
i=

This expansion is calletNleumann seriegnd sums all the light contributions
through Q1,2,... times reflection. Such a kind of multiple-bounces light g-an
portation is so-called global illumination.

The rendering equation forms the basis for computing th# bigansport in a
scene model without participating media. We notice tha2.@§.performs inte-
gration over differential solid angléwg,. In real rendering problems, we usually
parameterize the equation over differential surface atster convenience:

Lu(X — Oo) = Le(X — @) + / fr (%X o O))-L(X— X) - G(x,X)dAc
XeQt

(2.18)
Compared with e®.15 herex is the surface element in the hemispher&.ofhe
previous cosine weighting term is replaced ®{x,X'). It is the geometric term
which is responsible for the geometric arrangement of bdtardntial surfaces
taking the distance between each other, the orientationdf surface, as well as
mutual visibility between them into account:

_ cosby cosb

G(x,X) = T V(x,X) (2.19)
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The visibility functionV (x,X') represents whether there exists occlusion between
x andx and in other words, whetherandx' can see each othe¥ (x,X) is a
piecewise binary function defined as follows:

(2.20)

1 if x and X is mutually visible
V(X’X,):{ 0 else ’

The visibility term in the rendering equation illustratemahthe shadow is orig-
inated from. Shadow is usually the most important visuaé dlor the percep-
tion of rendering. However, the evaluation of visibilityniction is usually time-
consuming, e.g. relying on ray casting, so how to improvestraow generation
has all along been an important topic in rendering research.

2.3 Rendering Techniques

All existing rendering techniques are trying to accuratalyapproximately solve

the rendering equation. In this section, we will briefly odtuce two existing accu-
rate rendering methodgay tracingandradiosity, and two approximate rendering
methodsprecomputed radiance transfandambient occlusion

2.3.1 Ray Tracing methods

Ray tracing methods generate a final image by tracing light fiaym each pixel
on the image plane into a given scene. During the light trartapon, the intersec-
tions between the rays and scene elements will be computexhoh intersection
point, the exit radiance from light-surface interactiorcsmputed based on the
rendering equation. Actually, the ray tracing start ineg§rgrom the screen pixel,
and therefore the whole process is implemented in recunsaraner. That's why
ray tracing is usually so-calleidverse renderingnethod and also ray tracing is
an image-space algorithm.

The common bottleneck of ray tracing methods is the intéieecomputa-
tion. The hierarchical data structureSlssner9]l such as kd-tree, bounding
volume hierarchy (BVH), etc, are usually adopted to orgattiranput scene and
hence accelerate the intersection query. To handle gldbalination effects,
such as soft shadow from area light source, diffuse/glagsy-reflection, etc, the
Monte Carlo algorithm is applied. It is because we need tooarig decide the
a bunch of reflection/refraction ray directions so as to agpin the correct result
of rendering equation. Although conceptually ray traciag eccurately solve the
rendering equation, the time-consuming for large amouraytampling usually
limits the performance of ray tracing in reality. We will disss more state-of-the-
art ray tracing methods in Chaptér.
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2.3.2 Radiosity methods

Radiosity [Goral84 Cohen93is an application of the finite element method to ac-
curately solve the rendering equation for scenes. It sudhelithe input scene ge-
ometry into patches and treat the patches as edimgttersor receivers As stated
before, the rendering equation describes that the illutimngrocess is in equi-
librium. Therefore, with the consideration of visibilitthe energy exchange be-
tween emitter patches and receiver patches can continii¢hegolution reaches
its convergence. The visibility determination in radigsg usually relying on a
simplified ray tracing method: ray castinB¢th83, which has the same perfor-
mance limitation as ray tracing. Such an energy exchangeepsoturns out to
be equivalent to solving a system of linear equations. Thed fiesult is usually
stored at each vertex of the scene, hence radiosity can bedezfjas a kind of
object-space algorithm.

Early radiosity methods only account for diffuse receivbtd can be ex-
tended to support glossy receiveisninel86 Cohen93 The subdivision scheme
for radiosity methods are usually tricky. Basic radiositys Heouble resolving
sudden changes in visibility (e.g., hard-edged shadowsaus® coarse, regu-
lar discretization of input scene (into piecewise constdements) corresponds
to a low-pass box filter of the spatial domain. The discontynuneshing
method [Lischinski9g uses knowledge of visibility events to generate a more
intelligent discretization. We will also discuss more abradiosity methods in
the following Chapter3. Note, radiosity solve the rendering equation and get
the result for each vertex. To finally display the renderiesutt, we still require
another displaying algorithm to achieve it.

2.3.3 Precomputed Radiance Transfer

Precomputed Radiance Transfer (PR$)oan02 is aiming at rendering a scene
in real-time with complex light interactions being precartgd to save time. The
light transport at scene point from incident radiance tguatitadiance is a linear
transformation. In essence, PRT can compute the illungnaif a scene point as
a linear combination of incident lighting. Prior of that, pmecomputation stage
a set of efficient basis functions must be used to approxignateode this data,
such as Spherical harmonicSlgan02 or wavelets Ng03. Finally, the rendering
eqguation can be solved by computing the linear combinatidheocoefficients in
basis function space.

PRT can real-time handle environment and area lighting dnskyg as well
as diffuse objects. Further, its rendering quality is veopdy However, since
the projections into basis function usually only approxenariginal signal, the
rendering result of PRT is usually an approximate solutibrendering equation.
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The biggest problem of PRT comes from the precomputatior.pfaecomputation
limits the input scenes which PRT method can handle aresiatnly contains
rigid transformations. If the scene start to deform, the lpyecomputed info
will be invalid. However, the fully-dynamic scene is verynamon in usual ren-
dering applications, such as computer game, film specietsfpost-production,
etc. To overcome this limitation and develop global illuation rendering for
fully-dynamic scene is also another strong motivation af @search works in
this thesis. More PRT related works will be discussed in Girapt

2.3.4 Ambient Occlusion

Ambient occlusion Zhukov9§g captures a subset of global illumination effects,

by computing for each point of the surface the amount of inagrtight from all
directions and considering potential occlusion by neigimgpgeometry. Ambient
occlusion is most often calculated by casting rays in evargction from the
current surface point. Essentially, the result of ambiexdwsion is just a ratio
number which equals to the number of potential occluded dayisled by the
number of overall out-shooting rays. Obviously, it is a veryde approximation
to full solution of rendering equation.

Ambient occlusion is related to accessibility shadiniller94], which deter-
mines appearance based on how easy it is for a surface to tieetbbyy various
elements (e.qg., dirt, light, etc.). It always works undex énvironmental light-
ing (sky lighting) condition. Although it is a crude approxation, the ambient
occlusion shading model has the nice property of offeringtéeb perception of
the 3d shape of the displayed objects. This was showhanderOQ where the
authors report the results of perceptual experiments sigpthiat depth discrimi-
nation under diffuse uniform sky lighting is superior tottpaedicted by a direct
lighting model. Further, the computation cost of ambierdiasion is cheap com-
pared with the full solution of complete global illuminatio Due to its relative
simplicity and efficiency, the ambient occlusion has beay pepularized in film
production animation and become a standard tool for compuéphics lighting
in motion pictures.

2.3.5 Accurate vs. Approximate

To achieve complete solution of rendering equation for glatlumination ef-
fects are very time-consuming and expensive. For the aicoeadering tech-
niques, such ray tracing and radiosity, the huge amounttafskmplings usually
slow the performance of rendering and make the real-tingetarery difficult.
However, from the perception side, the final target of oudegimg is to gener-
ate an image which can fulfill the perception of human beinge @nteresting
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guestion is: whether the complete solution of renderingagiqno is necessary to
convince people the global illumination effect is correttits of recent research
works [Ramasubramanian9®1yszkowskiOJhave proved that in lots of scenar-
ios, the fully physically-correct global illumination isoshnecessary to convince
human’s perception. Usually the visually pleasing appr@te global illumina-
tion rendering results would be enough. That’s also why amthbocclusion be-
comes so successful in real application.

We have three targets in our global illumination effectsdening research
works: (1) visually pleasing rendering quality (2) realh& rendering performance
(2) handling fully-dynamic input scenes without any prepuoitation. Motivated
by perception-guided global illumination rendering, wesition the rendering
results for our research are close to (not fully) physicatlyrect but visually
very pleasing. The visibility computation is usually thettteneck of global il-
lumination. Therefore, in Chaptef. we introduce a kind ofmplicit visibility
method to accelerate the visibility computation of hiehézal radiosity method
and achieve interactive performance for fully-dynamicnese As stated before,
global illumination effects include realistic soft shadandirect lighting (inter-
reflection), caustics and so on. Among of them, the soft shadhused by vis-
ibility determination plays very crucial role for the humparception of the 3D
world [HasenfratzO3a In Chapter.5,6,7, we sequentially introduce several vi-
sually pleasing soft shadow algorithms and their applicetiin global illumi-
nation rendering. Since all of our soft shadow algorithnes lzased on shadow
mapping Williams7§, in following section we will introduce the background of
shadow mapping and also the theory of percentage-closestsadow mapping.

2.4 Visually Pleasing Soft Shadow Mapping

The simplest scene setting for shadow casting will include lght source, one
occluder and one receiver. As mentioned before, shadowgastcrucial for the
human perception of the 3D worlthfanger92 (1) Shadows help to understand
relative object position and size in a scene. (2) Shadowstsanhelp us under-
standing the geometry of a complex receiver. (3) Finallgdsiws provide useful
visual cues that help in understanding the geometry of a toogecluder. Based
on the hard shadow of the complex occluder (Rig.(a)), you can easily feel all
the three above points about how shadow affects our peoceptithe scene.
There are two major techniques for generating shadow: tbggedshadow
volume[Crow77 and image-basedhadow magWilliams78§. Both techniques
can be accelerated using the evolving graphics hardwamee @il the soft shadow
methods in this thesis are based on shadow mapping theowyilMm®t go further
into shadow volume methods. For more details about shaddwneomethods,
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(a) Hard shadow (b) Soft-edged shadow

Figure 2.5: The illustration of hard shadow and soft-edged sadow.

we refer the reader to Woo et alMpo9Q, Hasenfratz et al.Hasenfratz03} and
to a recent courséEjsemann0pfor a detailed overview. In following subsection,
we will firstly illustrate the basic theory afhadow mapping

2.4.1 The Basic Theory of Shadow Mapping

Shadow mapping is a kind of image-based shadow algorithre.bBlsic shadow
mapping is usually used to generate the hard shadow. As simothie Fig.2.6,

a simple scene consists of a point light source, an occludeemand a receiver
plane. The vertical bar on the right in Fig.6 utilize the color to represent the
depth values in sceneZNear and ZFar separately represents the minimal and
maximum value of all the depth values which are normalized [, 1]. We
will firstly create a 2d texture buffer which is so-called dba& map or depth
map to record the smallest depth values from the light sopoo&t, as shown in
Fig. 2.6. Then during rendering, we will compare the depth value ohgmint to
its corresponding minimal depth value stored in shadow raag the comparison
results will determine the shadow value of current point. sAswn in Fig.2.6,
pointa; is lit and pointa; is in shadow.

The implementation of shadow mapping usually contains twpss (1) Ren-
der the shadow map (depth map) and (2) Render the scene usigigatiow map.
The first step renders the whole scene from the light's pdinview. From this
step, the shadow map is extracted and saved in the video mexh@PU in 2d
texture format. The second step is to draw the scene fromsihal camera view-
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Figure 2.6: The illustration of shadow mapping theory.

point, applying the shadow map. This process has three majoponents, the
first is to find the corresponding coordinates of the objedess from the light,
the second is the depth test which compares that the deptl gékturrent point
against the depth map, and finally, once accomplished, #mespoint must be
drawn either in shadow or in lit. For the details of shadow piag implementa-
tion, we refer the reader to check the code sampleNAtpIAO5].

One of the key disadvantages of shadow mapping is spatadiad, which
is due to that the sampling rate (resolution) of shadow mags admt match the
resolution of current screen pixeléi[a04]. A simple way to overcome this
limitation is to increase the shadow map size, but due to mgnmommputa-
tional or hardware constraints, it is not always possiblem@only used tech-
niques for real-time shadow mapping have been developeddonavent this
limitation. These include Cascaded Shadow MaN¥IPDIA08], Trapezoidal
Shadow MapsMartin04], Light Space Perspective Shadow Map¥ifnmer04
or Parallel-Split Shadow MapZhang06. Also notable is that generated shad-
ows, even if aliasing free, have hard edges, which is notyaveeesirable. In
order to emulate real world soft shadows, several soluti@ve been developed,
either by doing several lookups on the shadow map or creptedilterable non-
standard shadow maps to emulate the soft-edged shadow2(%ifb)). No-
table examples of these are Percentage Closer FilteRaeg\es8]/ Variance
Shadow MapsDonnelly063 Convolution Shadow MapsAnnen07 or Expo-
nential Shadow Mapsinnen08h.
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2.4.2 Percentage Closer Soft Shadow Mapping

(a) Soft shadow under single area light (b) Soft shadow under environmental lighting

Figure 2.7: The illustration of soft shadows.

In this section, we will introduce the Percentage Closer Sbtiddow Map-
ping method (PCSSHernandoOSawhich introduce a kind of visually-pleasing
soft shadow rendering framework. Our soft shadow rendariethods in Chap-
ter.5,6,7 are all based on this framework. Let’s firstly introduce thsib concept
of soft shadow. As shown in Fi@.7 (a), the soft shadow from single area light
usually consists of three different parts: (1) if the cutrerene point is fully oc-
cluded and can not see any part of the light source, thenutlisdark and is in
umbra (2) if the current scene point is partially occluded and sea part of the
light source, then it is ipenumbra (3) if the current scene point is not occluded
at all and can see the whole light source, it ifitinSoft shadow plays very impor-
tant roles in the photo-realistic rendering, and lots obathms Hasenfratz03p
have been propose to deal with it.

Before introducing the PCSS method, let’s firstly check whahéspercent-
age closer filtering (PCF) for hard shadow mappifRg¢ves8]l As shown in
Fig. 2.8, compared with standard shadow mapping, the PCF method sadhgl
shadow map and do the depth comparison multiple times. Taksimdow value
for current pointx is essentially a linear combination of the results from ladl t
shadow comparisons. How many shadow comparisons will be fimreach scene
point? Usually a fix-sizedilter kernelwill be assigned for each scene point, and
the number of texels in the filter kernel determines the nunobeshadow map
sampling and depth comparison. Based on PCF, we can genesaddlywipleas-
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Figure 2.8: The illustration of percentage closer filtering $ladow mapping.

ing soft-edged shadow. However, soft-edged shadow is rfoskadow, since
the size of filter kernel is isotropic for every scene point iAteresting obser-
vation here is the normal texture filtering techniques, saglmipmap, summed
area table (SAT)Crow84, etc, cannot be directly applied for PCF. The reason is
the depth comparison has to been conducted before thengtstep. Therefore,
only the brute-force point sampling is applied in normal P@adow mapping
and slows its performance for large filter kernel. It is alse motivation of pre-
filtering shadow mapping method®¢gnnelly06a Annen07 Annen08k. Our vi-
sually pleasing soft shadow mapping methods are all basedesfiltering theory

of shadow mapping, and we will discuss it more in later chapte

Although PCSS methodFernando09as based on percentage-closer filtering,
its target is rendering visually pleasing soft shadow, wét-edged shadow. The
major difference between soft shadow and soft-edged shedbw penumbra. As
stated before, the sizes of the filter kernel for differemrgcpoints are the same
when generating soft-edged shadow. The penumbra in sgéteeshadow appears
isotropic in different parts of the scene (F@5 (b)). Compared with it, soft
shadow provides valuable cues about the relationshipsestabjects, becoming
sharper as objects contact each other and more blurry (stfie further they
are apart (Fig2.7 (a)). Therefore, the penumbra in soft shadow should appear
anisotropic and the filter kernel for different scene poarts usually different.

The PCSS method mainly contains two steps, and we show thestistin
Fig. 2.9. The simple scene consists of one area light with §zene occluder
object and one receiver. In this step, the average blockehdig for the current
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Figure 2.9: The computation of average blocker depth in PCSS.

point x is computed by averaging all depth valuesbbdcker texelswithin an
initial filter kernelw;. The blocker texel is the texel the depth value of which is
smaller thanx’s depth. Usually we will initialize the position of shadowamin
object space to b&,, which is the near plane of the camera setting. The size

of wj can be computed b%‘d—Z“ -S/SSM. Here,Sis the size of area light, and the

% -Spart can be easily derived based on similar triangles. Them@atorSsy,
represents the size of current shadow map in object spacan lbbe computed as
2-Zytan-6 and thef is the half of the camera’s FOV angle for generating shadow
map. Divided bySsy,the kernel sizav; will be normalized into [0, 1] so that it
can be applied in texture coordinate space. Apparentlyjifterent scene points,
the average blocker depttg will be different.

In the second step as shown in R2gLQ based on average blocker degdthwe
can compute the size of filter kerngj} of PCF forx. The computation is similar
as previous formula ofii: Wy = d_Tdb -S/ Ssv Note, currently we need to shift the
position of shadow map in object space fr@qto d,. Hence, the formula disy
is 2-dy-tanf. Then we can do the normal PCF witly for current scene point
to compute its soft shadow value. Since tgis different for different point, the
penumbra will appear anisotropic and reflect valuable cbhestahe relationships
between scene objects.

One assumption in the derivation of PCSS is that the occliréersvers are
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Figure 2.10: The PCF-based soft shadow computation in PCSS.

all planar and in parallel. Although it is an approximationscene, the PCSS
method usually achieves visually plausible quality and-tieae performance for
small light source. Moreover, the implementation of PCSShaetonly incurs
shader modification and is easy to be integrated into egiséindering system. As
a result, it has become quite popular. However, when dealittgmedium/large
area lights, the performance of PCSS method becomes slow isidepends on
brute-force PCF point sampling. The algorithmic pipelingle PCSS method
can be regarded as a general soft shadow mapping framewsekl loa the pla-
narity assumption. In Chaptes.and7, we will introduce two pre-filtering soft
shadow mapping methods which are based on the PCSS frame@uarkneth-
ods can tackle the performance problem of PCSS based ontera{lto achieve
both visually plausible quality and high speed.

Considering the rendering artifacts, the planar assum@idCSS is some
kind of “single blocker depth assumption” which essenyidlattens blockers.
When the light size become bigger, this assumption is mordylito be vio-
lated and more specifically, umbra tends to be underesttimi&tem another side,
PCSS only generates one shadow map from the center of lightesowhen us-
ing a single depth map to deal with occluders which contairgh Hepth range,
the single silhouette artifacté\fsarsson03can be introduced. We will discuss
the artifacts more in later chapters.
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2.5 Participating Media Rendering

Participating media is common in realistic world, like fegnoke, etc. Rendering
participating media is important for lots of applicatiomanging from entertain-
ment and virtual reality to simulation systems (flying siatoks) and safety anal-
yses (driving conditions). As stated before, the rendegigpgation (e®.15 only
computes the global illumination effect when there is ndipgiating media in the
scene and it does not count the energy transportation in éagamin this section,
we will briefly introduce the basic theory for participatingedia rendering.

N > -

\\\ N ’\\ N

e

(a) Emission (b) Absorption (c) In-scattering (d) Out-scattering
Figure 2.11: Interaction of light in a participating medium .

As radiation travels through a participating medium it uigdes three kinds of
phenomena: emission, absorption, scattering ). Emission is a process by
which a particle in current media converts from a higher gynstate into a lower
one through a photon, resulting in the production of raderdrgy. Absorption
consists of the transformation of radiant energy into oémargy forms. For a dif-
ferential distancelx, the relative reduction of radiance is given ky(x)dx, Ka(X)
being thecoefficient of absorptionf the medium at poink. Scattering means
a change in the radiant propagation direction. It is gehedivided into out-
scattering and in-scattering depends on the radiant emerggluced or increased.

Out-scattering reduces the radiance in the particularctime alongdx by
the factorks(x)dx, ks(x) being thescattering coefficientMathematically the re-
duction of radiance during the transportation in media igressed aslL(x) =
—Kt(X)L(x)dx, wherek; = Ka + Ks is the extinction coefficient The solution of
this differential equation is Beer’s lavingle88:

L() = L(xo)e For

= L(0)T(¥0,X) (2.21)
T(Xp, X) is so-calledransmittancefrom xp to x. Thescattering albedas defined
asQ(x) = ;¢ and represents the ratio of scattering in the whole extinctNote
that Beer’s law simply models the reduction of radiance dusutescattering and
absorption. In the contrary, the in-scattering enhanceatience along the prop-
agation direction. Similar as radiance extinction, to ghlte the increase of the
radiance, both emission and in-scattering have to be tateraccount.
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The spatial distribution of the scattered radiance at aigpaaintx is modeled
by the phase functiop(x, wy, ). The phase function has the physical interpre-
tation of being the scattered intensity in directiap, divided by the intensity
that would be scattered in that direction if the scatteriregenisotropic (i.e. in-
dependent of the direction). Phase functions in Computepl@eca are usually
symmetric around the incident directiom, so they can be parameterized by the
angled between the incoming and outgoing direction. Differentgghfunctions
have been proposed to model different media. The simplesgfunction is the
isotropic one (constant) and represents the counterpdheofiiffuse BRDF for
participating media. Mie phase functions are generallyldsescattering where
the size of the media particles is comparable to the wavihenigight. It is ap-
plied to many meteorological optics phenomena like thetsgag by particles
responsible for the polluted sky, haze and clouds. Mie phasetions are gen-
erally complex and heavily depend on the particles’ size@rdluctivity. There
are several approximations to Mie phase functions and orikeoh is Henyey-
Greenstein (HG) phase function:

1 1-¢?
p(Q)_ET-

2.22)
3 (
[1+g? — 2gcosh)] 12

The HG phase function, by the variation of one parametergk 1, ranges from
backscattering through isotropic scattering to forwasttgcing.

2.5.1 Transport Equation in Single Scattering Media

Point Source Point Source

S

5 Scene Object Scene Object
p

i) X LipavIN
Viewer Q é—/d

ViewerQ:

(a) Multiple scattering (b) Single scattering

Figure 2.12: Schematic representations for the single and uditiple scattering
cases.

After introducing the background and basic concept of pigditing media, we
will move further to theransport equationn this section, which is the rendering
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solution for participating media. The complete discussibtransport equation
is long and tedious, and we would refer the readeCergzoO0bfor detailed for-
mulas and explanations. The scattering dominates the tpsarticipating media
rendering. In lots of real medias, the scattering radiarstelly scatters several
times before finally arriving at view point. It is so-calletlltiple scatteringcase,
as shown in Fig2.12 (a). The multiple scattering effect is very complex and
time-consuming for rendering since lots of random direcsamplings will be
involved. When the participating medium is optically thire(ithe transmittance
through the entire medium is nearly one) or has low albedm the source radi-
ance can be simplified to ignore multiple scattering witlie tmedium. We can
assume scattering radiance only scatters one time befavengrat view point,
and it is so-callegingle scatteringase (Fig2.12(b)). Here, we will only illus-
trate the transport equation in single-scattering case.

As shown in Fig.2.12 (b), the scene setting contains a point light sousce
a scene object and a participating media region. To comeatdinal radiance
L(p — v) arriving at view pointv from point p, two parts of radiant energies
should be considered:

L(p—V)=L(p—V)T(p,V) +Ls(p—V) (2.23)

The first part is the standard reflected radiabgg — v) attenuated by transmit-
tancet(p,v). L/(p — v) can be computed using rendering equation 2Ed.
The second part is the in-scattering radiahggp — v) which enhance the ra-
diance at every poirt during the transport patpv. For arbitrary pointx, the
in-scattering radiancksyis:

Lsx(X — V) = Lin(S— X)Q(X) p(X, X — V, S— X)T(X, V) (2.24)

The Q(x) is the scattering albedo, which tells us how much energy astesed
compared to be absorbed. Thé&,x — v,S— x) is the phase function at point
x and 1(x,Vv) is the transmittance from to v. Since the in-scattering radiance
comes from all the points on the pgikiwith distancedp,, the overall in-scattering
Ls(p— V) is:

Ls(p— V) = /Lin(S—> X)Q(X)p(X,X — V, S— X)T(X,V)dX (2.25)
dpv

2.6 Caustics

The bright patterns of light focused via reflective or refrazobjects onto diffuse
(matte) surfaces are calledirface caustics Surface caustics provides some of
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the most spectacular patterns of light in nature. An exangglee caustic formed
as light shines through a glass of wine onto a table. In Eig3(a) and (c), we
show the examples of surface caustics through refractidrireffection. Surface

(©) (d)

Figure 2.13: lllustration of surface and volume caustics uder reflection and
refraction.

caustics can be rendered by ray tracing the possible paths bifht beam through
the glass, accounting for the refraction and reflection t&hmapping Jensen9b
is one implementation of this.

Considering ray transport in participating media, lighttfirderacting with a
specular surface and subsequently being scattered ingddiaipating medium
to generate some kind of intricate illumination pattern$isTtkind of beautiful
illumination patterns in participating media are so-ealllyolume caustics In
Fig. 2.13(b) and (d), we show the volume caustics effects througlacgbn and
reflection. Volume caustics can also be simulated by volumehoton map-
ping [Jensen9B but it is computationally expensive and impossible faemactive
applications. In Chapte8, we will introduce a novel interactive volume caustics
rendering method for single scattering participating raedi

2.7 Image Displaying Solutions

Most of the aforementioned rendering techniques solve ¢helaring equation
(e.g. radiosity) in object space, and still needs an adtiticendering step to con-
vert the solutions in 3D object space into the final 2D imadeer€ are usually two
major image display solutions: onersy tracingand the other isasterization

Ray tracing itself is a kind of image-based rendering technique. Ittsttre
rendering process inversely to trace the ray from the catheoaigh each pixel
on the view plane into the scene. During the transportagach ray will in-
tersects with the scene geometry. At each intersection,pibi@ stored solution
of rendering equation will be queried and displayed in aurgaxel. E.g., in a
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diffuse-only radiosity algorithm, the last step is usuatyying on ray tracing to
firstly look up the stored radiosities at the vertices of thernsected patch, then
compute the bilinearly-filtered result and finally converta exit radiance. As
intersecting all polygons in a scene is time-consumingaeshers have designed
various forms of hierarchical acceleration structuresimprove the performance
of intersection test. However, most of these structure isunted for dynamic
objects and requires a rebuild process whenever objectgyettaeir position or
shape. Therefore, the performance of image displayinggusin tracing is the
major issue and prevents its wide applications in intevagtal-time scenarios.

Rasterization [Catmull74 is based on sorting technique called the z-buffer and
operates in a different way than ray tracing. Rasterizatieraies over all the
primitives and renders them into a so-calfeimebuffetbased on the current cam-
era settings. First a view matrix is applied to every vertethe scene to transform
all objects into camera space. Then the projection mataixsfiormation projects
all polygons from 3D camera space into 2D screen-space. wlgoaalgorithm
then processes each polygon and computes its coveragetengad (pixels).
For each pixel, its radiance value and depth value are cadpw linearly in-
terpolating the lighting results and depth values from tediges. The radiance
value is stored in the framebuffer and the depth value isdtar a new buffer
so-calledzbuffer Before the final display, each pixel will compare its deptluga
with what has already stored at this pixel position in zhufedetermine its spa-
cial relationship with the old content. Only when it is in fitaof the old content,
its radiance value will be finally displayed. Otherwise, therent pixel will be
discarded. All the aforementioned global illuminationdering techniques can
utilize rasterization as the displaying solution. Thee&gation pipeline has be-
come the standard rendering pipeline in current graphicdwere. Therefore,
it is currently the most efficient solution for displaying.ufhermore, with the
evolvement of recent graphics hardware, the renderindipgbas become fully
programmable and very friendly for algorithm developmeit.of our methods
in this thesis are developed based on programmable grapardsvare and we
will introduce it in next section.

2.7.1 Programmable Hardware Accelerated Rendering
Pipeline

In August 1999 the first graphics processing unit (GPU) wasduced to the
consumer level hardware market. It integrates the entaplgcs pipeline in one
graphics chip and supports user programmability for somgest After this, the
programmable function pipelineas been widely supported in graphics hardware
to replace the previoufixed function pipeline Currently the newest GPU has
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become very flexible and friendly in programmability.
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Figure 2.14: The rendering pipeline in Direct3D 10.

GPU is usually accessed via a graphics API, such Oper8&g4l99 or Di-
rect3D Mic0Q]. In all of our projects we make use of Direct3D only but Opé&nG
could be used also since both APIs provide the same funditipn@he newest
version of Direct3D is Direct3D 11 which is released in O&oB009. However,
all the projects in this thesis have been developed usingcE3D 10, and we did
not get involved any new features in Direct3D 11. Thereftre following intro-
duction will be based on Direct 1B[ythe0§. The graphics rendering pipeline
defined in Direct3D 10 is shown in Fi@.14 Overall, the first three stages-
put assembleflA), vertex shade(VS) andgeometry shade(GS) process the
input scene geometry, so can be classified ggometry processingl he follow-
ing rasterizationstage will convert the 3D geometry into 2D screen pixels. The
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pixel shader(PS) andoutput merge(OM) stages then will do thpixel process-
ing and generate the final framebuffer result. Hershaderis defined to be a
set of software instructions which is used primarily to cédte rendering effects
on graphics hardware with a high degree of flexibility. Vershader, geometry
shader and pixel shader are all such kind of pipeline stapesweontain software
instructions to achieve full programmability.

Geometry Processing Input vertex and index buffers are streamed into input
assembler. It read primitive data (points, lines and/@ngies) from user-filled
buffers and assemble the data into primitives that will lEdusy the other pipeline
stages. The IA stage can assemble vertices into severatadiff primitive types
(such as line lists, triangle strips, or primitives withackncy).

Then all the vertices are sent to vertex shader where akxeelated oper-
ations can be programmed to take place. Vertex shader tharimpe transform
and lighting (T&L), operations and a post T&L stage. T&L indes for example
model/view transformations, texture coordinates assartimand lighting. This
unit was the first to allow the user to replace fixed functiapdly customized
shader programs. It further supports vertex texture accAfer T&L, vertex
shader will pursue some more functionalities includingspective correction,
viewport mapping, and clipping.

Geometry shader is a new feature in Direct3D 10 and it allowsipulation
of meshes on a per-primitive basis. Instead of running a coatipn on each
vertex individually, there is the option to operate on a pemitive basis. With
this, the input vertices can be passed in as a single vertixe @degment (two
vertices), or as a triangle (three vertices). The attradtature of GS is to create
new primitives on the fly. The GS in Direct3D 10 can read in @l&rprimitive
(with optional edge-adjacent primitives) and emit zerce,@r multiple primitives
based on that. Using GS with this feature, fins can be extrérdedthe original
mesh, which will be useful for effects like Motion Blur. It ipsible to emit a
different type of geometry than the input source. For instaiit is possible to
read in individual vertices, and generate multiple triasgdased on those without
CPU intervention. The Stream Output (SO) mechanism alloe&i8 to circulate
its results back to the Input Assembler or a texture buffehdhat it can be re-
processed. For example the new scene geometry can be ciedtedfirst pass
(Bezier patches and/or skinning) and then shadow-volunresgh can be done
on a second pass.

Rasterization After all geometry operations are complete, the procesatlid
streamed into the rasterization unit. Here, all polygoessaan-converted into 2D
raster grids (pixels). During the conversion, firstly tharngle is setup to generate
all the pixels which cover the projection area of currerdrigle. Then each gen-
erated pixel will compute its properties such as color, thespective correction
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coordinate, and texture coordinates by linear interpatatf the corresponding
properties from the three vertices in current triangle. @§haerated pixels then
continue their journey to the next processing stage.

Pixel Processing All pixels generated during rasterization are subject rtate
pixel operations which can be summarized as a pixel shadee. pixel shader
is fully programmable and allows for customized (depengdiexturing, per-pixel
lighting, and many other shading features. Though pixelgifey the pixel shader
are properly shaded they are not yet sorted according togpatial depth. Also,
pixels can be transparent in which case their coverage neustdumulated when
overlapping. This is why pixels are subject to further rasfgerations in output
merger after shading. Raster operations include visikiiéists, proper blending
with color entries already resident in memory, as well asardsing and stencil
tests. After the pixel processing, the result pixels wilMm#ten into framebuffer
and sent to hardware for final display.

General Purpose Graphics Processing UnitGPU is designed specifically for
graphics rendering. It can process independent verticesragments, but can
process many of them in parallel. This is especially efiectvhen the program-
mer wants to process many vertices or fragments in the samelwéhis sense,
GPU is stream processor that can operate in parallel bymgransingle kernel on
many records in a stream at once. It is also cadiedle instruction multiple data
(SIMD) processor. With the evolvement of GPU, nowadays rithfer increases
the flexibility to add new operations and allows for more gaheurpose pro-
gramming to facilitate the GPU as powerful multi-cgeneral purpose graphics
processing uni{lGPGPU) rather than a graphics accelerator. GPGPU is theefut
development trend of GPU. Recently, several general papatigramming archi-
tectures, such as CUDANMI08], OpenCL Khronos08 etc, have been proposed
and they will also enhance future GPU accelerated renddemglopment.

2.7.2 Deferred Shading

The standard rendering in GPU starts from the input geonadijgct, and pass
through the whole pipeline to generate final result. Usua#lycall such a render-
ing process akrward rendering In forward rendering, the shading computation
in pixel shader will be executed for all the pixels from raziation. However,
only the most front pixels will be remained for final resultemte, the shading
computations for the discarded pixels are wasteful. Mty this,deferred
shadingtechnique has been proposed. Deferred shading postpoadsgital-
culations for a pixel until the visibility of that pixel is copletely determined. In
other words, it implies that only pixels that really contrib to the resultant image
are shaded.
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Figure 2.15: Deferred shading with G-buffers.

The usual implementation of deferred shading contains @#s@s. In the first
pass, the scene geometry properties, such as positionahaomaterial, etc, are
rendered into intermediate buffer storage to be combinted. [dhese buffers are
usually calledgeometry bufferg¢g-buffers), as shown in Fi®2.15 When gener-
ating the g-buffers in modern GPU, we can relying onrtindtiple render targets
(MRT) technique to avoid redundant vertex transformatidnghe second pass,
a simple full-screen quad is rendered to invoke the shadingpatation in pixel
shader. All the g-buffers can be read by pixel shader and atertpe final shad-
ing.

Deferred shading can achieve high performance by savingaassary shad-
ing computation. It also achieve the simpler managemenbofptex lighting
resources, ease of managing other complex shader res@undeke simplifica-
tion of the software rendering pipeline. Therefore, defdrshading currently has
been widely applied in video games. Most of our GPU-basedementations
are based on deferred shading. Because of the use of MRT witlatanfl point
format when generating g-buffers, the memory bandwidthedéded shading is
higher than forward rendering. It is somehow tricky abouwho efficiently gen-
erate g-buffers with less band width. We would refer therggted readers to this
tutorial [Policarpo0%for more details.
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Chapter 3
Related Works

In this chapter we briefly summarize and discuss the modecklaork, which is
split into different sections covering general globalnfitnation rendering tech-
niques, real-time soft shadow generation, visibility idinect lighting, and caus-
tics and participating media. And at the end we introducesdvecent research
works that are based on the work in this thesis.

3.1 General Global lllumination Rendering
Techniques

In the Section2.3of Chapter2, we introduce several rendering techniques which
accurately or approximately solve the rendering equatioachieve global illu-
mination rendering effects. In this section, we will reviewd discuss the state-
of-the-art representative works of these rendering teghes.

3.1.1 Ray-Tracing

The fist important ray tracing method Whitted tracing[Whitted8(Q. When a
ray hits a surface, Whitted tracing could generate up to thesetypes of rays:
reflection, refraction, and shadow. The reflected ray caesnon in the mirror-
reflection direction from a shiny surface and the refraciyl travels through
transparent material to enter or exit a material (as showfign2.1.3. To fur-
ther avoid tracing all rays in a scene, a shadow ray is useestdfta surface is
visible to a light. If the surface at this point faces a lightay is traced between
this intersection point and the light. If any opaque objsdbund in between the
surface and the light, the surface is in shadow and so thediggs not contribute
to its shade. During the Whitted tracing process, a singlepemypixel is used to
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sample the real world by casting it through center of thel@xre evaluating what
it hits. Hence Whitted tracing is only a single sample appration for the value
of each screen pixel, and while computationally simple,alyrsuffer from inac-
curacy. From the point of rendering effects, Whitted tragmgnsically assumes
that the light source is point or spot light (hard shadow) thredreflective material
is diffuse or specular (perfect reflection).

In real cases, the area or environmental light sources anenom and the sur-
face materials are mostly glossy. To overcome the limitetiof Whitted tracing,
distributed ray tracing (DRT)YJook84 is proposed. DRT exploits randomly dis-
tributed oversampling and Monte Carlo integration to saheerendering equation
(Eq2.19. The randomly distributed oversampling is a process whestead of
sampling a single value, multiple samples are taken anchgedrtogether. The
location of where the sample is taken is varied slightly s the resulting average
is an approximation of a finite area covered by the samples. DRI can achieve
all the sophisticated global illumination effects, suclylssy reflection, translu-
cency, soft shadows and so on. The slight disadvantage ofiDRiEt the result
image might be noisy if not enough samples are used, butwiseit produces
physically correct results. Most of the ground truth conmgar results generated
in our research works are based on DRT.

Other variants of the original ray tracing approach inclpd¢h tracing and
photon mappinglafortune93 Jensen96 As stated before, all ray tracing al-
gorithms have in common that rays or photons need to be eutd with the
geometry to find the closest hit points. To accelerate tlesettion query, the hi-
erarchical data structures, such as kd-tree, boundingnehierarchy (BVH), etc,
are usually adopted to organize the input scene. Howeeation and update of
these hierarchical data structures for fully dynamic s@eragher costly operation
and has long prevented ray-tracing approaches from betatpittive. Recently,
algorithms have been proposed for interactive global ilhation using ray trac-
ing [Wald02 Wald03. However, a cluster of 24 PCs was required to achieve
interactivity. With the rapid development of GPU, nowadayhitted tracing is
able to achieve real-time performance for dynamic scéedell02 Roger0T.
DRT also can rely on the GPU for acceleration. Recently a naltime ray trac-
ing engine so-called OptiXHarkerl1] has been proposed by NVID®, which
is based on using the CUDA GPU computing architecture. AlgioOptiX ac-
celerates DRT alot, it is still far from the real-time perfance when the amount
of random samplings increases. Another interesting rekedirection is to ac-
celerate the kd-tree creation and update in GBhbL084 We would refer the
reader for a recent state-of-the-art report for real-tiae tracing for dynamic
scene Yald09.
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3.1.2 Radiosity

Radiosity[Goral84 Cohen93is a finite element method to compute a global illu-
mination solution, where links between mutually visiblatérelements are cre-
ated and radiosity is propagated along those links untiéadst state is reached.
This computation is generally not real-time, even with ioy@ments such as hier-
archical radiosity Hanrahan9JL There exist approaches to handle and make use
of temporal coherence in dynamic scenes; a global illunonatolution is incre-
mentally updated by shooting negative light to compensatelfanges in lighting
or geometry Chen90 George90Puech9] However, updating the link structure
is difficult, since visibility needs to be taken into accaunt

The introduction of programmable graphics hardware hateffed research
in GPU-accelerated radiosity. To overcome the visibilitplgem, Cohen et
al. [Cohen8%introduce the hemicube for the visibility computationgaielsen
et al. Nielsen02 accelerate the hemicube method with the help of hardware te
ture mapping. Floating point textures to store the resulthef radiosity com-
putation are first utilized by Carr et alCarr03. Progressive refinement radios-
ity [Cohen88 maps well to a graphics hardware implementation because it
quires no explicit storage of the radiosity matrix and iba§ the model to be
displayed interactively as the solution progresses. Tlogressive refinement
radiosity can be completely implemented in GRtbpmbe0# However, the al-
gorithm was restricted to planar quadrilaterals. Wajlner09, a GPU radiosity
solver for triangular meshes which was based Godmbe0O4has been proposed.

As stated before, the subdivision schemes for input gegmse#ane in radios-
ity methods have strong impact for the rendering qualitys lisually difficult to
design a perfect subdivision scheme to very complex scenerefore, radiosity
is difficult to be directly applied for real applications. é&her kernel problem of
radiosity is the performance of visibility determinatioNeither the ray casting
and hemicube are efficient for checking visibility. Thatlsaour motivation to
developimplicit visibility in ChapterA4.

3.1.3 Precomputed Radiance Transfer

Precomputed Radiance Transfer (PRT) permits real-timeeramgl of limited
global illumination effects on static objects, such as sfadows and dif-
fuse/glossy interreflection§[oan02 Ng03, Liu04]. The global illumination so-
lution is simply parameterized by the incident lighting,igthis assumed to be
represented by means of basis functions, such as spheaigabhics Sloan02

or wavelets Ng03. By this means, real-time rendering of the static scenes be-
comes feasible. PRT exploits the limitation to static otgdxy precomputing all
the visibility queries and baking them into the parametatigolution. It has been
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shown, that for static scenes the resulting shading caniguted and rendered
in real-time on current GPUs. However, dynamic or deforraaiiljects are in-
herently difficult for PRT techniques, since the visibilitgnnot be precomputed
anymore.

Shadow computation for dynamic scenes can be acceleratsanpjifying
the geometry. Ren et aRpn06§ and Sloan et al.$loan0T approximate dynamic
objects using a sphere hierarchy, whereas Kautz eKalutg04 use a two-level
mesh hierarchy. These methods only support deformatioovapblygonal mod-
els, and assume that object topology remains static. Ruhly low-frequency
rendering effects are reproduced in these methods. Siyilamited dynamic
scenes with moving rigid objects can be handidju05 Sun0§, but without
taking indirect illumination into account. Recent workij07, lwasakiO] ex-
tends these ideas to render interreflections of dynamid agjects. Handling the
deformable models remains a challenge.

Material or lighting design usually require the input getiymeo be static
or contain only rigid transformation. Recently several agsk works Sun07
Ben-Artzi0Og have conducted BRDF editing with Gl effects based on PRT. PRT
also can be applied in lighting desigkristensen05a However, for computer
game or other interactive applications, PRT can only beiegor the Gl light-
ing of static environment not for deformable characterstikébed by overcoming
the limitation of PRT, our research works develop globainiination rendering
for fully-dynamic scene. More introductions about PRT canftund in recent
course Kautz03.

3.1.4 Ambient Occlusion

Ambient occlusion (AO) Zhukov9g captures a subset of global illumination ef-
fects, by computing for each point of the surface the amo@imamming light
from all directions and considering potential occlusiomisyghboring geometry.
The accurate AO usually relies on ray casting to compute ¢obkision for all the
direction, so its performance can not achieve interactvdully dynamic scene.
In [Pharr04, the ambient occlusion value for a scene is precomputedstordd
in textures or as a vertex component on a per vertex base.kidof off-line
precomputation limits this technique only for static scene

In order to avoid the precomputation of ambient occlusiormge Bun-
nell [Bunnell0g propose to transform meshes into surface discs (surfetiifer-
ent sizes, covering the original surfaces. Rather than cangpusibility informa-
tion between points on the mesh, they approximate the shagdvetween these
discs to determine ambient occlusion. However, highlyels®d objects are
needed to get high quality shadows as visibility is estimhgter-vertex only. This
algorithm is further extended to work on a per fragment basidberock0T. Kon-
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tkanen and LainedontkanenOppresent a technique for computing inter-object
ambient occlusion. For each occluding object, they definarabhient occlusion
field in the surrounding space which encodes an approximatidhe occlusion
caused by the object. This information is then used for dejishadow casting
between objects in real-time. This method works very welkftene objects with
rigid transformation, but is limited when arbitrary def@ations are mandatory.

In [KontkanenO§ an AO method for the character animation is proposed. The
animation parameters can be used to control the AO valuesrarically on the
surface. This technique works very efficient at producingdsiivs on legs and
arms, but cannot account for the neighboring geometry.

The Screen-Space Ambient Occlusion (SSAM)tfring07, Bavoil09 tech-
niques can handle full dynamic scene in real-time by tregatine Z-Buffer as a
geometric guess of the scene and tracing rays on a per-pases ko evaluate
the AO value. This technique represents the state-ofthie-aeal-time AO, but
has a strong limitation: being performed entirely in screpace, it ignores any
object located outside the field of view C yet these objecty have a signif-
icant influence on the ambient occlusion residing on visdidgects. A recent
paper Ritschel09b uses SSAO-like techniques to approximate indirect liggpti
along with a directional model of visibility. While the ressiare visually pleasing,
the technique shares the same problem as SSAO. To overcentienitation of
SSAQ, another recent AO methoRdinbotheOPrelies on the surface voxeliza-
tion of input scene to combine object and image space techsim a deferred
shading context.

3.1.5 Other Global lllumination Methods

Except the aforementioned four kinds of classical glodamination rendering
techniques, there are still some other interesting GP&ad methods which is
related with our research works and worthy to mention in seistion.

The instant radiosity technique by Kellgkdller97 traces photons and re-
gards photons stored at hit points in the scene as seconghtrgburces. These
secondary light sources can be treatedviasial point light (VPL). Summing
up the contributions of all VPLs yields the final result. haetive frame rates
can be achieved with this technique but banding artifactsligely to appear.
The main bottleneck is the need to compute shadowing for ¥&that every
step, preventing real-time simulation for complex scenegnore the visibility
for the VPL, one-bounce indirect illumination can be rermdeat real-time rates
in GPU [DachsbacherQ@®achsbacher(6 However, this allows light to bleed
through surfaces, creating unrealistic results. Severahtes of indirect illumi-
nation Nijasure0% can be taken into account by iteratively collecting incitle
lighting. However, real-time rates can only be achievedhweéry coarse lighting
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approximations.

The Environmental lighting is important for realistic remohg, and it is
usually represented as Environment Map and stored as cybésréure in
GPU. Agarwal et al. Agarwal03 propose an efficient point sampling strategy
for environment maps, in the context of ray tracing. This Wasr acceler-
ated PstromoukhovO} and extended to full importance samplir@lgrberg0%.
However, all of these techniques are limited to point sasyg@milar to Arbree et
al. [Arbree03, we employ an environment sampling strategy based on é&téen
light sources in Chapteb. We approximate an environment with a collection of
square light sources, whereas Arbree et al. use disk-sisapedes.

3.2 Real-time Soft Shadow Generation

A complete review of existing shadow algorithms is beyond #®tope of
this article and we refer the reader to Woo et alop9(d, Hasenfratz et
al. [HasenfratzO3p and to a recent cours&ijsemannOpfor a detailed overview.
In this section, the most related pre-filtering hard shad@appmng techniques and
soft shadow methods will be introduced.

3.2.1 Hard Shadow Mapping with Pre-Filtering

Edge anti-aliasing is a classical problem for hard shadoypmmg [Williams7§.
Unfortunately, standard filtering cannot be applied diye¢db the shadow
map, because the shadow test has to be carried out befordténmdi takes
place Reeves8]i A straight-forward step for anti-aliasing is directly @ping
the graphics hardware’s filtering function to filter shadowapping results. Un-
fortunately, because the shadow test has to be carried fmrelige filtering takes
place Reeves8J( standard filtering functions cannot be directly appliediepth
map. To overcome the brute-force point samplings, seveeafijbering shadow
mapping methodsonnelly06a Annen07 Annen08h Salvi0g have been pro-
posed recently to solve this problem. The general idea rmtstorm the standard
shadow test function into a linear basis space. At each frémeedepth values in
the depth map can then be pre-filtered (coefficients in theshddence, one can
rely on readily available filtering functions, such as mipgping or summed-area
tables Crow84 to sample the pre-filtered coefficients. In final shadow ey
step, shadow test function can be approximately recortetiio achieve shadow
in constant-time.

Before going into the details of different pre-filtering sbadmapping meth-
ods, let’s introduce the basic theory behind the pre-filgeriAs shown in Fig.1,
considering the 3D scene poingsandxy, their 2D projection position in shadow
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Figure 3.1: The theory of pre-filtering shadow mapping.

map will be the same gi. Based on the shadow map theory, we know the dis-
tance value recorded in the map is the closest one whichns tine light source

to pointx;. We can represent the recorded depth values in shadow mapirs-a
tion related with the 2D projection positioz{p). How about the distance from
the light source to any point behind, like xo? It can also be represented as a
function related with the 3D scene positiai(x). Based on such a formulation,
the shadow comparison operation can be represented adltverig Heaviside
step function:

fw.2p) =2 ={ g 453 6D

The plot of this Heaviside function is also shown in Bid. Essentially, all the
pre-filtering shadow mapping methods are trying to recosstthis Heaviside
function to achieve shadow comparison.

Thevariance shadow ma@v/SM) [DonnellyO64 is a probabilistic approach
that supports shadow pre-filtering. When generating thehdeypip,z andz val-
ues are stored and used as the mean and variance respedgtiviely rendering
to estimate the probability whether a point is in shadow dr filhe shadow test
is based on one-tailed version of Chebyshev’s inequalitclwbnly bounds one
side of the Heaviside step function. If there exists depthesawhich are bigger
than current pixels depth inside filter kernel, the variabased inequality evalu-
ation only provides a “big” upper bound and hence incurstires lit in shadow.
This is an intrinsic problem for VSM which is so-called “nplanarity” lit. The
reconstructed function of VSM is shown in R3g2(a). It is easy to see when the
varianceo? becomes bigger, the reconstructed results of VSM will bezaorse.
This will produce noticeable high frequency light leakingfacts for scenes with
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high depth complexity. Lauritzen et aL.quritzen08 successfully suppress light
leaking by partitioning the shadow map depth range into ipleliayers. How-
ever, the incorrectly-lit due to “non-planarity” problertillsexists since there is
no correct definition for the left side of shadow test funatio
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Figure 3.2: Different pre-filtering shadow functions.

Convolution shadow map&CSM) [Annen07 transforms depth values into
Fourier space. Depending on the truncation order, deptheals converted
into several Fourier basis terms. In the final rendering;fittered Fourier ba-
sis terms are fetched from textures to reconstruct a smosttaglow in order to
approximate the Heaviside step shadow function. The réxearied function of
VSM is shown in Fig3.2(b). Since Fourier reconstruction function is “double-
bounded”, the “non-planarity” problem does not exist for CSidt the shadow
quality depends on the truncation order and high order mallir impractical mem-
ory requirements for storing basis textures. When using fasisterms, ringing
artifacts and incorrect contact shadow can be observed.

Exponential shadow map&SM) [Annen08lh [SalviOg use the exponen-
tial function to approximate the Heaviside shadow test fion¢ as shown
in Fig.3.2(c). Since the exponential function is alsingle-boundedit uti-
lizes the standard percentage closer filtering (PCF) for -jplanarity” re-
gions [Annen08M, which are detected relying on min-max pyramid texturer Fo
hard shadows, PCF is good for repairing it since usually tmegogage of “non-
planarity” parts in the whole rendering scene is low. Yetdoft shadow, such a
percentage becomes higher with the increasing light sizackl brute-force PCF
for many “non-planarity” parts will be prohibitively timeensuming.

3.2.2 Soft Shadow Volume

Based on shadow volume€iow77, Chin and Feiner Chin93 construct sepa-
rate BSP trees for the scene, for the umbra volume and for ttez panumbra
volume. Shadow receivers are then classified into threemsgifully lit, umbra,
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and penumbra. An analytic shadow term is computed by trengetee BSP tree
of the scene and clipping away the occluded parts of the polglight source.
Tanaka and Takahashidnaka97 propose culling methods for efficiently deter-
mining the set of objects that can affect the shadowing of@rgpoint. Assarsson
and Akenine-Mller [Assarsson(3describe an approximate soft shadow volume
algorithm, which offers realtime performance in simplersge Two gross ap-
proximations are made: assumption that the silhouette ajbgect is constant
from all receiver points, and a heuristic occluder fusiorthod. Hence, it is less
suitable for scenes with rich geometry. Laine et hhife058 and Lehtinen et
al. [Lehtinen06 remove these limitations in the context of ray tracing.reaand
Aila [Laine0O54 transpose the processing order of ray tracing. Insteadaich-
ing for a triangle that blocks the current ray, they find ajlg#hat are blocked by
the current triangle. This leads to different scalabiliharacteristics and mem-
ory requirements compared to ray tracing. All the soft sk\agdolume method
are based on geometric information, so that they are semsitiscene complex-
ity. Therefore, it is inappropriate to utilize soft shadoalume methods for real
complex scenes, like tree, foliage, etc.

3.2.3 Soft Shadow Mapping with Backprojection

In recent work Atty06, Guennebaud(Qgresearchers have transferred ideas from
classical discontinuity meshin&f{ewart94 Drettakis94 to the shadow mapping
domain. Such techniques treat the shadow map as a piecewistant approx-
imation of the blocker geometry and each shadow map texeadrisidered as a
rectangular micro-patch parallel to the light source. Thadew value is com-
puted as the fraction of coverage of blocker geometry ptegelback onto the area
light. Although these backprojection-based methods stem physically correct
theory, crude approximations of blocker geometry may yetter incorrect oc-
cluder fusion or light leaking. The work by Guennebaud ef@uennebaudqd7
and bitmask soft shadowS¢hwarzOy remove most of these problems, but in-
crease the algorithmic complexity or computation time. #&ogcently, Yang et
al. [Yang09 accelerate backprojection soft shadow mapping by intcodya hi-
erarchical technique, which results in better performdoncéarge penumbra but
is still complex for real applications.

3.2.4 Soft Shadow Mapping with Pre-Filtering

We have already discussed percentage closer soft shadowpingap
(PCSS) FernandoOS9amethod in details in Section2.4.2 of Chapter. 2.
One key insight of PCSS is that both average blocker depth atatipn and soft
shadow test are based on brute-force point sampling of thinaeap. When the
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area light size becomes large, many sampling points (€0g«,3) are required
to avoid banding artifacts. Motivated by this, it is natux@push aforementioned
pre-filtering hard shadow mapping methods further to sugpGSS soft shadow.

Based on PCSSAT-based variance shadow m&AVSM) [Lauritzen0T is
proposed to improve the speed relying on VSDbhnelly063. Although the soft
shadow test step is sped up using pre-filtering, there is nmob way to correctly
pre-filter average blocker depth values based on the VSMyhethe average
blocker depth evaluation step is still performed by brutes¢ point sampling of
the depth map. Furthermore, despite the correct estimatitire average blocker
depth in SAVSM, it may still show “non-planarity” lit probies.

Soler and Sillion $oler9§ propose an image-based shadow algorithm based
on convolution. Convolutions can be computed efficientlgrefor large penum-
brae. Soler and Sillion do not employ a depth buffer and foeeerequire an ex-
plicit notion of blockers and receivers, and cannot digestipport self-shadowing.
Our research works in Chaptér.apply a similar convolution in the context of
shadow mapping, which naturally allows for self-shadowitg Chapter5, we
proposeconvolution soft shadow mg@SSM) based on CSMAhnen0q. CSSM
is also implemented in PCSS soft shadow framework. Relyindpaible-bounded
Fourier reconstruction, CSSM can pre-filter not only shadest but also average
blocker depth computation. Yet the number of Fourier basesstonstruction is
usually high & 4), which results in high amount of texture memory, and kmit
its practicability. To overcome this, in Chapt@rwe further proposeariance
soft shadow mappingethods which not only successfully applies pre-filtering
for average block depth evaluation based on a novel deptipetation formula,
but also successfully handles the “non-planarity” lit desb.

3.3 Visibility in Global lllumination

Visibility determination usually dominates the performarof global illumination
algorithm. Dachsbacher et abfchsbacherQ@evelops a real-time global illumi-
nation method that handles visibility by transferriagfi-radiancefor scenes with
limited dynamics. While this bears many similarities to auplicit visibility al-
gorithm in Chapter4, our implicit visibility handling is slightly more flexibleas
we impose no restrictions on the dynamics of the scene, lalsasslightly more
expensive.

Instant Radiosity Keller97] can achieve interactive frame-rates for large
scenes by using a crude point-based representation of ggowigen comput-
ing the shadow map for each VPRItschel08k. Such an imperfect shadow map
method is very efficient and visually plausible. Howeveg point hierarchy re-
quires pre-processing which limits its applications fomgoscene setting with
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topology changes. Their following workRjtschelO9&introduce the hierarchical
organization of point samples to amend holes in shadow nmajxXiather improve
the quality of indirect lighting.

Several global illumination methods use the idealostered visibility The
lightcuts method \Valter03 imposes a hierarchy over groups of virtual point
lights; only a single visibility test is performed for eachogp. Generating
clusters of lights with only a single shadow map for eachtelugvas used by
Hasan et al. HaSanOT for GPU-friendly illumination from many lights. This
idea was further extended to visibility cutaKerlund0q and GPU implementa-
tions [Ritschel08Y Cheslack-Postaval&ristensen et al.Kristensen05pgroup
VPLs into light clouds for real-time relighting of staticestes. In all these ap-
proaches, a single binary visibility test for a sender @ust used. We extend this
idea by taking the extent of the sender (cluster of VPLs) atcount through the
use of a soft shadowing method.

Our algorithm in Chapte6 is inspired by the idea of clustering an environ-
ment map into a set of area lights for real-time natural iiletion [Annen084%
We extend this idea to deal with indirect lighting using aldteae GPU-based
clustering technique.

3.4 Caustics and Participating Media

Caustics are phenomena caused by the focusing and de-foaii$ighht rays upon
interaction with specular surfaces. Both, specularly réfleand specularly re-
fractive objects give rise to complex volumetric light diilstitions. The interaction
of these light distributions with opaque surfaces resultsuirface causticsvhile
the effect of their interaction witparticipating medias known asvolume caus-
tics. The rendering literature on the subject can be groupeddicgyy.

3.4.1 Surface Caustics

Surface caustics are generated by rays that refocus orseliffurfaces after re-
fraction or reflection on a specular surface. In computeplgis, photon map-
ping [Jensen(]lis the gold standard technique to successfully simulatekiimd
of phenomenon. Relying on the fast processing speed of mdglelss, several
methods were developed to approximate reflecti&stdlella06 UmenhofferO7
Yu05] and refraction Qliveira07, Davis07 Wyman03j effects in real-time. While
the aforementioned techniques were developed for rergleeflected and re-
fracted viewing rays, they are equally well applicable fastfphoton path cal-
culations on graphics hardware.
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The first GPU photon map implementation was described by efuet
al. [Purcell03. Recently, several methods for approximating the effect of
surface caustics on the GPU have been propoSéédH07 Hu07, Wyman06
Szirmay-KalosOb As in normal photon mapping, these methods follow spec-
ularly reflected and refracted photons from the light sowad store their hit
positions into a so called photon buffer. A second pass teesrganizes this in-
formation and splats it into a caustic map, which is thengatgd onto the scene
similar to shadow mapping. InNyman08h Wyman09, the speed and quality
of this basic technique is improved using a hierarchicah datucture to discard
non-contributing and redundant photons. Yu et\lJ7] present a real-time caus-
tics rendering method based on image space computationtlimg the effect of
specular objects as a distorted generalized linear camedalm

3.4.2 Participating Media

Participating media introduce global shading effects femwng rays. Instead of
shading single surface points based on an approximatidreahtident radiance,
line integrals over viewing rays have to be computed. Comgtitie incident ra-
diance is significantly complicated by the effect of mukigcatteringKajiya84.

Volumetric photon mappinglensen9Bdecouples radiance transport from the
light source into the medium and the integration step tordetes the radiance of
the viewing ray. The final gathering step along a ray can bepced directly per
ray [JaroszOBor in screen spaceéBpudet0%. A complete description of off-line
methods for rendering participating media is, howeverobeythe scope of this
paper; for a good overview we refer the interested readeZe¢odzo0h

Typical applications of real-time rendering in the presemd participat-
ing media are the visualization of cloud®dbashiOQ HarrisO] and smoke
[Ren08 Zhou08l. Approximating the shafts of light, that are a typical effe
of single scattering, can be achieved by blending layereigmads [DobashiO2
or by warping volumesljvasakiO2. Sun et al. propose an analytical airlight
model for real-time single-scattering in homogeneoushitecing media$un03.
This work was extended to real-time rendering of volumethiadow regions by
Wyman and RamseyWyman08& Our work uses this technique to render the
shadow regions surrounding volumetric caustics.

3.4.3 \Volume Caustics

Volume Caustics can be computed using the volumetric photapping tech-
nigue PJensen9B an extension to standard photon mappidersend[l by tracing
and storing photons throughout the volume covering theiggaating medium.
Volume caustics are typically seen in under water scenasiosre shafts of
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light are visible due to focusing of light rays by the waterfaoe. Rendering
of these effects was demonstrated by Nishita etNilsHita94 and by Ernst et
al. [Ernst03 using a triangle-based caustics volume reconstructiaihockethat is
very geometry-intensive.

The eikonal rendering technique proposed by Ihrke ettalk¢07 uses a vol-
umetric object description to render most of the effectsefffaction and partici-
pating media in real time. However, if the lighting conditsor scene geometry
change, several seconds are required for the re-computattihe incident radi-
ance distribution. Sun et alSEn0g modify the previous technique by combining
it with a photon mapping algorithm. They achieve fully dynamendering of
refraction, absorption and single-scattering effectsartipipating media at inter-
active frame rates. Volumetric object representationsigver, induce a discrete
representation of refractive objects and tend to blur seréand caustic details.

3.4.4 Lines as Rendering Primitives

Lines are often used as rendering primitives in visualaratof vector field
data ockler9g Mallo05]. They are rarely employed as general primitives, even
though their use has been advocated by some auttAmsd03 and efficient ap-
plications in natural scene rendering have been describeddsen0R

Recently, the interactive global illumination literaturashproduced some
applications of lines as fast intermediate rendering pives. Kiiger et
al. [KrugerOg demonstrate a screen-based surface and volume causieer i
technique. The authors directly splat energy to screengugng refracted lines
as querying primitives. The focus is on surface caustic @gnd even though
some results are shown for volume caustics as well. Anottemected tech-
nique by Sun et al.3un08 also uses lines between specular object and receiver
as rendering primitives. Here, however, the lines are rasie into an intermedi-
ate illumination volume, similar tallirke07, which enables a correct evaluation
using a second ray marching step.

Our work in Chapter8 can be seen as a combination of the previous two tech-
niques. We combine the strength of the screen-based appradach is very
high resolution, high performance rendering at low memont-prints, with the
physical accuracy of the photon-based approach, whicls ioriginal implemen-
tations is either too slow for real-time applicatiorefsen9Bor yields blurry
results [hrke07, Sun0§ due to high memory consumption and thus limited reso-
lution.

Contemporary to our workPlapadopoulosQ®resents real-time caustics and
godrays for underwater scenes using an implementationhwhisimilar to the
method of Kiiger et al. Kriiger0g. In contrast to our work, no comparison to
ground truth is shown and only a homogeneous medium is stemhor
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3.5 Successive and Active Future Work

Our methods described in this thesis has been adopted eratiff fields of ren-
dering in the area of real-time global illumination renderi In this section we
will list a few known subsequent publications that are dipselated to our work.

In [Meyer09, a non-recursive and efficient data-parallel algorithntiieate
links and a patch hierarchy for implicit visibility methoal Chapter4 is proposed.
It is running entirely on the GPU using CUDA for implementatiaHence, this
method is fast enough to create links and a compact patcarbier from scratch
for every frame. Including the simulation of light transpare can render dy-
namic scenes with indirect light at interactive frame rates

Inspired by the theory of CSSM in Chapté&y.Jason and BavoilJansen1pD
introduce a novel algorithm called Fourier Opacity Mapp{R@®M) for render-
ing artefact-free pre-filtered volumetric shadows in casbhere spatial opacity
variations are smooth (e.g. smoke, gas and low-opacity.hdinis method is
robust enough and has been adopted in the shipping videosgaoneh as Bat-
man, Arkham Asylum, etc, for shadowing smoke particle syste Another re-
cent paper Davidovic1( adopts our visibility clustering strategy in Chaptér.
for computing visibility in off-line detailed glossy illumation.

Our concept aboutines as Rendering Primitivaa Chapter.8 for volume
caustics is also adopted b$yn1Q. This method is an efficient off-line technique
to render single scattering in large scenes with reflecthe: r@fractive objects
and homogeneous participating media. Compared with ouaictige volumetric
caustics rendering method, it is more physically corret@lgo takes much more
time for rendering.
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Chapter 4

Interactive Global lllumination
Using Implicit Visibility

4.1 Introduction

In order to render a scene photo-realistically many locdl giobal illumination
(GI) effects have to be faithfully reproduced. Today, ridale rendering of lo-
cal illumination effects is state-of-the-art and used imgneomputer games and
interactive environments. Unfortunately, scenes rerdlarehis way often have
an artificial look as they lack more sophisticated appeaatatails such as in-
terreflections. The Gl computation adds this additionabbitealism by taking
into account not only light that comes directly from the liglource but also in-
directly through reflection from other surfaces. Howevlg simulation of the
Gl effects is very complex and up to now it has been illusivestader full global
illumination solutions in real-time on a single PC. The pesbis complexity orig-
inates from the fact that during lighting simulation evecgse element interacts
with many others. Furthermore, visibility between scemarants has to be pre-
computed, as light can only travel between mutually visgménts in the scene.
This expensive-to-compute information is used in all tiadal rendering algo-
rithms [Cohen93Lafortune93 Jensen96veach9T.

In this chapter, we propose a novel algorithm to render theftgcts at in-
teractive frame rates on a single PC. The core of our methodhigrarchical
radiosity-like link structure describing the light tramspbetween individual scene
elements. To overcome the computational bottleneck ofnlgaio compute vis-
ibility information explicitly at each frame, we proposeetieoncept oimplicit
visibility. By this means, we are able to quickly derive visibility bednwescene
elements implicitly from the hierarchical link structuréie it is being built. We
propose methods to efficiently construct this link struetand show that the final



56

Chapter 4: Interactive Global lllumination Using Implic it Visibility

(a) One Bounce, 6x12x12, 6.43FPS (b) One Bounce, 6x12x12, 6.43FPS

Figure 4.1: Teapot with indirect lighting (3878 vertices).

global illumination solution can be quickly computed on tRBU (Figure4.l).
Our method can reproduce interreflections under envirohmep lighting as
well as area light sources at interactive frame rates — esedyfnamic scenes
with deformable objects. Interactivity is achieved by ey sampling visibility,
which makes our method most suited for diffuse or low-glassynes under large
area lighting.

This chapter is organized as follows: Sectidi2 describes how we refor-
mulate and solve the rendering equation to accommodateotieept of implicit
visibility. Section.4.3 describes in detail the construction and administration of
our hierarchical link structure, and explains how to effitig map these concepts
onto the GPU. We demonstrate the high visual quality of ocsulte in Section5.5
and conclude in Sectiod.5with an outlook to future work.

4.2 Global lllumination using Implicit Visibility

In the following, we derive the theoretical fundamentald$asit interactive global
illumination based on implicit visibility. We firstly rewe the rendering equation
[Kajiya86], which has been introduced in the Secti@r® of Chapter2. Then, we
rewrite the rendering equation in such a way that a glohahiihation solution can
be computed in a way similar to early non-diffuse radiosigtinods [mmel34.
In contrast to radiosity methods, however, we compute Nigiltmplicitly while
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building the link structure. The rendering equation can bi&ten as follows:

/ (%, 0] o @) -L(x— 1) - (ng-©)de,.
ol

wherex is a point in the scend, is the emitted light,f; is the BRDFny is the
normal atx, ©; and®, are the global light and viewing directions, a@fand©;,
are light and view in local coordinates.

Similar to Immel8§ we discretize the sphere intd,, small spherical bins,
each of which has a solid ang@®;,. This allows us to rewrite the rendering

equation as:
Npin
i=

with
Ki(x, O0) = /fr (%01 < Op)-L(x — ©1.) - (Nx- O dawe,
Qbini

We now rewrite thé; as an integral over all surface elemeyissideQy;, instead
of solid angles:

YEQbin (4.3)
(=6
Vxy)(ny-©r) - e@ga,

whereV is the binary visibility between two points.

It is now possible to make several simplifying assumptiansgeed up the
computation. First, we assume that for each element insitie ¢he outgoing
radiance is constant across its extent. Furthermore, weresshat the size of
each element is very small, such that the cosine betweentiégration direction
and the normal is essentially constant. Finally, we assimaesurface elements
are either completely visible or completely occluded. Tdllsws us to rewrite
Equation 4.3) as:

#y € Qpiny
Ki (X, R~ fr(X,0; i <> Og) - L(X i)
i (X, (o) jzl r(X, 0« o) (X—aj) (4.4)
(ny;-—(64j))
V(%)) (nx- B4 j) —z—=Ay,,

where@; j is the direction to the surfagg. Note that, we only evaluate the binary
visibility once (betweenx and the surface element’s center) and turn the original
integral into a sum over surface elements.
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We make the final assumption that a surface element alwaysstwe extent
of a spherical biff,;, completely. This means that only the closest element needs
to be considered and Equatich4) becomes:

Ki(©o,X) = fr(X, Ojs Op) - L(x ei,s) :
. —eis
(Ny-Op) - Mz_)) A,

r

(4.5)

whereys is the closest surface element.

We use this formulation to render a global illumination s$imn by means of
a radiosity-like algorithm. The discretization into bingows us to borrow the
idea of shadow mapping. We create a (hierarchical) linkcttine between scene
elements, where we store links in the discretized bins dt eknent, as opposed
to a simple list of links used for standard radiosity aldans. When creating the
link structure, each bin will only store the shortest link, j the link connecting to
the closestsurface element. Using this scheme, the visibility infatiorawill be
implicitly retrieved from the link structure. This can beegeas a variant of omni-
directional shadow mappin@fabec02, for each pointx we discretize visibility
for its upper hemisphere (Figude2e).

4.2.1 Conceptual Overview

Conceptually, our algorithm is very similar to standard oady. \We create links
between scene elements and light sources, and transfegydretween them until
the solution is converged (or a certain number of iteratlmasbeen reached).

In contrast to standard radiosity, we do not store a simpteofilinks at each
scene element, but structure the links by storing them is.bdnon-hierarchical
version of our algorithm would simply try to connect all seeglements with each
other. Whenever a link is about to be created, its respectivésiqueried and
checked if there already exists a link and if that link is $&oor longer than the
new link. In case the new link is shorter, it replaces the a@ld;af not, the old one
remains. After all links have been created, normal shoaiirgathering iterations
can be run to transfer energy. Similar to Immel et &hrpel84, this allows for
diffuse as well as glossy direct and indirect illumination.

Of course, this basic algorithm is inefficient as a non-hhizal link struc-
ture grows quadratically in the number of scene elementshdrfollowing, we
therefore develop a hierarchical version of this algorithwhich enables us to
obtain near-real-time frame rates for dynamic scenes omggesiPC.
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Figure 4.2: (a) Color-coded surface segments representirthe coarsest ap-
proximation level of the geometric hierarchy. (b) Four surface elements of
the finest level of the hierarchy and the corresponding elenté on the next
coarser level (c). (d) Each surface element features (visltty/radiance) links
to many other surface elements. (e) The sphere of directionsifeach element
is discretized into cube-map bins, each one of them storindhe shortest link
to another disc.

4.3 Hierarchical Implicit Visibility

Our method is visualized in Figl.2 and pseudo-code can be found in Algo-
rithm. 4.3 In a preprocessing step, we creatgeometric hierarchyfor each
object. This geometric hierarchy is only computed once anithén re-used at
run-time to construct thaierarchical link structure which is the data structure
for computing the actual global illumination solution. Atr-time, we first up-
date the data associated with the surface elements (p@sittc.), as they might
have changed from the last frame. We then construct therbfecal link structure
using implicit visibility as indicated before. After comsttion, the hierarchical
link structure needs to be refined in a second pass to praptgaimplicit visibil-
ity information to all levels. The propagation of energy &wsimilar to standard
radiosity. We will detail our method in the following.

4.3.1 Geometric Hierarchy Preprocessing

In order to facilitate illumination computations, we regpeat our objects using
a hierarchy ofsurface elementsA surface element is an oriented disk with a
position, normal and area. The surface elements at the Boakt are based on
the vertices of the input model(s) (Figuée2n). We chose discs centered around
vertices as they can be easily computed for any type of mekh.position and
normal information of each surface element is known fromuipet model. Simi-
lar to [Bunnell03, its area is computed as one-third of the total area ofialhgles
sharing this vertex.

To speed up the run-time process, we precompute a geomedrardhy of
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Algorithm 1 — Main Algorithm
1: CreateSurfels()Create surface elements based on the input geometry infor-
mation (vertex, face, etc).
2. CreateGeometricHierarchy() Create hierarchical geometric structure for
each object.
3: for each framealo
4:  UpdateElements()Update the geometry information for initial geometric
hierarchy.
5. CreateHierarchicalLinks()Create hierarchical links between elements.
6: RefineHierarchicalLinks() Refine links (top-down, remove unnecessary
links).
7. PushdownLinks()Push all links to leaf node.

8. for each light bounceo

9: ComputellluminateLeafNodes(@ather incident energy from links and
compute illumination results in leaf nodes.

10: PullupEnergy() Pull up the indirect lighting energy from leaf nodes.

11:  end for

12: end for

the surface elements, which is then re-used at run-time. il&8ino other ra-
diosity methods, we want to cluster the surface elements way such they
are adjacent and oriented similarly. Different methodsstekd achieve this
goal [Garland01 Smits94. However, our models are allowed to deform at run-
time preventing an optimal precomputed solution. We adopstmple technique
by Bunnel Bunnell0§ and use UV texture space segments (typically provided by
the artist to enable texturing) as the coarsest cluster(sed Figuret.2a for an
example).

For each UV segment, we create dmerarchical quad-treeepresenting a
spatial disc hierarchy for all vertices in the segment. Tdo# node of the tree is a
surface element approximating the whole UV segment, tHentedes are the discs
corresponding to single vertices. Each surface elemeihieitree can have up to
four smaller child surface elements on the next lower leFFe&re4.2b and c).
For each surface-element in the hierarchy, we store itsippngaverage position
of all its child surface elements), the overall surface assawell as the average
normal direction. The hierarchical structure is only comgplonce. However, the
average position as well as normal is re-computed everydiarorder to support
dynamic models. The area of most elements varies very dittleng animation,
therefore, the area does not have to be recalculated forfemle. Please note,
that the terms node, surface element and disc are usedhateyeably.
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4.3.2 Creating the Hierarchical Link Structure

For each frame, we recompute a hierarchical link structuhgch is used to per-
form light propagation but also implicitly determines \agity. This subsection
details how this structure is created and refined (corredptmsteps 4-7 in Al-
gorithm.4.3).

Update Elements of Geometric Hierarchy

Our method allows objects to move around and even defornrefdre, the stored
geometric information needs to be updated accordinglyemmieserving the hi-
erarchy. At each frame, we therefore update position anchaloof each surface
element. The data of each parent node is updated based dmldsen. Note
that the hierarchy itself remains untouched. This processilar to updating a
bounding volume hierarchy in ray-tracing/ald07.

Initial Hierarchical Link Structure

After the geometric information has been updated, we caogaa and build the
hierarchical link structure. As stated before, we base itlle dreation on the
precomputed geometric hierarchies. We start by linkdhgop level nodes of the
geometric hierarchies. Whenever a link between two noddiedca andB in the
following) is about to be created, we perform the followirgecks:

o If the solid angle ofB as seen fromA's position is bigger than the solid
angle of the link’s respective bin, then tlBenode should be subdivided,
i.e., we try to linkA to B's children (going down the geometric hierarchy).
The same check is performed faas seen fronB.

e If there is already a link that has a shorter distance, whiaetermined by
checking the link stored in the respective bin, no link wil treated.

In all other cases, we create a link between the two surfareexitsA andB and
store it in the respective bins éfandB.

As can be seen, there are two main metrics to determine witetb@odes can
be connected. First, the solid angle determines whethdnihsurface elements
are too big to be connected and should be subdivided. If tHacielements are
bigger than a bin, it might happen that bins don’t get fillethvinks, even though
there is an element in that direction. This would preventiti@icit visibility to
be evaluated correctly. Therefore, we go further down inhleearchy. Second,
the length of the link is used to determine if the other swgfalement is visible at
all.
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Discretization We chose the cube-map parameterization to discretize tleresp
of directions. In other words, a bin corresponds to a tex¢h@cube-map. The
main advantage of a cube-map lies in the efficient mappingdaeation to a bin.

Refining the Hierarchical Link Structure

During the creation of the hierarchical link structuresipossible that a surface el-
ement and its child nodes contain different links in the sam&lirection because
the order in which links are created is arbitrary. This igsttated in Figurd.3.

The link creation process first happens to connect surfaceezitsA andB. Then,

in the next stepA andC are connected but since they are closer together, the links
are created further down in the hierarcldygndC are subdivided). The original
link betweenA andB remains however, as the new shorter link is created further
down in the hierarchy and does not remove the original link.

The purpose of refining the hierarchical links is to deletesthincorrect (and
redundant) links. To this end, we traverse the tree(s) ineadih-first manner.
During traversal, we compare the links in the bins of all ptar@odes and the
links in the bins of the currently visited node. If, for a givkin, the current node
contains a shorter link than a parent node, the parent-adid&’is removed and
pushed to the siblings of the current node (if they don’'t aanshorter links). If

(a) (b)

Figure 4.3: Linking problem: In (a), the elementsA and B are connected with
a single link. In the next step, the algorithm tries to connet A and C. Since
they are close by, bothA and C get subdivided and links are created further
down in the hierarchy. Now there are inconsistent links at diferent levels
in the hierarchy: A is still linked to B, even though there are shorter links
further down in the hierarchy between Aand C.
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Figure 4.4: Refining hierarchical links: Different colors refer to different
bins, and the length of each arrow represents the link’s lentp. We traverse
the tree breadth-first, and compare the links of parent and clid nodes. If
there is a shorter link in a node further down in the hierarchy, we remove the
parent-node’s link and push it to the siblings of the node. Ifthere is a longer
link, it is removed.

the parent node contains a shorter link, the child-nodels ik simply removed.
This refinement removes any incorrect links. Note that theement of links can
be done in a single traversal of the tree by keeping track a¢lwbins have links
further up in the hierarchy.

Push-Down of Links

Our goal is to implement the illumination computation on@&feU. Unfortunately,

GPUs only support very limited scatter operations, i.eta@annot be written to
arbitrary positions but usually only to the current rastesipon. The push part
of the push-pull used by hierarchical radiosity algorithf@®hen93 requires a

scatter operation, as data is written to all the child nodesparent node.

We avoid this scatter operation and enable an efficient GRileimentation by
pushing down links from all the interior nodes of our hietart¢o the leaf nodes.
More specifically, the previously bidirectional links bet@n two nodes are split
into two unidirectional links through which energy is ra@a at each node. All
the receiving ends of the links are then pushed down theroigyao the leaf
nodes. This step can be combined with the link refinement fileenprevious
subsection.
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4.3.3 lllumination Computation

Global illumination is computed in a similar manner to hretacal radiosity. En-
ergy is transferred between nodes along links. We choséergag approach, i.e.,
at each node, we gather all the energy from all incident lirfikge incident light
is then convolved with the BRDF and converted to outgoing ramia In case of
diffuse BRDFs, the outgoing radiance is constant for all ountgalirections and
we just store a single RGB triple. In case of glossy reflectiaressaugment our
bin structure and store the outgoing radiance per direatidn

As we have pushed down all receiver links to leaf nodes, anggtiumination
is only computed at leaf nodes (no other nodes can receivgygné&lonetheless,
just like in hierarchical radiosity, we need to pull up thegning energy to the
parent nodes, which is achieved by traversing the treetoetio and accumulating
energies. These two steps need to be iterated to accountiiogét illumination.
This procedure can be easily implemented on the CPU, but d@ckalits full
potential only when implemented on the GPU.

GPU implementation

We store our surface elements, i.e., positions and nornmatsjo floating point
textures. The hierarchical tree is stored in a texture iniatpeless manner based
on node indices. E.g., a full quadtree with 21 nodes and thiexarchy levels has
indices 1-16 for the leaf nodes, indices 17—-20 for the setmred, and index 21
as the root node. Hence, the index of a node is sufficient tqpaterthe indices
of child and parent nodes. A third texture is used to stor¢halllinks. In order
to allow for fast construction of this texture, we simply féat the 6< Nx N bin
structure of each node and store its content in the 2D domarattually store
this data split over several textures). A fourth texturetaors the outgoing (and
unshot) energy for each node.

Computing the illumination is rather straightforward givbese textures. For
each leaf node, we loop over all its links and gather and s@wmtishot energy
from them. It is then converted into outgoing radiance bytiplying with the
albedo of the node. After the energy has been gathered agélhbdes, we need
to perform the traditional push-up operation. The poitéss tree representation
allows us to do this very efficiently by traversing bottomthpough all nodes of
the tree. For each node, we accumulate the outgoing radmegigated by the area
ratio. These two steps can be repeated to account for sdéamrates of indirect
illumination.

For final display, we convert the texture containing outgaiadiance into a
vertex texture, which is used to set the color at the vertiéeise model.

Speedup The direct lighting computation can be sped up, as thereemerglly
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few links to the light sources. Instead of going through adkbwe create a special
texture that contains for each node: the number of lightsliaikd the actual links
(indices to nodes). Now, we only need to go through thoseslinlgather energy.

4.3.4 Light Sources

We support area light sources as well as environmentaltighArea light sources
are geometry like any other object, with the notable diffieesthat their initial
outgoing radiance is set to be non-zero.

Environmental lighting could be handle the same way, beina|for a simple
optimization. Instead of creating geometry for the envin@nt, we initially omit
it completely and create our hierarchy with objects only. M#e use the obser-
vation that any empty bin (in the leaf nodes) can see theitigl@nvironment and
therefore receives light from it. Our optimized direct ligly step (see above)
checks for this, and gathers light from the environment fir @mpty bin.

4.4 Results

Our method enables interactive rendering of fully dynameres with direct and
indirect illumination. Figure4.1 shows an example where a teapot reflects the
colored pattern of a ground plane. Also note the soft shad®wlny the environ-
mental lighting. This runs at interactive speeds (around®®)Fon an NVIDIA
8800. Deformable objects, as shown in Figdrg can also be handled easily.

Figure 4.6 demonstrates that our method can handle shadows and indirec
lighting effects between objects. Note in (b) how there igeeg sheen on the
grey chess piece.

Figure4.9 compares a reference image (a) computed with path tracilg to
result of our method (b). Despite all the approximations waken as detailed
in Section4.2 the differences are minor. Our method produces slightfieso
shadows, which is less noticeable for a directional discagon of 6x 16x 16.
The differences become more prominent for coarser digett@ins and artifacts
appeatr.

Figure4.7shows a teapot illuminated with an area source. Overalghiading
compares well to the reference image. However, discraizartifacts become
obvious in the shadow area. These artifacts can be reducedh®y increasing
the number of bins or by using larger area lights.

Figure4.8 shows a monster on a ground plane with direct, one-bounge ind
rect, and two-bounce indirect lighting. Three levels okdtional discretization
are compared. One-bounce lighting is sufficient for a pteasesult. A coarse
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(a) One Bounce, 6x12x12, 7.53FPS (b) One Bounce, 6x12x12, 7.53FPS

Figure 4.5: Flying dragon (deformable model, 2670 vertices

directional discretization produces slight artifacts, the speed gains are consid-
erable. Tablet.1details the time spent on the different steps of our algoritbr
this particular scene. The initial creation of the geonadtierarchy takes about
72ms but is only done once in a preprocess.

Figure4.10compares a reference image (a) computed with path traciogrto
method (b). The differences are minor. However, our metboders with several
frames per second. We also demonstrate that there is Wriualdifference be-
tween our hierarchical (b) and a brute-force non-hieraaihiersion (c). Coarsely
tessellated objects can cause light leakage, see (d) wieetedpot only has 792
vertices (992 triangles).

Our GPU implementation also supports glossy direct illuation, which we
demonstrate in Figuré.11 In order to maintain interactive frame rates, we limit
indirect illumination to diffuse interreflections in our GAMplementation (even
though the proposed method itself can handle glossy irikect®ns). Our results
compare favorably to the reference solution (FigwEla).

We have found that our algorithm has roughly a complexityD0N logN),
with N being the number of vertices, which is similar to other hieh&al radios-
ity methods.

4.4.1 Discussion

Despite the high-frame rate and the faithful reproductibglobal illumination
effects as documented by the ground truth comparisons rtip@ped approxima-
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(a) Direct Lighting, 6x12x12, 3.86FPS (b) One bounce, 6x12x12, 4.06 FPS

Figure 4.6: Shadow and indirect lighting effects between glects (with (a)
5165 vertices and (b) 4782 vertices).

| Discretization | 6x8x8 | 6x12x12 | 6x16x16 |

Update Elements 12ms (6%) | 12ms (8%) | 12ms (11%)
Create Hierarchy 23ms (21%)| 43ms (29%)| 78ms (38%)
Refine & Push | 30ms (29%)| 35ms (24%)| 60ms (30%)

[llumination 35ms (35%)| 40ms (28%)| 48ms (24%)

] Total | 112ms | 148ms | 218ms |

Table 4.1: Timings for the monster (3378 vertices, 1-bouncdumination, see
Fig. 4.9).

tions and discretization may lead to visual artifacts. Ifyoa coarse cube-map
discretization of the directional hemisphere is used, lbolrtifacts may be visible
in the light simulation (e.qg., Figuré.7 and4.8). However, using &12x 12 bins,
we achieve a good compromise between speed and visualyqualit

Additional inaccuracies may occur due to the uneven digiob of solid an-
gles across bins. Furthermore, although the fixed world¢esphgnment of the bin
cube-maps across all geometric hierarchy levels enaldésdaputation, differ-
ences in directional sampling for different surface elenmientations may lead
to inaccuracies and temporal aliasing when objects unddgfgymations (see ac-
companying video).

Moreover, rendering quality depends on the initial tridagjan of the models
as we base our lighting simulation on the models’ verticeark8/ uneven trian-
gulation may therefore require re-meshing to preventaats. If a model is not
tessellated finely enough, light leakage might occur, agwerty bin can be filled
with a link for accurate occlusions. However, fok &86x 16 or fewer bins and
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(a) One Bounce, Path Tracing (b) One Bounce, 6x16x16, 5.12FPS

Figure 4.7: Discretization artifacts may become visible uder area lighting.
However, increasing the number of bins reduces artifacts.

models of about 5000 vertices, we have rarely encountered it

Currently, we also trade rendering performance for accuaacyprecompute
the geometric hierarchy once, ignoring the fact that an tdian of the hierarchy
according to the deformation may be beneficial.

Despite these trade-offs and approximations, which aressary to obtain
high performance, the good visual quality of our resultsashtihat interactive full
global illumination on a single PC is feasible.

4.5 Summary

We presented a new global illumination method that buildsand extends the
traditional hierarchical radiosity approach by impligidlomputing visibility. This
new concept circumvents time-consuming explicit vistpitjueries, the main per-
formance bottleneck in traditional approaches. Our metilmvs for rendering
of full global illumination solutions for moderately congx and arbitrarily de-
forming dynamic scenes at near-real-time frame rates onggesPC. It faithfully
reproduces a variety of complex lighting effects includitiifuse and glossy inter-
reflections, and handles scenes featuring environment ndhpraa light sources.

As part of future work, we plan to investigate explicit termgocoherence
strategies to further improve animation quality. Decouplihe tessellation of the
mesh from shading computation is another interesting lfmesearch.
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(d) Direct Lighting, 6x12x12, 8.31FPS (e) One Bounce, 6x12x12, 6.70FPS () Two Bounces, 6x12x12, 5.93FPS

[ ———
—~———————

(g) Direct Lighting, 6x8x8, 12.4FPS (h) One Bounce, 6x8x8, 8.93FPS (i) Two Bounces, 6x8x8, 7.91FPS

Figure 4.8: A monster rendered under environmental lighting with direct
illumination, one-bounce, and two-bounce indirect illumnation and varying
discretizations (3378 vertices).

(a) One Bounce, Path tracing (b) One Bounce, 6x16x16, 4.42FPS (c) One Bounce, 6x12x12, 6.23FPS (d) One Bounce, 6x8x8, 7.89FPS

Figure 4.9: Frog with one-bounce indirect lighting and varying bin discretiza-
tion (3495 vertices).
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(a) One Bounce, Path Tracing (b) One Bounce, 6x16x16, 4.83FPS (c) One Bounce, Non-hierarchy, 6x16x16, 8.5s (d) One Bounce, 6x16x16, Coarse Mesh

Figure 4.10: Environment lighting: (a) Ground truth using path tracing. (b)
Non-hierarchical CPU implementation of our method. (c) GPUversion of
our algorithm. (d) Light leaking if mesh tessellation is too ®arse (teapot:
(a)-(c) 2582 vertices, (d) 792 vertices).

(a) One bounce, Path tracing (b) One Bounce, 6x16x16, 6.23FPS (c) One Bounce, 6x12x12, 8.06FPS (d) One Bounce, 6x8x8, 10.9FPS

Figure 4.11: Glossy sphere (2278 vertices).
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their Applications






Chapter 5

Real-time All-frequency Shadows In
Dynamic Scenes

5.1 Introduction

Real-time, photo-realistic rendering of computer-geregtacenes requires a high
computational effort. One of the main bottlenecks is vigipdetermination be-
tween light sources and receiving surfaces, especiallgiucmmplex lighting such
as area light sources or environment maps.

Recent methods for rendering soft shadows from area liglgsatg in real-
time, but either tend to be too intricate and expensive fodeging multiple light
sources GuennebaudQ&suennebaudQBchwarz0F, or break down for detailed
geometry Assarsson(3 Furthermore, these methods usually do not support envi-
ronment map lighting. Other algorithms based on precontiputf§Sloan02 are
good at reproducing shadows from environment maps in stagaes, but have
difficulties with fully dynamic objects, despite recent gress Ren0§.

The goal of our works in this chapter is to enable real-timkefraquency
shadows in completely dynamic scenes and to support afgaslgirces as well
as environment lighting. The key contribution is a very fasthod for render-
ing plausible soft shadows which is so-calleahvolution soft shadow mapping
(CSSM). CSSM requires only a constant-time memory lookupgetheenabling
us to render soft shadows at hundreds of frames per secoral dorgle area
source. Environment-lit scenes can be rendered from actiolie of approxi-
mating area light sources. Even though shadows are onlyzippaite, the results
are virtually indistinguishable from reference rendesingut are produced at real-
time frame rates.
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5.2 Plausible Soft Shadows Using Convolution

Rendering soft shadows for area light sources is challen@hig goal is to render
several area light sources in real-time without having wiiee visual quality.

We argue that computing penumbrae at full physical accusacyractable in this
case. Instead, reducing shadow accuracy slightly enablesachieve very high
frame rates while keeping the visual error at a minimum.

We build on convolution-based methods which simulate pdam by fil-
tering shadows depending on the configuration of blockereiver, and light
source Boler98 FernandoO5h These methods are approximate in general, but
produce an exact solution if the light source, blocker, awtiver are planar and
parallel [Soler98. Fortunately, deviating from this geometric configuratistill
produces plausible results.

The advantage of computing shadows using convolution isfokb it
is compatible with image-based representations, in pdaticshadow map-
ping [Williams78 and thus scales well to scenes with a high polygon count.
Second, convolutions can be computed efficiently using tbariér trans-
form [Soler98, or even in constant time if the shadows have been prefilteseng
mipmaps or summed area tablésiritzen0T.

However, applying convolution to shadow maps in order talpoe soft shad-
owing is not trivial. The size of the convolution kernel nedd be estimated
based on the blocker distancedler9g, but when multiple blockers at different
depths are involved there is no single correct blocker desta To get a reason-
able approximation of blocker depth, we adopt the soft saftamework of
percentage closer soft shadof®CSS) and firstly compute the average depth of
the blockers over the support of the filter. This frameworkswatroduced by
Fernando [FernandoO5pand we have already introduced it in details in the Sec-
tion. 2.4.20f Chapter2. Unfortunately, estimating this average blocker depth is
expensive since it (seemingly) requires averaging deptm the shadow map
in a brute force fashion. The strength of our technique is ithallows for both
efficient filtering of the shadows as well as efficient compataof the average
blocker depth. Both of these operations can be expressedh@tiame mathe-
matical framework, and will be described in SectiérR.1

The main visual consequence of the average blocker deptioxipyation is
that the penumbra width may not be estimated exactly (itrisecofor the parallel-
planar configuration described above though). We show kisitapproximation
does not produce offensive artifacts, and even closelycxppates the ground
truth solution. Figureb.1 presents an overview of our soft shadow method and
will be detailed in the following section.
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(a) Intersection with SM

Y
>

I

(c) Move SM to average z (d) Filter shadow test

Figure 5.1: An overview of the CSSM method. First, an initial filter size
is determined according to the cone defined by the intersecn of the area
light source, the shadow map plane, and the current receivepoint (a). This
filter size (green) is used to fetch thes,g value from the prefiltered average
z-textures. We then virtually place the shadow map plane athe z,,g and
determine the final filter width (red) for soft shadow computation as shown
in (c). In the last step, the incoming visibility value is loked up from the
CSM texture (d).
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5.2.1 Convolution Soft Shadows

As indicated above, soft shadows can be rendered efficigmtiygh shadow map
filtering and we therefore build on Convolution Shadow MapsNIEFAnnen07.
As will be shown, CSM can be extended to also compute the awdrbugker
depth, which is required to estimate penumbra widths. We i@soduce ex-
tensions that allow us to safely reduce the approximatiakeroto further push
rendering performance.
Review In order to keep the discussion self-contained, we briefhiere CSM.
Letx € R3 be the world-space position of a screen-space pixel andihegpe R?
represents the corresponding 2D position of a shadow mah dike shadow map
itself encodes the functior(p), which represents the depth of the blocker that is
closest to the light source for eaphandd(x) is the distance from to the light
source.

We define the shadow functia), which encodes the shadow test, as:

1 ifd(x) <z(p)

0 ifd(x) > z(p). 1)

If the functionf () is expanded into a separable series:

f(d(x),2(p)) = _ia(d(x»a(z(p)), 5.2)
we can spatially convolve the result of the shadow test tjinqurefiltering:
st(x) = [wxf(d(x),2)](p)

N
_Zlai(d(X)) [wxBi](p), (5.3)

Q

where the basis imagds; are prefiltered with the kernel, which in prac-
tice is achieved through mipmapping edglip) or computing summed area ta-
bles [Crow84. At run-time, one only needs to weight the prefiltered basisges
by a;(d(x)) and sum them up.

5.2.2 Estimating Average Blocker Depth

The above prefiltering of the shadow test results allows appdy convolutions to
soften shadow boundaries. However, for real soft shadosvsitie of the convolu-
tion kernel needs to vary based on the geometric relatiofookbrs and receivers
[Soler98. We follow Fernando fFernandoO5pand use the average depth value
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Zavg Of all blockers that ar@bovethe current poinik to adjust the size of the
kernel.

Estimating the average blocker depth appears to be a veensie operation.
The obvious solution of sampling a large number of shadow texgls in order
to compute the average depth valdg, is very costly, and achieving good frame
rates for large convolution kernels is not only difficukgrnando05pbut also
counterproductive for constant time filtering metho@®onnelly06h Annen07
LauritzenOT.

The key insight into making this step efficient is that thikestve averaging
can be expressed as a convolution and can therefore be edneliciently. To
see this, let us first compute a simple local average of thezeg in the shadow
map:

Zavg(X) = [Wavg* Z} (p)- (5.4)

Here waygis a (normalized) averaging kernel. However, we only waaiver-
age values that are smaller thdx). Let us therefore define a “complementary”

shadow test:
= 1 ifd(x)>z
d(0, 2p)) = { & 100> 2P) 55)
0 ifd(x)<z(p),
which returns 1 if the shadow map z-valgg) is smaller than the current depth

d(x), and 0 otherwise. We can now use this function to “select’ajhygropriatez
samples by weighting them:

[Wavg* [f_(d(x),z) X ZH (p)
[Wavg* f (d(x),2)](p)
The denominator normalizes the sum such that it remains erage and is

simply equal to the complementary filtered shadow lookup: st(x). For the

numerator we can approximate the product of the complemesit@dow test and
z using the same expansion as used in regular CSM:

Zavg(X) = (5.6)

N _
2)z= ;é(d(X))Bi (z(p))z(p)- (5.7)

Here, coefficients are coefficients an8; basis images fof. We can now
approximate the average as:

Zavg() ;a ) e [B@Z] D). G

1Sf

We will therefore compute new basis imag (z(p))z(p)] alongside the
regular CSM basis images. We refer to this new approach forpating the
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Figure 5.2: Fourier series expansion. (a) depicts the diffence between a 16-
and 4-term reconstruction. (b) CSM and CSM-Z are exactly oppaite to each
other. Ringing suppression is possible with appropriate saling and shifting
(c), followed by clamping the function to[0, 1] (d).

average blocker depth as CSM-Z. See the appendix for a fulladiem of the
convolution formula fozayg.

Initializing Average Depth Computation When we want to estimate or ap-
proximate the penumbra size for a given camera sample wetbade this by
finding the area over the shadow map over which we will perfth@z,,g compu-
tation. Afirstidea is to intersect the frustum formed by tamera samplg in 3D
and the virtual area light source geometry with the shadow phene (as depicted
in Figure5.1(a)). Unfortunately, there is no clear definition of suchang, as the
shadow map itself only represents a height field and doesawvet & certain plane
location. We have found the near plane to work well for all cesults. Please
check the corresponding detailed introductions in thei&ec.4.20f Chapter2.
However, an iterative procedure is possible where one jussescthe location after
an initial zayg has been found.

5.2.3 CSM Order Reduction

Annen et al. Annen07 propose to expand using a Fourier series. Unfortu-
nately, this series is prone to ringing artifacts and thedeh& at contact points
may appear too bright unless a high order approximationad as shown in Fig-
ure5.2(a). We propose two changes that allow us to reduce the agteficantly.
First, we notice that with appropriate scaling, shiftingdaubsequent clamping,
ringing can be avoided completely. Figire illustrates this. Scaling and shifting
f(d, z) such that ringing only occurs above 1 and below 0 is shown)invithen-
ever the functiorf (d, z) is reconstructed we clamp its resulff@1], avoiding any
visible artifacts (d).

A second problem with a low order series is that the slopeefélconstructed
shadow test is not very steep wh@h—z) ~ 0, as can be seen in FigubeXd),
and yields shadows that are too bright near contact pointsimple solution is



5.3 lllumination with Soft Shadows 79

to apply a non-linear transformati@y(v) = vP to the filtered shadow valug (x)
with p > 1. This tends to darken the shadows and thus hides lightigakip=1,
nothing changes. On the downside, darkening also removesthniransitions
from penumbra regions, so we want to only apply it where resmgs When
d(X) — Zavg(p) is small, we know thak is near a contact point where leaking will
likely occur. Fortunately, this is also where penumbraeughbe hard anyway.
We therefore compute an adaptive expongebased on this difference:

p=1+ Aexp —B (d(X)— Zavg(p)))- (5.9)

A controls the strength of the darkening, @determines the maximal distance
of zayg from the receiver point for which darkening is applied togue5.3 shows

this effect for a varying parametéx
7_ B=20.0
A g 7— B=5.0
Sharpening disabled

Figure 5.3: Aniillustration of the impact of sharpening parametersAandB. A
is fixed to 30.0, whereasB is set t05.0, 10.0, and 20.0 showing howB changes
the spatial extend of the sharpening.

5.3 lllumination with Soft Shadows

5.3.1 Rendering Prefiltered Soft Shadows

Generating soft shadows with our new algorithm is similaréadering anti-
aliased shadowsAhnen07. First, the scene is rasterized from the center of the
area light source and thevalues are written to the shadow map. Based on the
current depth map two sets of images are produced: the Faaries basis and
its complementary basis images multiplied by the shadow maghues.

After we have generated both data structures, we can rurrdffiigr process.
Note that when the convolution formula from Eq8is evaluated using a Fourier
series, it also requires prefiltering the shadow map dueetodhstant factor when
multiplying f() by z(p) (see appendix). In our implementation, we supportimage
pyramids (mipmaps) and summed-area-tables. Other linkenirfg operations
are applicable as well. When filtering is complete, we staaidsiy the scene
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Figure 5.4: Convolution soft shadows pipeline. Stage 1 reostructs a pre-
filtered zayg. The zaygis passed to the 2nd stage for normalization. Thereafter,
the final filter size is computed as described irb.1(c), and the visibility is
evaluated by a regular CSM reconstruction.

from the camera view and employ convolution soft shadowhifgh-performance
visibility queries. An overview of the different steps ivgn in Figureb.4.

For each camera pixel we first determine an initial filter kekémidth as pre-
viously shown in Figuré.1(a) to estimate the level of filtering necessary for the
pixel's 3D position and feed this to stages one and two. Stageeconstructs the
average blocker depth based on the prefiltered CSM-Z texame $he prefiltered
shadow map, which is then passed to the second stage for lcatioan. After
normalization, the final filter kernel widtk, is adjusted according to the spatial
relationship between the area light source and the curegeiwer. In particular,
the triangle equality tells us the filter widtHy, = % . % - Zy, WhereA is the
area light source widtld is the distance fromx to the light source, ang, is the
light's near plane. The filter widtH, is then mapped to the shadow map space
by dividing it by 2- z, - tan(f%y). A final lookup into the CSM textures yields the

approximate visibility we wish to compute for the currentgdi

All three stages together require only six RGBA and one depttute access
(for a reconstruction ordevl = 4).
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Figure 5.5: Fitting area lights to a cube map face. We first fit al x 1 area
light to the brightest pixel (a). In turn, we try to enlarge the area light at
each side until a stopping criteria is reached (b)-(e). We maove the energy
for this area light (but leave some amount to blend it with thearea around it)

(f), and continue with fitting more area lights (g)-(i), until we have area lights
covering the whole face.

5.3.2 Generation of Area Lights for Environment Maps

We propose the following greedy algorithm for decomposimgmvironment map
into a number of area light sources. We assume the enviranmemto be given
as a cube map and proceed by decomposing each cube map farselgp

The process works directly in the 2D domain of the cube mae. f&de first
find the pixel with the largest amount of energy and createetipinary 1x 1
area light for it. We then iterate over all four sides of theaalight and try to
enlarge each side by one pixel. The area light is enlargdakeifratio between
the amount of energiqeita that would be added to the light by enlarging it and
the amount of energ¥;qia that the enlarged area light would emit is larger than
a given threshold. We repeat this enlargement process until none of the four
sides can be enlarged, or the area light covers the complbternap face. After
the enlargement process has stopped, we remove the endlgy pbrtion of the
cube map face but leave a residual amount of energy to enati fits in later
iterations and create the final area light for it. The redidumount equals the
average amount of energy adjusted to the size of the areahéNecontinue with
fitting more area lights until we have covered the whole culag fiace. Figure
5.5 illustrates the process. Note that our method may produedapping area
lights. The parametdrdetermines the total number of light sources fitted to each
cube map face. Examples are shown in Bi.
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5 .

(d) t=0.015, 32 ALs (e) t=0.025, 45 ALs (f) t=0.035, 60 ALs

Figure 5.6: A close-up of the area light decomposition for tw different envi-
ronment maps. The threshold values t are given.

5.4 Limitations and Discussion

Failure Cases  Our technique shares the same failure cases as PCF-based soft
shadowing FernandoO5b We assume that all blockers have the same depth
within the convolution kernel (essentially flattening tecs), similar to Soler

and Sillion’s method $oler98. This assumption is more likely to be violated

for larger area lights. Nevertheless, shadows look quaktg similar to the ref-
erence rendering, as shown in see Fighwg The use of a single shadow map
results in incorrect shadows for certain geometries. Thablpm is commonly
referred to as "single silhouette artifacts”, which we ghaith many other tech-
niques Assarsson03Guennebaudqd6

Average Z Computation Computing the averagevalue as described is prone
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to inaccuracies due to the approximations introduced by @ZSivid CSM. These
possible inaccuracies may lead to visible artifacts dubealivision by 1- st (X).
Care must be taken to use the very same expansion for CSM-Z andrC&hier

to avoid such artifacts.

Ringing Suppression Our proposed ringing suppression using scaling and
shifting followed by clamping does indeed reduce ringing anproves shadow
darkness near contact points, but also sharpens shadgityséis can be seen in
Figure5.9. However, this process is necessary to keep frame ratesbiigallows
the use of fewer terms in the expansion and the differeneebarely noticeable.
See the comparisons in the results section, all of whichearéared using ringing
suppression.

Mipmaps vs. Summed Area Tables The quality that our method can achieve
depends on the prefiltering process. Mipmaps are compuogdiyoinexpensive,
but their quality is inferior compared to SATs as they readuce aliasing again
at higher mipmap levels. However, SATs require more stodageto the need to
use floating point texturedHensley0% especially when using many area lights.
In the case of multiple area lights, as used for environmeayping, artifacts are
masked and mipmapping is a viable option. Figbu&compares both solutions.
Textured Light Sources Our method cannot handle textured light sources di-
rectly as the prefiltering step cannot be extended to inctegtires. Instead,
we decompose complex luminaires such as environment mapsrniform area
lights.

Rectangular Area Lights Rectangular lights are supported, which is especially
easy when using SATs. They can also be used in conjunctidnmaigmapping if
the GPU supports anisotropic filtering. The aspect ratib@frea lights is limited
by the maximum anisotropy the GPU allows. The increased afoahisotropic
filtering might warrant the use of several square area ligigtead. The fitting
process described in the last section can be modified to farecarea lights in-
stead of rectangular ones. In fact, this is what we have useoli results.

BRDFs We do not support integrating the BRDF across the light sourogadh,
similar to most other fast soft shadowing techniques. Hanewor environment
map rendering we do evaluate the BRDF in the direction of theecefeach area
light and weight the contribution accordingly.

5.5 Results

In this section we report on the quality and performance of mathod. Our
technique was implemented in DirectX 10 and all results wemneered on a Dual-
Core AMD Opteron with 2.2GHz using an NVIDIA GeForce 8800 GTigjghics
card. Our performance timings are listed in Tabl&
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# Area Lights

SMType |1 \ 10 \ 20 \ 40
MM: 128 | 258 fps 48 fps 28 fps 18 fps
MM: 2562 | 228 fps 44 fps 25 fps 15 fps
MM: 5122 | 189 fps 38 fps 20 fps 13 fps
MM: 1K? | 110 fps 24 fps 5 fps -

SAT: 128 | 128 fps 15 fps 8.8 fps -
SAT: 256 | 110 fps 13 fps 7.5 fps -
SAT: 512 | 89 fps 11 fps 6.0 fps -

SAT: 1K? | 52 fps 3 fps 1.5 fps -

Table 5.1: Frame rates for the Buddha scene with 70k faces froRigure 5.10
rendered using reconstruction orderM = 4. For many lights and high resolu-
tion shadow maps, our method may require more than the availble texture
memory (reported as missing entries).

The first result shown in Figurg.7 compares the shadow quality of several
different algorithms to a reference rendering. We analyzedituations in partic-
ular, large penumbrae and close-contact shadows (seeuwghs¥e Shadows ren-
dered with our new technique are very close to the referdritteask soft shad-
ows perform slightly better at contact shadows and backptigin methods tend
to overdarken shadows when the depth complexity incresdBesentage closer
soft shadows produce banding artifacts in larger penundgioms due to an in-
sufficient number of samples.

The overall performance of our technique and its image tyuddéipend on the
choice of prefiltering, the number of area lights, and theviddal light's shadow
map size. The next results illustrate the impact of theswishaal factors.

We begin with a side-by-side comparison between mipmap-S#idbased
soft shadows in Figur®.8. Mipmaps produce less accurate results compared
to summed-area-tables for rendering single lights dueissiag artifacts. For
complex lighting environments, however, shadows from miggiyt sources are
averaged, which makes mipmapping artifacts less notied#d.5.10and5.17).

Figure5.9illustrates the influence of the reconstruction order arad®mning.
We render a foot bone model of high depth complexity and destnate the ef-
fect of the sharpening functio®(). While contact shadows (toe close-up) are
darkened and slightly sharper than the results renderddMvit 16, their larger
penumbra areas are not influenced, which maintains thelbsefsshadow qual-
ity.

Figure5.10shows the influence of the number of light sources used for ap-
proximating the environment map. Below the renderings wevshe fitted area
light sources and a difference plot. Rendering with 30 lighktg. 5.10d)) already
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H H
(a) Ground Truth (Ray-Tracedp) Our Method — SAT 4 Term&) Our Method — SAT 16
(60 fps) Terms (23 fps)

ﬁﬁ
(d) Percentage Closer Soft(e) Backprojection (41 fps) (f) Bitmask Soft Shadows (19
Shadows (18 fps) fps)

Figure 5.7: Shadow quality comparison of several methods (8 was set to
512x 512 scene consists of 212K faces): ray-tracing (a), our methods-
ing SATs — 4 terms (b) and 16 terms (c), percentage closer sofhadows

[Fernando05H (d), backprojection [Guennebaud06 (e), and bitmask soft
shadows Bchwarz07 (f).

looks quite similar to the reference but some differencesaticeable. With 45
area lights, the differences to the reference are significaeduced and the re-
sult is visually almost indistinguishable. This examplastrates that mipmap-
ping produces adequate results, while offering a more thasetold speedup
compared to summed-area tables (see Figuid). The reference images in
Figure 5.10 and 5.11 have been generated with 1000 environment map sam-
ples [OstromoukhovOjusing ray tracing. Figur&.11also compares brute force
GPU-based shadow rendering with 500 samples, which achaeweuch slower
frame rate compared to our method.

Concerning memory consumption, mipmaps (SATs) With= 4 require two
8bit (32bit) RGBA textures for storing the CSM and two 16bit {8 RGBA
textures for storing the CSM-Z basis values.
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SAT Mipmap

Figure 5.8: The difference in filter quality when using a summel-area-table
(left) and a mipmap (right). Successive down sampling with & x 2 box-filter
introduces aliasing at higher mipmap levels.

5.6 Summary

We have presented an efficient soft shadow algorithm thdilesaendering of
all-frequency shadows in real-time. It is based on conwhjtwhich does not re-
quire explicit multiple samples and can therefore be cdroat in constant time.
It is fast enough to render many area light sources simudiasig. We have shown
that environment map lighting for dynamic objects can betiporated by decom-
posing the lighting into a collection of area lights, whiale #hen rendered using
our fast soft shadowing technique. The efficiency of our algm is in part due
to some sacrifices in terms of accuracy. However, our newssaftiow method
achieves plausible results, even though they are not Brpingsically correct. As
future work, we intend to explore the use of area lights falirect illumination,
which could be an important step toward interactive glothairiination for fully
dynamic scenes.

Appendix

Our zayg computation uses the Fourier seriésfien07 to approximatef () and yields the
following:

800,20 = 5 +23 2 sinfad) - )] (510

=
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M=4 sharpening on

M=4 sharpening on

M=16

M=4 sharpening off

Figure 5.9: Influence of reconstruction orderM and sharpening. The close-
ups show that shadow darkening is restricted to contact poits whereas larger
penumbra areas remain unaffected and smooth.

with ¢y = 1(2k— 1). Then the convolution from Eq. 8 becomes:

1 1 M2
~ R [Wayg* (E +k;c—ksm[ck(d(x) — z)]) z|(p)

1 2 M
~ m [Wavg>l< g + o kZlSIn(de(X)) (Wavg* ZCOS(CkZ)) _

Zavg(X)

M
Czk 2. €08(6d()) (Waugz8in(e2)) | (p). (5.11)

This means there is an additional basis image contairjidgalues (basically correspond-
ing to a shadow map, see Figw&l), which needs to be filtered.
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(a) RT SMs (b) 60 ALs,t = 0.035 (9.8 fps)

60 Area Lights
Differences

RNL Envmap

45 Area Lights
Differences
Differences

(c) 45 ALs,t = 0.025 (14.1 fps) (d) 30 ALs,t = 0.015 (18.4 fps)
Figure 5.10: Comparison between ray-tracing 1000 point ligts (a), our tech-
nique with mipmaps using 60 (b), 45 (c), and 30 (d) area lightaurces. Each
image shows the environment map with the the fitted light soures in green.
SM resolution was set ta256 x 256,
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(b) SAT 30 ALs, 7.5 fps

(c) Mipmap 30 ALs, 25.4 fps (d) GPU SMs, 1.4 fps

Figure 5.11: In this figure we compare our rendering results vith 30 ALs
(St.Peters Basilica EM) against ray-tracing 1000 point lightsand standard
GPU-based shadow mapping. (a) ray-tracing, (b) our technige with SATs
(c), our technique with mipmaps, and (d) GPU-based shadow npging which
achieves similar quality (500 shadow maps). SM resolution &s set t0256 x
256.
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Chapter 6

Real-time Indirect lllumination with
Clustered Visibility

6.1 Introduction

Realizing that visibility is often the bottleneck in the Gl theds, fast visibility
determination of the indirect illumination has raised adagsble interests. Instant
Radiosity Keller97] is one option to speed up visibility without imposing many
restrictions on the scene. Here, indirect light is apprated with a number of
virtual point lights (VPLs). Visibility between these VPLs and the rest of the
scene can be efficiently computed using shadow maps andt igregahics hard-
ware (GPUs). However, currently it is not feasible to geteeshhadow maps for
every VPL as required by non-trivial scenes (e.g. in a coenpgame) at real-time
frame-rates. We propose a solution to tackle this problenmtsgducingvirtual
area lights(VALS). Instead of using a traditional VPL-based instartiosity al-
gorithm, we cluster the VPLs into a small number of VALs. Yisity between
these few VALs and the scene is computed with a very fast safi@ving tech-
nique instead of using hard shadows for a large number of VPLs

Our contributions in this chapter include:

e A temporally coherent GPU-based method to cluster a largebeu of
VPLs into a small number of VALs.

e A fast method to render soft shadows from VALS.

e A method to combine illumination from VPLs and visibilityoim VALSs that
allows one-bounce global illumination for moderately cdexpand fully
dynamic scenes at interactive to real-time frame rates.
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This chapter is organized as follows: we describe our agbroaSectiort.2
The Instant Radiosity method and its extension to clusteisdilty is described
in Section6.3. Details about the clustering algorithm are given in Sec6ad,
followed by our GPU implementation in Sectié@4. We show our results in
Section6.6 before we conclude in Secti¢h6.

6.2 Overview

Our goal is to efficiently compute illumination from a largember of vir-
tual points lights (VPLs). Such VPLs are used to simulatebglallumina-
tion [Keller97 and can be efficiently generated using reflective shadowsmap
[Dachsbacherd5 To compute visibility for every VPL, shadow mapping
[Williams7§ is popular but has two limitations: the entire scene geoyneas
to be processed (transformed, clipped, etc.) for every ViltLthe total number
of depth map pixels is limited. In recent work, visibility siéherefore ignored
[DachsbacherQ®achsbacher(QpapproximatedRitschel08hor sped up by ex-
ploiting temporal coherencé@ine07.

To enable real-time global illumination, we proposeafgproximate visibility
by clusteringthe VPLs. Although this significantly reduces the numberesf r
quired shadow maps, simply drawing a hard shadow for easerlwould result
in banding artifacts in penumbra regions. We therefore@kptcent advantages
in the computation of real-time soft shadows, i.e. each g@iuvPLs is treated
as one VAL which produces a soft shadow. For the final rendesre still use
all VPLs to illuminate the receiver point, however, visityilis computed from a
few VALs only. Fig.6.1shows an overview of our algorithm. Note that we use
the VPLs only for indirect illumination in this work. Otheppsible uses of VPLSs,
such as for environment map lighting, are not consideree.her

6.3 Instant Radiosity with Clustered Visibility

To compute the global illumination at a potinstant radiosity approximates the
reflected radianck(x, wy) in directionaw, with a set ofN VPLs, each carrying a

radiant fluxd; as
N

L(Xv wO) = Zl Li (Xa %)V(phx);

where
% cog 6) cog 6y)
d?(x)

Li(X, o) = fr(X, w1, o)
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VPL Generation VAL Clustering Soft Shadow Maps Rendering

Figure 6.1: Overview of our algorithm: First, a set of N VPLs is generated
to represent the indirect light. In the second step, VALs are gnerated by
grouping the VPLs into M clusters. Next, one (soft) shadow map is rendered
for each VAL. The final step is the rendering: The receiver point xis illumi-
nated by all VPLs. Instead of computing a visibility value foreach VPL, only
M (fractional) visibility values are computed and shared wihin each clus-
ter. To avoid banding, each cluster generates a soft shadogo the penumbra
region is composed of soft shadows.

di(x) is the distance between VRland receiverg and6y are the angles between
VPL i and receiver normal and the transmission directiors the binary visibility
term betweerx and the VPL positiomp;. fi(X,w, ) is the BRDF at positiorx
from directioncy to VPL i in direction w. %‘ is the radiant intensity of VPL,
assuming a Lambertian sender.

Next, the general visibility’ (which is more suitable for raytracingjald03)
is replaced with visibilityV; from VPLs only (which is more suitable for GPUs
using shadow maps):

N _
L(X,ap0) = Zl Li (X, ao)Vi (X).

To accelerate the visibility computation we group tieV/PLs into a much
lower number ofM clusters (VALs) and compute the (now fractional) visilyilit
only for individual VALS:

N
L(X, o) =~ Z Li (X, @o)Vz iy (X).

Here we use a mapping functiéfi: [1...N] — [1...M] which maps the VPL
i to the corresponding virtual area light(i). Details on the creation of are
found in Section6.4. Instead of computing the visibility;(x) between VPLi
andx, an approximatior‘v?cg(i)(x) between the VALZ (i) andx is used. This clus-
tering of visibility is based on the insight that indiredtiit typically contains few
high frequencies and estimates can be used without muclepesd difference



94

Chapter 6: Real-time Indirect Illumination with Cluster ed Visibility

[RitschelO8h. Please note that each receiver point is still illumindtedn all N
VPLs, only the number of visibility computations is reducedV.

6.3.1 Convolution Soft Shadow Maps

To approximate the visibility of one of thd virtual area lights, any soft shadow
algorithm can be used (seéldsenfratzO3afor a recent survey). Due to its
high rendering speed, we selected @onvolution soft shadows mgESSM)
[Annen08a&for efficient implementation. In Chaptées, both the theory and the
implementations of CSSM are introduced in details.

6.3.2 CSSM with parabolic projection

In Chapter.5, we demonstrate that environment map lighting can be dffigie
rendered by approximating the map with a number of areadight then using
CSSMs to render each of the area lights. We generalize thieagip todynamic
local area lights for indirect illumination. Given thd clusters ofN VPLs, we
place an area light at each cluster center.

Since a diffuse surface reflects towards the whole upperdprare, both the
perspective and the orthographic projection are not safftdo compute visibility
of an area light representing a cluster of VPLs. Instead,seeashadow map with
a parabolic projection, where the sender is oriented around the suriacmal
[BrabecO2 Parabolic convolution soft shadow maps can be realizddlksvs.
First, an initial filter size is estimated from the solid amglf the current sender
VAL. While a VPL does not define an area, a VAL allows for such enpatation.
Then, the averagevaluez,,g is determined in the same way as for a perspective
CSSM. The penumbra sizeis then estimated from,g as shown in Fig6.2

p-cosB) = (d —Zavg%w,

whered is the distance between sender midpoint and receiver poinis the size

of the sender an@ is the slope of the receiver surface, viewed from the sender
midpoint. Given the penumbra size, the size of the filter &imthe shadow map

is adjusted to the angle of the penumbra, viewed from the center of the area

light:
a= arctar(%iﬁ)).

Since texture coordinates range from 0 to 1, the size of ttex &kkrnelw can be
estimated ag/n, the fraction betweew and the semi-circler. Fig. 6.3 shows
examples of different soft shadows computed with this aggino
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Figure 6.2: Determining the filter size for a paraboloid map.
Discussion

Since parabolic maps use a non-linear projection, it is noect to approximate
the projection of the sender with a squared filter regionciin effectively what
CSSMs do. We found the resulting visible error to be smallneiee difficult
cases as shown in Fi§.4. For indirect illumination these errors are acceptable,
since many indirect shadows overlap, hiding these arsifacinost cases.

6.4 Clustering

To accelerate the visibility computation for indirect ithination, we group VPLs
with similar normals and similar positions into cluster&\(\8), i.e., we compute
the mappings’. We use a variant of themeans clusteringdarrO3 because it is
fast and yields good results. After clustering, the positiad normal of each VAL
are computed by averaging the positions and normals of thiaiced VPLs. For
rendering soft shadows, we additionally compute the areadoh VAL (details
are described in Sectio8.4).

6.4.1 Clustering criterion

Clustering a set of points witkkmeans consists of two steps. In a first step, start-

ing from arbitrary cluster centers, each point is assigethé cluster with the
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Figure 6.3: Soft shadows generated with the parabolic CSSM gthod, ren-
dered with more than 200 fps. The left image shows a small areaght, a
larger emitter is used in the right image.

minimum distance to its center . In a second step, each closteer is recom-
puted as the average of all point positions assigned to lils$sr. These two steps
are repeated until convergence.

In our case VPLs must be assigned to VAL clusters. For grau@iaLs into
appropriate clustergositionandnormalof the VPL are taken into account. The
distanced between a VPL and a cluster center is therefore computed as:

d = W AX+weAQ.

whereAx is the euclidean distance between a VPL and the clusterrcamte
Aa is the angle between the VPL normal and the cluster normah EEam gets a
user-defined weighty, andwy . In this way, we create clusters which group nearby
VPLs with similar normals. Fig6.5 shows how the different weights affect the
clustering. In our examples we use the weights= 0.7, wy = 0.3.

Including the normals in clustering is important becauseéaats in the VAL
plane can appear for clusters with different normals. Stheeillumination is
computed from all VPLs inside the cluster, the illuminatimay be non-zero at
90 degrees from the cluster normal (see Big). Because there is no visibility
information in the negative halfspace of the VAL, full vidity must be assumed
here. If there is a blocker crossing the VAL halfspace, aathsaouity appears,
because the blocker is ignored in the negative halfspadesofAL.

Moreover, the cluster center can be locatesidethe geometry (see Fi§.6).

To avoid completely occluded VALs, geometry located neardluster center has
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Curving

inging

Contact

Figure 6.4: Parabolic CSSM limitations: For very large sencers, ringing
artifacts can appear (left). Penumbra regions are curved wkn viewed from
a grazing angle of a large sender (right). We also inherit prblems at contact
shadows (left) and MIP discretization (right) from CSMs. Sine the indirect
illumination consists of many soft shadows, these artifastare hidden.

to be ignored, which can result in the loss of some existiragletvs. Due to all
these problems, groups of VPLs wgimilar normalsshould be preferred which
is achieved by giving them a high weight in the clustering.

6.4.2 Temporal coherence

To avoid flickering, the clustering between two successiames should be sim-
ilar. To achieve this, a simple strategy would be to use theteting from the
previousframe as a starting value for tlkemeans clustering of theurrentframe.
In most cases, there are only small changes in light and gegmnse most VPL
positions are similar and this quickly converges to a teralbypcoherent solution.
However, we observed that clusters can be lost, becausectrder position
is in a bad location and all VPLs are assigned to a differargtel center. Figs.7
(left) shows such a case, here a spot light moves from the tevdhe ceiling:
Because normals are taken into account, all VPLs on the gedimd to be grouped
into only a few clusters on the ceiling. Several other clustaters are still located
on the wall. Due to the different normals, the distance of\@RY. to these centers
is bigger than the distance to one of the few clusters on thi@ge This means
that several clusters remampty When moving the light source, more and more
cluster centers stay at an old position, without any VPLgrs=il to it, and the
total number of used clusters decreases over time. If the higpves back to and
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No normal clustering
o °

Figure 6.5: Usingk-means clustering simply based on the euclidean distance
between the points results in clusters with varying VPL nornals, often lo-
cated at edges (left). When including the angle between theormals in the
distance function, planar groups of VPLs can be formed (righ}.

old position, an empty cluster might be reactivated, otleat will never be used
again.

To overcome this problem, we do not reuse the clusters frerfast frame, but
restartk-means from amdentical, initial cluster assignmerait each frame. Since
our VPLs are generated from a sequence of Quasi-Monte-Garttom numbers
(see Sectiond.4), all VPLs are placed to similar positions in each frame iseca
of small movements of light source or geometry. This meaasithve use initial
clusters based on the the same VPLs every framekitmeans algorithm will
converge to a similar result, as shown in Fég7 (right). Although this increases
the total number ck-means iterations, the total rendering time is nearly @wuaéd
(see Section6.6). The accompanying video shows that our clustering styateg
leads to virtual area lights that smoothly float over the axef The clustering
always stays temporally coherent, even in case of animatates.

6.5 GPU-Based Rendering from Clustered
Visibility

We use a deferred shading renderer, in order to ensure thakffensive indirect
illumination is only computed once for every pixel. Georgas rendered into
screen-sized textures for storing position, normal, nigtend direct illumination,
which are then used during the computation of indirect illuation.
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Figure 6.6: Using VALs with varying VPL normals introduces two prob-
lems (in this example, three VPLs are grouped into one VAL clur): First,
the cluster center is located inside the geometry, so nearblyeometry must
be ignored to avoid incorrect self-shadowing. When introdging such a bias,
real occluders like the teapot may be clipped away and the sliw at point
Xy disappears. Secondly, discontinuities in the shadow can ppar because
the illumination is computed from all VPLs: In the example, point X, is in
the positive half-space of the blue VPLs and the VAL shadow maporrectly
detects a shadow abov&,. But there is no occlusion information in the neg-
ative half-space of the VAL, so everything below, is assumed to be visible.
Consequently, the region belowks is incorrectly illuminated by the two blue
VPLs.

VPL Generation We render a reflective shadow map (RSM) from the light's
point of view [DachsbacherQ4a cube map is used for point lights and a single
texture for projective lights) and sample it using a lowedégpancy sampling pat-
tern (Halton sequence) to convert it iMbVPLs (Section6.3). To this end the
RSM is fetched alN Halton-distributed locations using point sampling and the
resulting position, normal and color is stored into thikegexel output textures.

Clustering  Cluster information is stored in fouv-texel textures for position,
normal, irradiance and a count of how many VPLs map to a alugter each
frame, information from the VPL at indexN/m is used as the initial guess for
VAL k (i.e., as clustek’s center). As mentioned earlier, this ensures temporal
coherence.

In everyk-means iteration, we use scatterir@cheuermannQand blending
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Re-use previous clusters Restart k-means

Figure 6.7: A spotlight is moving (arrow) from the wall (fram et, lower half)
to the ceiling (framet + N, upper half). Using k-means clustering with the
information from frame t, the number of clusters decreases when moving the
spot towards the ceiling, as shown on the left. Since normabre taken into
account, the distance of any VPL to such a center is too big, sl VPLs are
grouped into a few large clusters on the ceiling. To overcomthis problem,
k-means is restarted using the same initial VPL to cluster aggnments each
frame. As shown on the right, the number of clusters stays catant.

to update clusters. To this end, for each of h&PLs a point is drawn using the
VPL textures (position, normal, radiance) as input and tug VAL information
textures (position, normal, irradiance, count) as outpug vertex shader, every
such point traverses dlll clusters, computes the distance, finds the one with the
minimum distance and scatters its information to the pixsifon of that cluster.
We use additive blending and write 1s to the count texturéerAdvery iteration,

we draw another full-screen quad, that divides positiommab and radiance by
the count resulting in the proper average cluster inforomati

Note, that in this process, we do not store which VPL maps tichwWAL. We
create this mappin@’ in a final pass and store it ad\atexel texture of pointers
into the VAL texture. To this end, we loop over all VPLs, comptem to every
VAL and output the pointer to the VAL with minimal distance.

For soft shadow computation we need to know the area of eadh We
define it as the 2D bounding rectangle of the two-dimensipnajections,t of
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the VPL position onto the plane perpendicular to the avenagmal of the cluster
it maps to.

In summary, we compute avi-texel texture that stores cluster position, nor-
mal and area complemented by ldrtexel texture that stores the mapping from
each VPL to a VAL, i.e., representirdg.

Paraboloid CSSM  Instancing is used to draw the scene into a texture array of
depth maps with a single pass (the resolution of one pargbatap is set to
256 256). From this depth map texture array we generate an afreguier
basis textures (4 term, 8 bit) and Fourier basiextures (4 term, 16 bit half float)
(cf. Section6.3.7). Finally, a MIP map is built for both the basis and the basis-
texture array.

Indirect Lighting Indirect lighting is computed using interleaved sampling
[SegoviaOR We use blocks of & 8 = 64 pixels with 1024 VPLs that result
in 102464 = 16 VPLs per pixel. While we use VALSs for visibility, we still eghe
full number of VPLs for lighting. So when shading from VRPwe use the VAL
at index® (i) for visibility, looking up %" in the mapping texture.

We use a geometry aware blur to remove the remaining Monteo Qaike
without blurring over edges. As noted by Laine et &hihe07, usinga = 10%
of the scene’s extend arfti= 0.8 seems to work reasonably well for our results.

6.6 Results and discussion

In the following, we present results rendered at real-tiates with our technique
on a 3 GHz CPU with an NVIDIA GeForce 8800 GTX. All scene compuse
can be fully dynamic (geometry, materials, and lights), agprecomputation is
required.

Fig. 6.8 shows a global illumination solution computed with clustéwisibil-
ity. To illustrate our approach, we included some individaaft shadow images,
generated from selected VAL. To verify the correctness ofamproach, we suc-
cessively increase the number of VALs and compare our restlitthe ground
truth solution from instant radiosity and path tracing. Aswn in Fig.6.9, the re-
sulting images are similar, even if visibility is computedrh a very small number
of VALs.

The performance for our test scenes is summarized in7ThlThe rendering
time of each individual part of our algorithm is described’sl. 6.2 As shown
in Fig. 6.10 we can display global illumination in an animated game agden
at interactive fame-rates. Our approach allows for exthgrdgnamic geome-
try, such as the iso-surface in Fi§.11 Note, that all pre-computed visibility
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Indirect Direct + Indirect

Figure 6.8: Soft shadows generated for indirect illuminaton. In this scene a
spotlightilluminates the corner of the box, so most of the jht is indirect. The
images on the left show individual soft shadows from some saited VALS.
The complete clustering M = 30 VALS) is shown in the center image. The
full global illumination solution is shown on the right.

Scene Faces VPLs VALs fps

Cornell Box 18 1024 30 20.4
CornellHorse 17k 1024 30 19.7
Sponza 98k 1024 30 13.4
Metaballs 5k 1024 30 20.7

Table 6.1: Frame-rates (80800 pixels).

methods, and even imperfect shadow mBRsichelO8l, which are restricted to
area-preserving deformations, would fail for this scene.

We support soft and crisp indirect visibility at the samedjnas shown in
Fig.6.12

6.6.1 Discussion

While the use of VALs provides an efficient means to computéeat! illumi-
nation, there are some limitations. We currently use reflecthadow maps to
generate VPLsachsbacher(Qbrestricting us to point and spot lights. The effi-
ciency of the VALs hinges on using rather low-resolution CSSMhich in turn
means that we cannot resolve very thin indirect shadowsth&umore, we in-
herit other CSSM limitations, such as difficulties to resaleatact shadows (see
[Annen08d). Extending image space shadow bias remoRatisichel09b to soft
shadows is future work. If an insufficient number of VALs iseds individual
shadows from each VAL might be visible, as can be seen in&®. Using a
sufficient number of VALs prevents any artifacts. Our metladgb depends on
the geometric complexity of the scene, since the scene nedxsrendered once
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pAV/\ES '] 5 VALs '] 10 VALs
35.0 fps ' | 31.0fps ¥ | 28.5 fps

30 VALs '] 1024 VPLs PP | Path Tracing '] 4x Error
20.4 fps ¥ | 1.1 fps y

Figure 6.9: When increasing the number of VALSs, the indirect ilumination
converges to the correct result. The images show (in readingder) 2 to 30
VALs that are used for the indirect visibility. The next two images show an
IR solution with a hard shadow for each VPL and a path tracing slution.
The difference between our solution 1=30) and the standard IR solution is
shown on the bottom right. Note that already a very small numler of VALs
creates a convincing indirect illumination. An 8x8 G-Buffer was used to
reduce the number of VPLs per pixel.

for each VAL. However, it might be possible to reduce thisetegency with im-
perfect shadow mapRjtschel08k.

In contrast to normal instant radiosity, we are less prorterigporal aliasing,
since we can start the clustering process with a sufficiemtasur of VPLSs yielding
good VAL approximations. Furthermore, there is only oneangprameter: the
number of VALs, which makes our technique more applicable.

6.7 Summary

We demonstrated that indirect visibility can be approxiedawith a small number
of area lights in combination with a soft shadowing methode b the fast com-
putation time of the soft shadow algorithm we can displayraximated indirect
illumination at interactive to real time speed without kardjfferences in image
quality.

As future work, we will investigate if geometric simplifieahs can be in-
cluded on top of the visibility approximations, e.g. if a domation of imperfect
shadow mapsRitschel08lhand coherent soft shadows is possible. Furthermore,
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Step Time (ms) Percentage
Deferred rendering 0.4 0.8%
VPL generation 0.1 0.2%
VAL clustering 0.5 1.0%
CSSM 4.2 8.1%
Indirect illumination 35.0 69.0%
Geometry-aware blur 10.7 21.0%

Table 6.2: Performance breakdown forCornell Horse.

Figure 6.10: A complex dynamic scene (100 k faces) with mufiie animated
dragons in Sponza (14 fps). Note, how the light bouncing from the back wall
dominates (arrow). Please also see the supplemental video.

we would like to adapt the number of VAL clusters to the illunaiion complexity,
in order to keep the number of clusters at the minimum reduitenber for good
visual quality. The extension from one bounce to multiplarzes of light would
be an interesting avenue of further research as well as tesion of highly
glossy materials. Finally, the combination between néailitenination from an
environment map and indirect bounces of light should bestigated.
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Figure 6.11: Our method rendering global illumination (20.7 fps) for a scene
with dynamic topology (5.1 k faces).

Figure 6.12: A wide spot casting a soft shadow.
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Chapter 7

Variance Soft Shadow Maps

7.1 Introduction

Shadow rendering is a basic and important feature for mapjicapions. How-
ever, applications like video games require shadow rengea be very efficient
— ideally less than 10ms per fram&hadow mappin§Williams78 is a purely
image-based shadow method which scales well with scenelegityp Hence
it fulfills the strict requirement of game engines and hasobex the de facto
standard for shadow rendering in computer games. While tiginat shadow
mapping method only deals with hard shadows, a variantecp#ecentage closer
soft shadowPCSS) FernandoO5as sometimes used for rendering soft shadow.
PCSS achieves visually plausible quality and real-timegoerance for small light
source. Moreover, its implementation only incurs shadedifreation and is easy
to be integrated into existing rendering system. As intoedbin the Sectior2.4.2
of Chapter2, the PCSS method mainly contains two steps: (1) computingwthe
erage blocker depth, and (2) evaluating the final soft shaddvine algorithmic
pipeline of the PCSS method can be regarded as a general adtivelmapping
framework based on the planarity assumption.

7.1.1 Soft Shadowing with PCSS

Following the PCSS pipeline, several pre-filtering soft slvaenapping meth-
ods [Lauritzen07 Annen08& have been recently introducedConvolution soft
shadow magCSSM) in Chapters is built on pre-filterable shadow reconstruc-
tion functions using the Fourier basis. The reconstrucfigrctions with dif-
ferent number of basis terms are shown in FigarEb). It is easy to see that
the reconstruction curve of CSSM covers the whole rangédof z) values.
Such adouble-boundedgre-filtering function can be applied for both average
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blocker depth computation and soft shadow test, and fitswetflinto the PCSS
framework. Yet, large amounts of texture memory are reqguicestore Fourier
basis terms, making it less practical. Compared to CS8Miance Shadow
Maps (VSM) [Donnelly06& support pre-filtering based on a one-tailed version
of Chebyshev’s inequality and requires a much lower amourtexdtire mem-
ory. Unfortunately, there is no obvious way to correctly-pleer average blocker
depth values based on the VSM theory. Laliritzen07, the average blocker
depth evaluation step is therefore performed by bruteefpint sampling of the
depth map. The shadow reconstruction curve of VSM are showigure7.1(a).

1.2} ‘ ‘ ‘ — 1.2

CSM 16 terms
CSM 4 terms

0.8}

0.6

pmax

0.4}

ShadowFunc

0.2

-0.2r ) ) ‘ 4 -0.2 ‘ ‘ ‘
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
(d-z) (d-z)

(@) VSM Func (b) CSM Func

Figure 7.1: Comparison between different pre-filtering shaow functions.

The blue line represents the heaviside step function for thehsdow test. d

represents the depth value of current point andz represents the depth value
sampled from shadow map with a filter kernel.

It is easy to see that this curve only bounds one side of shadawparison func-
tion and is undefined whefd — z) < 0. Therefore, we call isingle-bounded
pre-filtering shadow function. Existing techniqu&ohnelly06& simply assume
the shadow value is equal to 1 in this case. When the averade dapezag
of a filter kernel is bigger than or equal to the depth valug the current point,
this point will be assumed to be fully lit. When handling haldigdow or when
the filter kernel is very small, this assumption is reasomalbwever, when han-
dling large kernel for soft shadow, this lit-assumption floe whole kernel can
introduce incorrect result (lit pixels instead of partyaihadowed). We refer to
this as the “non-planarity” problem fa@ingle-boundegbre-filtering shadow func-
tions [Salvi0g. Such incorrectly-lit artifacts are more serious when kieenel
size increases.
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7.1.2 Our Method

Motivated by aforementioned problemériance Soft Shadow Mafy¥SSM) is
introduced to enable real-time, high-quality soft shad@ndering with low-
memory cost. Our key contributions in this chapter are:

1. Derivation a novel formula for estimating average blaakepth, which is
based on VSM theory.

2. An efficient and practical filter kernel subdivision scleethat handles the
“non-planarity” lit problem forsingle-boundedvSM shadow functions.
The subdivision scheme can be either in uniform way or in adapvay
which is based on linear quad-tree traversal on the GPU. &dohde-and-
rule strategy succeeds in efficiently removing incorréct-I

7.2 QOverview

An overview of the VSSM algorithmic steps are given in Algbom 7.2 and we
refer to the line numbers asXk) in the text. First, we generate a normal shadow
map and two textures based on it (L2-L4): a summed-area (8BE) and a min-
max hierarchical shadow map (HSM). Then for each visibleaeg®intP, we do
the following: Firstly, the initial filter kernelv; (blocker search area) is computed
(L7) by intersecting the shadow map plane with the frusturméd byP and the
light source. We then sample the average depth valygin w; from the SAT
texture and the min-max depth rangewnfrom min-max HSM. Comparing the
depth valued of P with the min-max depth range, we can quickly find the fully-
lit and fully-blocked (littumbra) scene points and ignoneitn for following soft
shadow computation (L10). Then for the scene points thalefirand which are
potentially penumbra, our VSSM method checks whethas a “non-planarity”
kernel or not. The condition here is whetlagyy > d. If w; is not a “non-planarity”
kernel, the average blocker depth will be estimated diyacting a new formula
(L15), which will be introduced in section.3. If w; is a “non-planarity” kernel,
w; needs to be subdivided either uniformly or adaptively to pote the average
blocker depth (L12-L13). The kernel subdivision schemd & explained in
detail in sectior?.4. After getting the average blocker depth, the actual pemamb
kernelw, can be computed (L16). Note, the computation for kernel sizbis
step is similar to L7, and just the shadow map plane is suibstitby the average
blocker depth plane. Finally, the variance-based soft @vadlue of penumbra
kernelwp can be evaluated either directly or using the kernel subidimischeme.
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Algorithm 2 Overview of VSSM algorithm

1 Render scene from light center:

2 Render normal variance depth map

3 Generatsummed-area table (SAT)for the depth map.
4 Rendetthe min-max hierarchical shadow map (HSM)
5 for the depth map
6
7
8

Render scene from view point. For each visible p&int
Compute the initial kernel; (blocker search area)
Check ifP is lit or umbra using the HSM

9 if (Pislitor umbra)
10 return the shadow value accordingly
11 if (w; is “non-planarity” kernel)
12 Subdivide filter kernel

13 Estimate average blocker depth usirayel formula
14  else
15 Estimate average blocker depth usiyel formula

16  Compute penumbra kerngj based on average blocker depth
17 if (wpis “non-planarity” kernel)

18 Subdividefilter kernel and evaluate soft shadow value
19 else
20 Evaluate soft shadow value directly

21 Render the final image using the visibility factors

7.3 Variance Soft Shadow Mapping

In this section, we introduce the theory about how to effitye@stimate average
blocker depth for VSSM.

7.3.1 Review of Variance Shadow Maps

Variance shadow maps are based on the one-tailored vers©hebyshev’s in-
equality. Letx be a random variable drawn from a distribution with me¢aand
varianceo?, then fort > u:

P(x>1) < pmax(t) =

o2

02+ (t—p)2

Considering represents the current point’s dehandx represents the sampled
depthz from the shadow map, the quantiB(x > t) in Eq. 7.1 represents the
fraction of texels over a filter kernel that will fail the déptomparison, which is
exactly the same as the result of PCF sampling. SjineeE(x) = x andg? =
E(x?) —E(x)?, E(x) andE (x?) can be generated on-the-fly to pre-filter the shadow
test.

(7.1)
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Note, only in the particular case of a single planar occladiéepthd;, casting
a shadow onto a planar surface at degiththe upper bound of E¢..1 will be
equal to the shadow test result. In most other casesy BEqill not provide an
exact value, but a close approximation (Figl).

7.3.2 Estimating Average Blocker Depth

In order to fit VSM into the PCSS framework, the difficult proilés how to
efficiently estimate the average blocker (first step in PC8& Sec7.1).

Considering a filter kernel and the current point’'s depth the pre-filtered
depth valuez and its square? can be sampled from the VSM. Based on linear
filtering, the sampled is actually the average depth valagg in w. The depth
values for all the texels iw can be separated into two categories: (1) the depth
values which are>t and the average of this kind of depth values is defined as
Zunoce (2) the depth values which aret and the corresponding average value is
defined agycc. Let’'s assume there aiksamples in total in filter kerneV. N; of
them are>t andN, of them are< t. The following equation holds:

Ng N

qunocc‘f' N

It is easy to seé‘\Tl and% correspond to shadow test resufx > t) andP(x <
t) =1.0—P(x>t). Therefore, Eq7.2can be written as:

Zocc = Zavg (7.2)

P(X > t)Zunocct (1.0 — P(X > t))Zocc = Zavg (7.3)
Therefore, the average blocker depth vadgg is:
Zocc = (ZAvg— P(x> t)zunocc)/(l-O— P(x>1)) (7.4)

Zavg is known andP(x > t) can be evaluated based on Chebyshev’s inequality.
The only unknown variable left is the average non-blockeptllevalue znoce
Observing that in the aforementioned two-plane scenageR{x > t) is accurate
and in this casezynocc=1. We therefore assunmgnocc=1t and use it for general
cases as well. This assumption generates high-qualityskaiiows in all our
experiments.

While it may now seem straightforward to compute the averdgekbr depth
value, the new formula relies on the VSM shadow vahie > t). As mentioned
already, the shadow reconstruction function of VSM is jushgle-bounded”. If
Zpvg > t, this will break the prerequisite of Chebyshev’s inequadityl the “non-
planarity” lit problem can occur (FigZ.2(a)). In order to evaluate the average
blocker depth correctly, we need to corrd¥ix > t), which we propose to do
using subdivision. In the following section, we will expiahe kernel subdivision
scheme which deals with the “non-planarity” problem (FdX(b)).
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(a) Without kernel subdiv. (b) With Kernel subdivision

Figure 7.2: Comparison between without kernel subdivisiorand with kernel
subdivision.

7.4 Non-Planarity Problem and its Solution

In this section, we introduce the uniform and the adaptiterfkernel subdivision
schemes to handle the “non-planarity” problem.

7.4.1 Motivation for Kernel Subdivision

For an arbitrary filter kernelv of a scene poinP, the “non-planarity” problem
occurs ifzayg > t. Here,t represents the current point’s depthStandard VSM
will assume that the shadow value equals to 1 in this case. Whesmall, it is
reasonable since the depth values of most texelsare likely to be bigger than
However, when the size of increases, only part of the texelsvincontain bigger
depth value thanl. Therefore, the errors due to the lit assumption for the whol
w becomes obvious.

Following the concept of divide-and-rule, we propose todsvide the kernel
w into a set of sub-kerneléwci,i € [1...n]}. Depending on whethety,g > d
in Wi, all the sub-kernels can be categorized into two parts. Rerniormal
sub-kernels fulfillingza,g < t, the Chebyshev’s inequality still holds and we can
compute the average blocker depth and soft shadow based Borithe “non-
planarity” sub-kernels fulfillingayg > t, there are two options: (1) assuming each
of them to be lit or (2) using normal PCF sampling to do the shatést. Op-
tion (1) is similar to the previous VSM strategy. Howevencsa the sub-kernel
Wi IS much smaller than initial kern&¥, the “non-planarity” lit problem can be
effectively suppressed. Option (2) is a good alternativeesfew cheap PCF sam-
plings (2x 2) can generate rather accurate resultssgr In our implementation,
option (2) is chosen.
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(a) Uniform kernel subdivision (b) Adaptive kernel subdivision

Figure 7.3: lllustration of 4 x 4 uniform and adaptive subdivision for filter
kernel.

7.4.2 Uniform Kernel Subdivision Scheme

Since the corner points of the initial kernglare known, it is straightforward to
subdivide it into equal-sized sub-kernels. As illustratedrig. 7.3(a), the whole
guad represents the initial kernsland each sub-quad inside of it represents a
sub-kernelg. We loop over eaclv: and check whether it is a “non-planarity”
kernel or not. In Fig.7.3 the blue sub-quad represents “non-planarity” kernels
and the green one represents the normal kernels. Here weptoady separate
all the sub-kernels into two groups: the normal sub-kernaigwgjand the “non-
planarity” sub-kernel groupic. In following, we will illustrate how to estimate
average blocker depth using the uniform kernel subdivisreme.

Let’s first consider the normal sub-kernel group: To comR(te> t) using
Eq. 7.1 for the whole group, the mean valgeand the variance? needs to be
determined. More specifically, tH&(x) andE (x?) from all the sub-kernels in this
group need to be computed. We define the sizegfto beTj, and arrive at the
following formulas to computg ando? for the normal sub-kernel group:

U= %(E(X)cj -ch)/%ch

0% = %(E(Xz)cj'ch)/%ch—Hz (7.5)
During the loopE (x)cj andE (x?)¢j can be sampled from the SAT texture for each
Wej. Then,E(X)cj- Tcj, the sum of all texels’ depth inj, is accumulated. The
same accumulation happens En(rxz)cj - Tej. Finally, the depth and depth square
sums are divided by the accumulated sub-kernel size {B}jto getu and o2,
Hence, the VSM shadow reconstruction function can be eteduarhe average
blocker depthd; in the normal kernel group can be evaluated using7e4.
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‘ Null
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(a) Kernel Hierarchy (b) Linear quad-tree traversal

Figure 7.4: Linear quad-tree traversal on 2D filter domain.

For the “non-planarity” sub-kernel group, we apply stadBCF sampling
for eachwg: m points are sampled iwg and the sum of all the blocker depth
samples are computed. Since the sizegfis small, usuallym= 2 x 2 is enough.
In following steps, both the sum of all the blocker depth amel sum of all the
blocker sub-kernel size are accumulated. Similar as befeean get the average
blocker depthd, of the “non-planarity” sub-kernel group.

After gettingd; andd,, the average blocker depthover the whole kernel
can be computed by combiniry andd, weighted by the corresponding blocker
kernel size separately. Note there is a reasonable acitetesrategy: the vari-
anceo? represents the depth value variation in eagh Hence, when theayg in
W is bigger than current depth and if theo? is also less than a smdlhreshold
such awgj can probably be treated as fully-lit.

7.4.3 Adaptive Kernel Subdivision Scheme

To achieve better subdivision granularity control, we msgan adaptive kernel
subdivision scheme, as shown in Fig3(b). Compared to the uniform scheme,
adaptive kernel subdivision processes sub-kernels iatueical way. Its perfor-
mance is a balance between the hierarchical culling gainramdrsal cost. Usu-
ally when the number of sub-kernels is large@4), adaptive subdivision achieves
better performance.

Since our filter kernel is always a 2D square, we can consérgeiad-tree in
the 2D domain (Fig7.4(a)). For the filter kernelv, the root node of the quad-tree
representsv itself and each tree node represents a sub-kdmgli € [1...n]}.
Be aware the differentv;; are not equal-sized anymore and they could exist in
different levels of tree hierarchy. In Algorithih4.3 we show the steps for com-
puting the final soft shadow value based on adaptive kerrligigsion scheme.

Standard quad-tree traversal depends on recursive ap&ativhich is not
easily implemented on a stackless GPU. We borrow the idea fiBunnell0g
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Algorithm 3 Adaptive kernel subdivision algorithm
1 DefineVSMEx=0,VSME®=0,VSMArea=0
2 PCFArea= 0,PCFBArea= 0,LitArea=0
3 Start from the root node of kernel TreeNode = root
5 Whilg( TreeNode != Null):
6 TreeNodew,; is current node
-
8

Compute texcoorddV and kernel sizd;
Sample theéE () andE (x?)¢i from SAT
9  Compute the varianag?
10 If (E(X)¢i > d And 02 < Threshold

11 TreeNode = TreeNode.Next

12 LitArea= LitArea+ Tg;

13 Else

14 If (E(X)ci < d)

15 VSMEX=V SMEx+ E(X)¢j X Tgi

16 VSMER =V SMER+ E(X?)¢i x Tqi

17 VSMArea= VSMAreat Tg;

18 TreeNode = TreeNode.Next

19 Else

20 If (TreeNode is not a leaf)

21 TreeNode = TreeNode.Child

22 Else

23 Sample m points inside the kerne} of TreeNode.
24 PCFArea= PCFAreat Tg;

25 PCFBArea= PCFBAreat T x m/m

26 /Imis the number of occluding samples
27 TreeNode = TreeNode.Next

28 End While

29 Compute shadow reconstr. valufromV SMExandV SME 2
30 Compute visibility.1 based ofPCFAreaandPCFBArea

31 Final visibility is computed using, 1.0 andL1,

32  weighted byvSMArealLitAreaandPCFAreaseparately

and successfully apply the GPU-based linear quad-treersalfor our 2D filter
kernel domain. To achieve the linear traversal, each quesAiode needs to define
two pointers (as shown in Fig.4(b)): ‘Child’ pointer (red), which points to the
first child node, and the ‘Next’ pointer (green), which psitd the next tree node
on the linear traversal path. After carefully setting up ‘thext’ pointer for each
tree nodeBunnell0g, we avoid the usual recursive operation and enables alinea
forward traversal on the GPU.

Note, computing soft shadow value needs to consider thelitBub-kernels.
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In Algorithm 7.4.3 we define a variableitAreato record the size of all the fully-
lit sub-kernels. In L10-L12, when bot(x)¢ > d ando? < Thresholdthe current
wei Is fully-lit, and its all child nodes can be ignored. So we woalate the
LitAreaand move to the next treenode BfX)¢ < d, Wi is a normal sub-kernel.
As before, we accumulate the sumBix)q (L15), the sum o (x?)¢ (L16) and
the sum of sub-kernel siZ&,;(L17). After accumulation, we then move on to
the next treenode (L18). Excluding from above two caseslastecase is when
E(X)ci > d anda? > Threshold In this situation, we should consider whether the
current treenode is a leaf or not. If the current treenodensraleaf node, go
down the tree hierarchy to its child node (L21). Otherwit&e current treenode
is a leaf node, we resort to use PCF for the visibility compoite(L23-L26) as
before. When it is done, we move to the next treenode. Aftentinae traversal
is finished, the final visibility can be evaluated (L29-L3Rpte, here all the three
sub-kernel regionsVSMArea LitArea andPCFAreaare required to compute the
final result.

7.5 Implementations and Discussion

7.5.1 Min-Max Hierarchical Shadow Map

When generating the min-max hierarchical shadow map (HSh&xetare two
options: Mip-map and N-bufferdecoret0$. Mip-maps can be generated very
efficiently and also require little texture memory. Howewée introduced error
tends to be obvious when sampling from high mip-map level.cdntrast, N-
buffers can ensure accurate min-max sampling results fotranry filter kernel
sizes with more memory and generation time. For the scetingef Fig. 1.4(b),
generating a 1024 1024 HSM, takes 3ms with N-buffers and only 1ms with
mip-maps. In our experiments, the HSM using mip-maps ajremorks very
well, even for complex scenes. Hence we choose mip-maps3df generation.

7.5.2 Number of Sub-Kernels

Applying uniform kernel subdivision to evaluate both awgaccluder depth and
soft shadows, the number of sub-kernels in these two stapbeaepresented
asmx mandn x n respectively. If the number is too low, the “non-planarity”
sub-kernel will have relatively larger size, so that a lowner of PCF samplings
(2x 2) will not be enough to avoid perceptible artifacts (Fida)). In Fig.7.5b),
we increasan to 5 and the artifacts are successfully removed. In fact, ne fi
thatm =5 works well in most of our experiments. Furthermore, averalgcker
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depth evaluation is less sensitive to precision compar#ddskiadow computation.
Hence nis usually larger tham.

Our adaptive subdivision is based on a full quad-tree of 2blgrnels. If the
height of the quad-tree id, there are maximally'4 leaf nodes corresponding to
4H sub-kernels. If takingd = 3, our experimental results show that the quality of
adaptive subdivision is basically the same as for uniforbdsusion (Fig.7.5b)

&

and (c)).

AN AN AN

@ m=3n=8(102(b) Mm=5n=8 (98 (c)H=3(94fps) (d) m=5H=3 (117
fps) fps) fps)

Figure 7.5: Comparison between different subdivision case m and n rep-
resent the number of sub-kernels when using uniform kernel gbdivision. H
represent the height of quad-tree when using adaptive kerresubdivision.

7.5.3 Combining Different Subdivision Schemes

The performance of adaptive subdivision is a balance betwlee hierarchical
culling gain and traversal cost. When the number of sub-kernsesmall (like
m=5), the traversal cost could hinder the performance. A bstiategy is to use
uniform subdivision for evaluating average occluder ddpthk= 5) and adaptive
subdivision for the soft shadowd(= 3) separately. As shown in Fig.5d), such
a combination gives the same quality but provides the betimeance.

7.5.4 SAT Precision and Contact shadow

We adopt summed-area tables (SAT) to pre-filter the shadgw Mawever, it is
well known that SAT suffers from numerical precision loselarge filter kernel.
Following [LauritzenOT, the 32-bit integer format is used for SAT generation
to achieve stable shadow quality. However, in contact shaateas, where the
blocker and receiver are placed very closely, the precisfanteger SAT is still

not enough and can introduce small errors (Figia)) for the average blocker
depthza,g. We observe that in contact shadow areas, the differeneeebatg
andd is very small Annen08% and hence the corresponding penumbra size is
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also very small and applying several PCF samplings for shaslasually suffi-
cient. In our experiments, the contact shadow sub-kermeldetected by check-
ing the difference betweea,g andd. If the difference is smaller than a threshold
valuee, a 3x 3 jittered bilinear PCF samplingBpvoid0§ is applied for evalu-
ating soft shadow. In our experiments= 0.01-r andr is the bounding sphere
radius of input scene. The experimental results demoesstath a strategy can
avoid precision artifacts and generate convincing corglaatiows (Fig7.6(b)).

[—

(a) Contact Noise (b) Noise Fixed

Figure 7.6: Fixing contact shadow noise.

-

7.5.5 Threshold Selection

In Algorithm 7.4.3 there is alhresholdvalue which is used to identify nearly-
planar regions that can be safely marked as fully lit. InBtlwr tests;Threshold=
0.0001 r works well andr is the bounding sphere radius of input scene.

7.6 Results

Our experiments were run on a PC with a quad-core 2.83GHEQ@850 CPU,
an NVIDIA GeForce GTX 285, and 4GB of physical memory. Exdeptompar-
ison in Fig.7.5, all the result images are using mixed kernel subdivisidreste:
5 x 5 uniform subdivision for estimating average blocker deptidH = 3 adap-
tive subdivision for computing soft shadow. The screenltgim for rendering
is always 1024 768.

Table7.1provides the performance breakdown for different sceneks Bk
faces) in Fig.7.5 Sponza (72k faces) in Fid..4 (a) and Soldier (9700k faces
with 100 instances) in Fidl.4 (d). Each row contains timings for: generate G-
buffer data (GBuf), render shadow map (SM), generate mip-H@pl (HSM),
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Scene GBuf SM HSM SAT Shadow Total

Balls 2.0 01 01 25 3 7.7
Sponza 2.5 0.6 0.3 44 20 9.8
Soldier 13.8 10.6 0.3 43 3.8 32.8

Table 7.1: Performance (milliseconds) breakdown for diffeent scenes
(SM:1024x 1024.

generate summed-area table (SAT), and soft shadow pasdd@haThe final

column (Total) is the sum of each step’s timing. From the damcan see that
SAT usually takes a significant ratio of the running time. Thening time of

soft shadow pass also depends on how many screen pixelg iocaenumbra.
In the soldier scene, penumbras appear in many areas, softrehadow pass
takes more time. Also since the geometric burden in the soklene is very
high, the GBuf and SM become the bottleneck of rendering. eTald provides

the performance breakdown for the Plant (142k faces) in Figusing different

SM resolution. With increasing resolution, the SAT becortiesbottleneck and
also increases the sampling cost in the soft shadow pass.

SMRes GBuf SM HSM SAT Shadow Total

512 1.7 0.17 0.18 21 25 6.65
1024 2.0 0.25 0.3 48 3.5 10.85
2048 2.0 05 1.0 179 4.4 25.8

Table 7.2: Performance (milliseconds) breakdown using diérent SM reso-
lution for plant scene (141k faces).

The result images shown in Fi@.7 compare the shadow quality of several
different algorithms including a ray-traced referencegma/Ne analyze two situ-
ations in particular, large penumbrae and multiple bloglsbiadows (close-ups in
red squares). Overall Shadows rendered with VSSM are vesedb the refer-
ence. For the large penumbrae, the results of all methoddase to the reference
and just a little bit of banding can be noticed in PCSS casehdrcase of multi-
ple blockers, the difference between our method and theemée becomes more
obvious. Itis because VSSM is based on planar assumptio@88Rand will av-
erage the blocker depth so that the umbra is underestimbitediendering result
of PCSS exhibits the same effect as VSSM. Backprojection rdetho achieves
more physically correct result, but its performance is slomreal-time applica-
tions. We further compare VSSM with SAVSNL4uritzen0T, see Fig.7.8. All
the three close-up regions contain multiple depth layeesndd, for SAVSM the
“non-planarity” lit case happens. The side-by-side congoas clearly show that
our kernel subdivision scheme successfully removes iecty lit areas at very
reasonable performance cost.
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(a) Ground Truth (Ray-Traced) (b) VSSM (148 fps)

(c) PCSS (10 fps) (d) Backprojection (19 fps)

Figure 7.7: Shadow quality comparison of several methods (& size 512 x
512 scene has 212K faces): ray-tracing (a), our VSSM method usgg mixed
subdivision scheme (b), percentage closer soft shadowsefnando054 (c),
backprojection [GuennebaudOT (d).

7.6.1 Limitations

Our VSSM method shares the same failure cases as PCSS. The R&IS®Im
assumes that all blockers have the same depth within the Kétmel. Such a
“single blocker depth assumption” essentially flattensckéss. When the light
size becomes bigger, this assumption is more likely to bl@ted and umbrae tend
to be underestimated. Furthermore, PCSS only generatespiterdap from the
center of the light source. When using a single depth map tordt#rablockers of

a high depth range, single silhouette artifagts§arssong3dnay appear. Actually,
all the existing PCSS-based soft shadow methAdsén084[ Lauritzen0T share
these problems. Nevertheless, in most cases, the softwlygherated by VSSM
is visually plausible and looks very similar to the ray-wgdaeference.
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(a) VSSM (148 fps) (b) SAVSM (183 fps)

Figure 7.8: Shadow quality comparison of between VSSM (a) ahSAT-based
variance shadow map (SAVSM) Lauritzen07] (b).

7.7 Summary

In this chapter, we have presentedriance soft shadow mappiny SSM) for
rendering plausible soft shadow. VSSM is based on the theat&ramework of
percentage-closer soft shadaviis order to estimate the average blocker depth for
each scene point, a novel formula is derived for its efficcamhputation based on
the VSM theory. We solve the classical “non-planarity” libplem by subdividing
the filtering kernel, which removes artifacts. As future wowe would like to
apply our kernel subdivision method to exponential shadappimg Annen086,
which is also asingle-boundegre-filterable shadow mapping method.
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Interactive Global lllumination In
Participating Media






Chapter 8

Interactive Volume Caustics in
Single-Scattering Media

8.1 Introduction

The Gl effects increase the realism of computer generatexescsignificantly.
Caustics caused by specular or refractive objects are stgnisual effects, even
more so in participating media, whevelumetric causticean be observed, see
Fig. 1.5

However, most existing methods for computing volumetrigstes are com-
putationally expensive, preventing interactive applaa from including this ap-
pealing effect. In this paper we propose a novel interactolame caustics ren-
dering method for single-scattering participating mediée derive a simplified
physics-based model enabling the efficient rendering afinelric caustics in
participating media exhibiting variations in scatterimglabsorption coefficients
as well as the, potentially anisotropic, scattering phasetfon. We describe a
practical GPU-based implementation and evaluate the igabin detail.

Our method avoids all pre-computations, enabling the a&atgre simulation
of light interaction with fully dynamic refractive and refii&ve objects while main-
taining good temporal coherence in animated renderingee3arge and complex
scenes can be handled efficiently by our technique, the rewgdef volumetric
caustics in interactive applications like computer ganselsecoming an option.
Additionally, our method is applicable for fast preview geation of a more com-
plex lighting simulation like volumetric photon mappindehsen9B as required
e.g. for feature films and in commercial rendering packages.

In brief, we present the following contributions in this gler:

e We derive a theoretically grounded simplified image formatmodel for
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volume caustics in single-scattering media, and,

e Based on a reformulation of the proposed model, we develorearsdased
interactive rendering technique that uses line primitfgsiger06 Sun0g
to efficiently splat radiance contributions to image pixels

The remainder of this chapter is organized as follows: Fa#sttior8.2gives a
short overview of our method. We then derive a simplified ismBogmation model
for volume caustics in single-scattering media, Sed@@the implementation of
which on graphics hardware is covered in Sec8ch Section8.5presents exper-
imental results and comparison against existing techsigi#e then conclude the
paper in Sectio®.6 and discuss avenues for future research.

8.2 Overview

Image formation for volumetric caustics is an involved @es. We thus start with
an overview of our algorithm, Fig.1 The radiance estimate for an image pixel
in the presence of a participating medium and specular tsh{mn be split into
three separate components:

e radiance scattered into the viewing direction by the piittng medium
for incident raysot having interacted with specular objects (A),

e radiance scattered into the viewing direction from incideys that expe-
rienced specular reflection or refraction events prior eogbattering event
(B), and

e surface radiance, possibly illuminated by a caustic (C).

Since superposition of light is linear, the final image (Dhd# computed
by summing the three components. For steps (A) and (C) we gnppéviously
developed algorithms. Our focus in this paper is on the efitccomputation of
component (B).

On a coarse level, our technique employs the following stepst, we render
the airlight and volumetric shadow contributions (A) usihg anisotropic version
of Sun et al.'s model$un09 computed with the algorithm of Wyman and Ram-
sey Wyman08& Second, the image with the volume caustics (B) is generated
by computing the light paths from the light source that afeecged or refracted
at a specular object. We draw these pathdirees and directly compute radi-
ance contributions for each of the affected pixels whichsamamed up over all
line segments representing light rays. The algorithm casdem as a radiance
splatting operation that emulates GP&y marching This rendering pass is our
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Figure 8.1: The final image (D) is composed of an airlight imagevith a
shadow volume (A), a volume caustic image (B) and the illumirteon of the
surface (C).
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Lin incoming radiance in caustic volume

Lis light source radiance

Os(X)  scattering cross-section

0a(X)  absorption cross-section

K(X) extinction coefficienk = 03+ 0s

Qo(x) albedo of participating mediufo(x) = %
T(a,b) transmittance fronato b: exp(— f;) K(x)dx)

p scattering phase function
dap distance between poingsandb
T Fresnel transmittance (or reflectance)

Figure 8.2: A summary of the notation used in this paper.

main contribution and it is described in detalil in the follogy sections. Third,
we generate an image of the surface illumination and thesertaustics (C) us-
ing Wyman’s hierarchical caustic map (HCM) algorithiyfman08l. The final
image is then the sum of these three images.

8.3 Line-Based Volume Caustics

Our goal in this section is to derive a physically accuratelehdor volume caus-
tics in single scattering media. We concentrate on the nadiaontributed to the
image by single scattering in the caustic volume, i.e. SB9pn(Fig. 8.1

In the presence of a participating medium the ray integnrahfaewer at posi-
tion v looking into directionw is given by

Lv.w) = [ (v X)as(x) [ pix, . @)Ln(x @)dadx  (8.)
Ray Q

wherert denotes transmittances the scattering cross section, gmthe scattering
phase function (see also FB}3). Eq.8.1requires the computation of the incident
radiance distributioth;, at every poink along a viewing ray.

Since radiance, in the absence of ray attenuation, is acabjrtivariant along
the ray even when passing refractive objestsach98, Li, can be determined
efficiently by texture look-ups for a light source texturebgrsimply setting radi-
ance values. E@.1can be discretized in a straight-forward manner as

L(v,w) ~ erx Os(X sz,,ww )Lin(Xi, @'} ) AwAX, (8.2)

wherelx is the constant step size of the ray marching integralfsmds the size
of the discretized solid angle. Radiance is summed overadpaisitions along
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Figure 8.3: A volume caustic can be generated by computing latays inter-
secting a specular object. The caustic can be rendered by dramg lines from
exit points p; to surface points p for all light paths interacting with the ob-
ject.

the viewing rayx; in all directionsw’j. Since we are rendering line segments to
connect light paths between viewing rays and light souee F$g.8.3, the double
sum in Eq.8.2can be converted into a single sum over these line segments:

L(v, w) ~ Z T(V,x1)0s(X) p(X|, @, @'} Lin(X), @' ) AwAX,. (8.3)

Each line segment intersecting the viewing ray introducéghd path between
sandv. The connection is made at poixt where the line segment passing in
direction /| = p2 — p1 intersects the viewing ray in directiaw. The radiance
reaching poink; from sis equal to the original radiance at the light source attenu-
ated by absorption and out-scatter along the ray. Thus wedraadditional factor
of 7(s,x)) that includes the Fresnel factorsfor specular reflection or refraction,
e.g. Lin = LisT(S,po) ToT(Po, P1) T1T(P1,X) in the case of two-bounce refraction.
Note that the conversion of E§.2into Eq.8.3introduces the implicit assumption
that the radiance distributioly, in the caustic volume is zero for light rays not
being represented by line segments, i.e. all light leavireglight source as is
reachingx, via a light ray that can be represented by a line segment.

We assume the discretized solid angl@ to be constant. This is the case
if the area of the light source is small with respect to theagisedsy since the
size of the solid angle under which the light source appdatsiaapproximately
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Filtering

sl 1l

A,

Figure 8.4: We simulate regular interval spatial integration along the view-
ing ray. For this, the irregular radiance samples (with a vairable step size
of Ax;) caused by line rendering (left diagram) are converted via ftering into
a regular representation with fixed step sizeAx (right). Note that this fixed
step size representation is implicit. In practice, we diretty accumulate the
filtered values to compute the pixel integral. The small figureabove the ar-
row shows that the Gaussian filters with supportr are centered at the regular
sample points to be emulated. The lower figure indicates how #hirregular
samples obtained from line rendering (red) contribute to a smulated regular
sample point (green). All irregular samples within the supprt of the filter
function contribute to the corresponding regular sample pant.

constant for comparatively minor path length differencesmMeens andx; for
different incident directions.

Note that using lines as rendering primitives, we cannotienan even sam-
pling of the radiance functioh;, along the viewing ray. We cannot predict the
intersection pointg; without rendering all line segments and storing the interse
tion points with all viewing rays. This would require an inteediate storage of
the irradiance as inlirke07, Sun0§. Thus, we cannot compute an appropriate
variable spatial step sizZ&x, Fig. 8.4 (left).

Therefore, in our algorithm, we simulate a constant steg/sig= const.= Ax
for the ray marching integral, wherfe is a user parameter emulating a fixed step
size as found in explicit ray marching algorithms. We re-glnthe radiance func-
tion Lj, on-the-fly while rendering the line segments. Using a fittgroperation,
we re-distribute the radiance function to the closest atgtep points, see Fi§.4
(right). We employ a normalized Gaussian filtdehsen0l the support of which
can be modified as a user parameteWWe thus have derived a simplified image
formation model based on physical assumptions. Our moteisically supports
anisotropic scattering phase functions as well as inhomeqésly scattering par-
ticipating media via spatially varying scattering phasections, absorption, and
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Figure 8.5: Algorithmic steps of our algorithm.

scattering coefficents. Note that the case of homogeneods fisdypically more
efficient in terms of implementation since the evaluatiorr ©f;,v) does require
the sampling of a line integral in the case of inhomogeneoedian

To summarize, our simplifying assumptions are

e The image formation is dominated by the effect of singletsciag, and

e The distance between light source and volume caustic pisitésge com-
pared to the size of the light source.

In the following section we describe how this simplified miockn be efficiently
implemented on the GPU.

8.4 Implementation

In this section we discuss the implementation of our singgiiimage formation
model. During the discussion we refer to F&g5 which shows an outline of our
algorithm. We will refer to illuminating rays, such @s,p» in Fig. 8.3, aslight
rays whereas rays from the camera are call@gving rays Our algorithm pro-
ceeds in two main stages. The first stage is the computatithme#-dimensional
light ray segments. The second stage then draws all thosgesig to the screen
buffer and blends the radiance contributions accordinggo3E3 while emulat-
ing a proper ray marching implementation via filtered rerhation of radiance
values to neighboring regular step points, Mgl

8.4.1 Generating Line Primitives

In this stage we compute segments of light rays after thesraction with a spec-
ular object and before hitting a diffuse surface. These siegments, if passing
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through a participating medium, will generate an indiregitd path between light
and viewing rays by means of a scattering interaction.

In practice, we simulate one- or two-bounce reflection oraetfon, respec-
tively. For this purpose we generate a depth map of the soarhadéng specular
objects as seen by the light source (step 1, bottom). Additig we generate
front- and back-facing depth and normal maps of the speoblgcts (step 1, up-
per rows). The specular object depth and normal bufferdwareused to compute
the light rays that are reflected or refracted from the oldjda07]. This step re-
sults in a positiornp; on the back-face of the object as well as a light ray direction
after specular interaction. An additional intersectiorirafse rays with the scene
depth map results ip». If no intersection is found, we intersect the ray with a
large bounding sphere surrounding the scene. In this wassing geometry in
the depth map does not invalidate the computed light rays.

This procedure results in the two poims andp», Fig. 8.3, and thus deter-
mines the light ray segment in camera space. Bif. step 2, visualizes this
volume caustic bufferThe image below the buffers shows a 3D rendering of the
end-point positions as seen from the camera. In our impléatien we storep
andp; into the same texel position of two different textures. lubsequent pass
we render point primitives to achieve a read baclppandp, from the textures
into the geometry shader stage. This way, a line primitivelmaconstructed. Ini-
tially, the coordinate values of the end points are in liglatce; we transform them
into camera space in this stage. After the geometry shdaendwly created line
primitive will be automatically rasterized before entgrthe pixel shader stage.

8.4.2 Light Ray Blending

In step 3, we modulate all light rays with a light source tegtu Note that a
rendering of all lines with a radiance value picked direfttyn the texture would
result in over-exposed images as shown in the image at thenboff step 3.

To properly compute the correct radiance contributions mipley a fragment
shader implementing E@.3. This step requires the use of the front- and back-
facing object buffers from step 1, the volume caustic bufeap 2, and the mod-
ulation texture from step 3. They all share the same reswigtnd corresponding
pixels in the buffers describe different properties of tight ray s,p2. The frag-
ment shader first computes the point of interseciipbetween the viewing ray
and the light ray. Next, to properly emulate the regularcdetized ray marching
integral, Fig.8.4, we compute the regular step points along the ray that arernwit
the filter support.

This results in a sefx;|i = 1...N} of regularly spaced points in the vicinity
of x;. N is typically in the range of 2 4. For each point in this set we determine
the light path described by the vertices xi, p1, po,S) and compute per segment
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attenuation and Fresnel transmission factors. Combiniagttenuation factors
and the light source radiance from the modulation textueg 3, weighted by the
kernel value, we obtain the incident radiance valyeat ;. The ray direction
remainsw’; = p2 — p1. This way, we can directly evaluate parts of the sum in
Eqg.8.3and add the appropriate radiance contribution to the pitele:

8.4.3 Visibility and Remaining Illumination Components

In step 4 we compute visibility of the light rays as seen fréva tamera. This
step requires a scene depth map in camera coordinates. ptierdap includes
the specular objects. We simply cull light ray fragmentiéyt are behind objects.
This step obviously introduces artifacts; refractive clgeappear opaque and do
not transmit light from volume caustics. This limitationimherent in our screen-
based approach. Since we do not store the irradiance distmbin the caustic
volume we cannot perform volume rendering along refracteding rays.

Finally, we add the images containing the airlight and vadtn shadows,
Fig. 8.1 (A), and the surface illumination, Fig.1 (C). Note that in order to
compute the radiance contribution due to the surface phgpke transmittances
1(s,p) andt(v,p) have to be computed and multiplied to the surface radiance in
absence of a participating medium.

8.4.4 Inhomogeneous Media

The previous description applies to the case of homogeneeds. The case of
inhomogeneous media differs only slightly. Instead of catimg transmittance
valuest(a,b) analytically, we now have to perform sampling and numeriical
tegration in order to retrieve the inhomogeneous inforamatit might seem that
this excludes the simulation of inhomogeneous media atdotee frame rates.

Note, however, that sampling is only required to computetthesmittance.
The accumulation of varying albedo and phase function igfietted by the qual-
ity of the numerical integration since it is computed imjhicby summing line
segment contributions. Thus, in practice, we can chooseydme sampling rate
for the numerical integration. Although this assumes ndtirgquency changes
inside the medium, the poor approximation will only be visiln the shadow
cast by the inhomogeneous medium and in slight low-frequémensity varia-
tions within the caustic. The latter effect is usually makkg the inhomogeneous
appearance and the brightness of the caustic regions, 38elBi
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8.5 Results and Discussion

In this section we report on the quality and performance of mathod. Our
technique was implemented in OpenGL and all results weréereal on a Intel
Core2 Quad Processor Q9550 with 2.83GHz using an NVIDIA Ge#=280 GTX
graphics card. Except where explicitly noted, all the remderesults in the paper
are generated using a volume caustics buffer resolutior02f &« 1024 pixels.
Similarly, the size of the screen buffer is usually 1024024, except in the test
exploring the performance impact of the screen buffer side use a volume
shadow buffer resolutionffyman09 of 256 x 256 pixels; the size of the surface
caustics buffer\Myman08is 1024x 1024.

8.5.1 Ground Truth Comparison

To verify the accuracy of our method, we compare volume ezistndered with
our model to both ground truth images generated with Mentgl &al images
generated using the previous techniques iKsiper0g§ and [PapadopoulosQ9
Since the latter two techniques are very similar, aidiger0g does not contain
explicit formulas we implement attenuation along the raijng®apadopoulos(9
but refer to the technique itself aKrfuger0g. The results of this comparison are
shown in Fig.8.6. Since Kriger0g does not support anisotropic and inhomoge-
neous media, the test scene is isotropic and homogeneous.

As can be seen from the figure, our results closely match thgésrendered
with photon mapping (5 min. computation time). Our techeiqun compari-
son, runs at more than 25 fps. For the simple case of isoteoichomogeneous
scenes, the technique of iger et al. Krtiger0§ is also able to generate a similar
image with slight advantages in rendering speed. The paebce penalty asso-
ciated with our more general and physically accurate madabbut 5% for the
volume caustics stage compared taiger et al. Kriger0g. The overall perfor-
mance drop in the full algorithm is not noticable. Note, thegt necessary to scale
the output of Kriiger0§ linearly to match the ground truth rendering and that the
scale factor is scene dependent and cannot be easily estim@ur method, on
the other hand, runs with fixed parameter setting®o# 0.2.

The differences between our results and the ground trutlerarg can mainly
be attributed to the approximate computation of the lighl g@gments in our al-
gorithm. Note, however, that future improvements of GPU traging directly
increase the accuracy of our method since the computatidheolight rays is
an independent module. A second difference is that photgrpmg can deter-
mine light contributions seetihroughrefractive objects, which is impossible for
our algorithm as discussed previously. A third effect isightlmultiple scatter-
ing component in the ground truth image whereas our resolvstonly single
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scattering according to our model. Finally, differencels appear since we only
follow the most important light paths (eg. two refractionside the object).

A comparison between ground truth and our algorithm for thisaropic case
is shown in Fig8.7. While there are differences in the images, mainly concernin
brightness and sharpness of the caustics, the overallatbastic of the medium
is captured by our technique. The smoother look of the graurnt result can be
attributed to multiple scattering effects.

Figure 8.6: Comparison of volumetric photon mapping as impémented in
MentalRay (left), our method (middle), Krtiger et al. [2006] linearly scaled
with a manually determined value to match ground truth (right, scale factors
are 0.06 and 0.02 for the top and bottom results). The ground uith results
are generated with Mental Ray, using 2 million photons and tak around 5

minutes to compute. All results generated by our method use 4024x 1024
volume caustics buffer and can be rendered with more than 250s.

8.5.2 Performance Analysis

To assess the performance characteristics of our techmigexperimented with
three test scenes shown in F&8. The scenes are increasingly complex in terms
of volume caustic computation. The ring scene demonstmtesbounce reflec-
tion, the Buddha scene is rendered with two-bounce refractiod the gemstone
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Figure 8.7: Comparison of volume photon mapping in anisotrgic partici-

pating media (top row) with results of our method (bottom row). The phase
function uses the Henyey-Greenstein model as implemented/ iMentalRay.

The anisotropy parameters areg = 0.7 (left), g = 0.0 (middle), andg = —0.7
(right) for forward, isotropic and backward scattering, re spectively.

scene includes both effects. The timing data in Tahleshows the rendering

Rendering Stage
Scene AL | SC | VC | Comp. [ FPS
Ring 4.5 ms 15ms 10 ms 4 ms 28
Buddha | 5ms 13 ms 9ms 4 ms 31
Gemstone 5 ms 28 ms 21 ms 4 ms 17

Table 8.1: Timing data of different rendering stages in Fig.8.8. AL = airlight
and volume shadows , Fig8.1 (A), SC = surface caustics (B), VC = volume
caustics (C), Comp. = composition (D), FPS - overall perforance.

time for each rendering stage. We can see that only rendémmgolumetric
caustics runs at over 80 fps on average when using a causffes tesolution of
1024x 1024. For the gemstone scene, we compute the volume cagstiesated
by both two-bounce refraction and one-bounce reflectione fBial number of
caustic buffers doubles in this case. From the timing dathertable, we see that
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the time required for the surface and volume caustics siagdso approximately
doubled compared to the scenes with a single caustic buftas suggests that
our method scales linearly with the number of light rays Iagd in the caustics
computation. Since HCMJyman08Ih contains an additional overhead due to hi-
erarchical processing compared to the volume caustice stiaigusual scene set-
tings with a low number of pixels affected by volume caustiessurface caustics
stage dominates rendering time. As a second test, we esdltia dependence of

Screen Buffer Resolution
CB Res.| 256" | 512 | 1024
256 193 173 171
5122 163 140 115
1024 | 93 74 62

Table 8.2: Timing data for different caustic buffer (CB Res) and screen
buffer resolutions. Numbers are for the Buddha scene and areigen in
frames per second.

our algorithm on screen size and caustic buffer resolufiable8.2shows that an
increasing caustics buffer size has more severe conseggidman increasing the
screen resolution. Of course, this finding depends on thebeumf pixels cov-
ered by lines. The other two test scenes show similar pegoocea characteristics.
Note however, that the timings are for the volume caustiosi@gng step only.
Since this part of our algorithm only consumes about 30% efaverall compu-
tation time, the performance gains for lower resolutiorfénsfare less dramatic
in a realistic scenario.

8.5.3 Influence of User Parameters

Several parameters affect the image quality and rendeménfpimance of our
method. The first is the volume caustics buffer resolutiofi.résults shown in
this paper use 1024 1024 as the resolution for the volume caustics buffer.
Fig. 8.9 (left) we show results with different volume caustics buffesolutions
but keep the surface caustics buffer resolution at 202824 pixels. A higher
resolution results in better image quality, however, thiewe caustics quality is
still reasonable even though details appear slightly btlirn the low resolution
case. Another user parameter is the size of the filter kerndk typically choose
the support of the filter equal to the step sxe In Fig. 8.9 (right) we show
results for drastically different settings. If the suppaofthe filter is chosen too
low, noise is being generated in the images. Finally, thebarmof light sources
influences the performance of our method. Each light sowgqgaires separate

n
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Figure 8.8: Different combinations of illumination methods for our test
scenes. From left to right, the following type of illumination is included: Di-
rect illumination, airlight and volume shadows, surface caistics, and volume
caustics. The ring scene (top row) is rendered with one-bouraeflection, the
Buddha scene (middle row) illustrates two-bounce refractia and the gem-
stone scene (bottom row) includes both one-bounce refleatiand two-bounce

refraction.

(a) 256, 39 fps (b) 1024, 29 fps (c) r=0.1-Ax (d) r =Ax

Figure 8.9: Left: Different volume caustics buffer resolution. Right: Differ-
ent filter size.

caustic buffers. As we have seen in TaBl4, the performance drops approxi-
mately linearly with the number of caustic buffers. We albserve this behavior
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in the case of multiple light sources; tests with one to fagintl sources resulted
in the following numbers: 37 fps(1), 21.5 fps(2), 9.25 fPs@&B9 fps(4). An addi-

(a) 2 steps, 41 fpgb) 5 steps, 27 fpgc) 10 steps, 18d) 20 steps, 10.%e) 30 steps, 8 fps
fps fps

Figure 8.10: Inhomogeneous smoke rendering using differéemumber of dis-
crete integral steps. Note that a low number of step points dg affects the
brightness of the volume caustic and the accuracy of the shaev. 10 integra-
tion steps already suffice to obtain a visually appealing ragt with only minor
differences to the final solution.

tional strength of our method is the temporal coherencenatad and deforming
objects can be displayed correctly without flickering. Wa daal with arbitrary
deformations without any pre-computation. Since imag@suca this feature of
our method inadequately we recommend to watch the accormgpawigleo.

8.5.4 Limitations

Our screen-based volume caustic technique achieves hifgrpance for highly
complex scene settings. However, because of its screexttedure, the com-
putation cost increases linearly with the effective nundfescreen pixels that re-
guire volume caustics computations. As an example, in teammscene, Fid..5,
almost all screen pixels (10241024) are involved in volume caustics computa-
tions. This is the reason for the low frame rate comparedeaamther examples.

Another issue is the effective resolution of the caustidtelbuConsider a large
field of view for a spot light source illuminating a compavaty small specular
object. Since the object occupies very few pixels in the tadsiffer, the ren-
dering quality will suffer in this case. Another, relatedseds the rendering of
extreme close-ups of the volume caustics. Individual limgght become visible
in this case. The problem is increased for objects with vegl refractive indices
since light rays diverge more strongly under these circantss.
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8.6 Summary

We have presented a real-time method for rendering volurastica in single
scattering participating media. Our technique generatgsipally plausible re-
sults and enables the rendering of completely dynamic sositle good temporal
coherence. Anisotropic and inhomogeneous media are Hgtsmaported by our
algorithm and interactive performance can be achieved enldtter case. Our
method simulates the most important light paths for voluinetaustics and in-
troduces a theoretically founded approximation for sirsglattering media. Since
it efficiently renders large and dynamic scenes we beliexkitltan be applied in
computer games and as a preview for more sophisticatednggbiimulations.

An interesting direction for future work are hierarchicapresentations of the
caustic buffer. Currently we use separate buffers for saréa volume caustics.
However, the two buffers share common information and spgsdcan poten-
tially be gained by combining them into a single buffer. Ararehical approach
similar in spirit to Wyman08H could potentially increase the performance sig-
nificantly. Another research direction is the approxim@atd multiple scattering
effects in participating media. Since line primitives aerfprming very well in
the case of single scattering media an interesting questiafmether this power
can be harnessed for multiple scattering approximations.
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Conclusions and Future Work

The driving motivation of this thesis is to generate phaadistic global illumina-
tion rendering of arbitrary scenes. To achieve this goahesceasonable approx-
imations have to be developed to find a visually plausible pamise between
quality and performance. This thesis focuses on real-tiisigally pleasing global
illumination rendering for fully-dynamic scenes using ghes hardware.

We have identified several problems which need to be solvadt, Ehe ex-
plicit visibility check in radiosity-like methods is expgire, and we present an
implicit visibility scheme to tackle this problem efficiently. Then, the most im-
portant Gl effect: realistic soft shadow is difficult to behaaved with real-time
performance because of its visibility determination. Wecassively propose the
convolution soft shadow mgitSSM) andvariance soft shadow mafySSM)
methods to render visually plausible soft shadows with-tiead frame rates. Fur-
ther, we apply the CSSM method to approximately solve thénitsi problem of
real-time indirect lighting. Finally, the volume caustiogarticipating media is a
kind of non-trivial and time-consuming Gl effect. Our novelume caustics ren-
dering method achieves high-quality results at real-timevactive frame rates for
complex dynamic scenes containing homogeneous/inhoneogesrparticipating
media.

9.1 Summary

We will quickly summarize our algorithms, what kind of appimations they are
involved with and how they constitute advancements ovestiexj techniques.
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9.1.1 Implicit Visibility

We present a new global illumination method that builds ot extends the tra-
ditional hierarchical radiosityHanrahanSjlapproach. Compared with explicitly
evaluating visibility using ray casting, our method tasktbe visibility problem
by implicitly evaluating mutual visibility while constrting a hierarchical link
structure between scene elements. This new concept cientsitime-consuming
explicit visibility queries, which is the main performaniettleneck in traditional
approaches. Our method allows for rendering of full globaimination solutions
for moderately complex and arbitrarily deforming dynameerses at near-real-
time frame rates on a single PC. It faithfully reproduces aewarof complex
lighting effects including diffuse and glossy interrefieats, and handles scenes
featuring environment map and area light sources.

9.1.2 Pre-filtering Soft Shadow Maps and their applications

We successively propose CSSM and VSSM for rendering visyaHysible
soft shadows in real-time. Both methods are based on the lfmeniy the-
ory of shadow mapping and implemented in the percentagerckist shadow
(PCSS) FernandoOSdaramework.

CSSM is based on the convolution theoAnhen0] and can achieve several
hundred frames per second for a single area light sourcengusardware sup-
ported mipmapping for filtering. Therefore, it is fast enbug render many area
light sources simultaneously. We have shown that envirohimmap lighting for
dynamic objects can be incorporated by decomposing thergmto a collection
of area lights, which are then rendered using the CSSM teaknigurthermore,
we apply the CSSM technique in computing indirect lightinge @Wémonstrate
that indirect visibility can be approximated with a smalhmuoer of area lights in
combination with our CSSM technique. Due to the fast compartatme of the
CSSM, we can display visually plausible approximated iradifbumination at
real-time performance.

In order to reduce memory consumption and improve the padace of
CSSM, we propose the VSSM method which is based on a one-tadlstbn of
Chebyshev’s inequalityjonnelly06& We introduce new formulation for achiev-
ing efficient computation of (average) blocker distancesedaon pre-filtering,
a common bottleneck in PCSS-based methadsaifitzen07. Furthermore, we
avoid incorrectly lit pixels by appropriately subdividirtge filter kernel. We
demonstrate that VSSM renders high quality soft shadowseftily (usually over
100 fps) for complex scene settings. Its speed is at leasbater of magnitude
faster than PCSS-prnandoO5or large penumbra. Such a great performance of
VSSM makes it possible to be applied in game development.
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9.1.3 Volume Caustics

We have presented a real-time method for rendering volurastica in single

scattering participating media. Our method is based on liservation that line

rendering of illumination rays into the screen buffer elsdles a direct light path
between the viewer and the light source. The radiance toins of these light
paths to each of the pixels can be computed and accumuladegendently in

GPU. Our technique generates physically plausible resmitsenables the ren-
dering of completely dynamic scenes with good temporal . Anisotropic

and inhomogeneous media are naturally supported by ouritiligoand interac-

tive performance can be achieved in the latter case. Ouradetimulates the
most important light paths for volumetric caustics andadtrces a theoretically
founded approximation for single scattering media. Sinafficiently renders

large and dynamic scenes we believe that it can be applied@o\games and as
a preview for more sophisticated lighting simulatiodsrisen98 Furthermore,

our “line rendering of illumination rays” concept can als® d&pplied in ray trac-

ing, and a recent research pap@ufl1(Q demonstrates its reasonability.

9.2 Conclusions and Future Works

We introduce a set of novel algorithms and techniques usiaghics hardware to
achieve real-time visually pleasing rendering for Gl effeeven with participat-
ing media. The rendering results are are visually compariabbffline rendering
but are achieved at high frame rates. This significant spgeid-achieved by in-
troducing reasonable approximations in the theory of Gtleeimg. Our approxi-
mations save lots of computation cost but ensure the rerglquiality is visually
plausible. Furthermore, all of our methods impose no litidtes for the input
scenes, so that it could be applied in real interactive apftins.

All of our current algorithms are tested on reasonably lacgle scenes.
However, in real film or game applications, the input scenssigally in extremely
complex and the data amount is in billions of trianglPsrjtaleonilD In such
a scenario, some out-of-core stream-based geometry gingeslgorithm will
get involved with the design of global illumination rendegi Our next step in
real-time GI rendering would be investigating the realeiwisually plausible Gl
for such kind of super-scale fully-dynamic scenes. Futuaplgics hardware will
unify CPU and GPU into a many-core platform, like Larrab&eiler08, and
hence the programmability of our graphics pipeline will bme extremely flex-
ible. In a next step, we will probably develop new real-timer&dering algo-
rithms based on such a many-core platform.
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