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cher Dankbarkeit verbunden. Ein besonderer Dank geht an Dipl. Inform. Jochen Preiß für seine
vielen wertvollen Anregungen und Hinweise.

Herrn Dip. Ing. Hans Rieder danke ich für die Initiierung des Forschungsthemas, das Inter-
esse an meiner Arbeit, seine dauernde Unterstützung und seine fachlichen Ergänzungen.
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schungsthema und viele Diskussionen.

Allen Kollegen und Mitarbeitern des Fraunhofer Institutes, die zum Gelingen dieser Arbeit
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Abstract

Subject of this thesis is the hardware architecture for the X-ray Computer Tomography.
The main aim of the work is the development of a scalable, high-performance hardware for
the reconstruction of a volume from cone-beam projections.A modified Feldkamp cone-beam
reconstruction algorithm (Cylindrical algorithm) was used. The modifications of the original al-
gorithm: parallelization and pipelining of the reconstruction, were formalized. Special attention
was paid to the architecture of the memory system and to the schedule of the memory accesses.
The developed architecture contains all steps of the reconstruction from cone-beam projections:
filtering of the detector data, weighted backprojection andon-line geometry computations. The
architecture was evaluated for the Xilinx Field Programmable Gate Array (FPGA). The sim-
ulations showed that the speed-up of the reconstruction of avolume is about an order of a
magnitude compared to the currently available PC implementations.

Kurzzusammenfassung

Gegenstand dieser Dissertation ist die Hardware-Architektur für die Röntgen-Computerto-
mographie. Das Hauptziel der Arbeit ist die Entwicklung einer skalierbaren, leistungsstarken
Hardware für die Rekonstruktion des Objektvolumens bei der Kegelstrahlprojektion. Dazu
wurde ein modifizierter Feldkamp-Kegelstrahl-Rekonstruktionsalgorithmus benutzt (Zylinder-
Algorithmus). Die Abwandlungen des Original-Algorithmus, Parallelisierung und Pipelining
der Rekonstruktion, werden formal beschrieben. Besonderes Augenmerk wurde auf die Ar-
chitektur des Speichersystems und das Timing des Speicherzugriffes gelegt. Die entwickelte
Architektur enthält alle Schritte der Rekonstruktion vonKegelstrahlprojektionen: die Filterung
der Detektordaten, die gewichtete Rückprojektion und Echtzeit-Geometrieberechnungen. Die
Architektur wurde für ein Field Programmable Gate Array (FPGA) der Firma Xilinx evaluiert.
Die Simulationen zeigten, dass die zur Rekonstruktion des Objektvolumens benötigte Zeit im
Vergleich zu konventionellen PC-Implementierungen um eine Größenordnung verkürzt wurde.





Extended Abstract

An X-ray Computer Tomography (CT) is a powerful tool for the investigations of the in-
ner structure of objects. This technique is particularly important in non-destructive testing and
in medical applications. The standard reconstruction algorithms, for example Filtered Back-
projection, have high time complexity. This results in longreconstruction times. Currently
used state-of-the-art PC-based systems are able to reconstruct a volume with 5123 elements in
approximately five minutes. The reconstruction time is reduced, usually, using distributed com-
putations, i.e. a network of computers. Finding special hardware-based solutions for the CT
reconstruction is an actual research topic.

This dissertation is devoted to the investigation of a fast hardware structure for the recon-
struction from cone-beam projections. A modification of theFeldkamp cone-beam reconstruc-
tion algorithm was used for the implementation. The reconstruction is performed in a cylindrical
coordinate system. The proposed and formally described parameterized hardware architecture
contains all steps of the reconstruction from cone-beam projections: filtering of the detector
data, weighted backprojection and on-line geometry computations. High speed-up of the back-
projection, which is the most time-consuming step in the algorithm, is achieved by using parallel
processing and pipelining of the operations. For this step,the method of the memory access was
optimized, and the size of the required memory, dependent from the experiment geometry, was
analyzed. The architecture includes a Finite Impulse Response (FIR) filter with a variable length
filtering kernel, a parallel backprojector with an arbitrary number of processing elements, and
a module for the computation of the reconstruction geometry. All computations are performed
using fixed-point arithmetic.

The architecture was evaluated using the Xilinx Field Programmable Gate Array (FPGA)
with external dynamic memories. All processing elements were placed inside one FPGA chip.
The results of the simulations showed high speed-up of the reconstruction compared to the
single PC-based system. A volume with 490× 5122 elements in cylindrical coordinates can
be reconstructed in 39.22 s using 12 processing elements andin 22.64 s using 24 processing
elements. This result is about an order of a magnitude fasterthan a single PC reconstruction
system. The relationship between the parameters of the CT experiment and the performance
of the reconstruction was investigated. The errors, that arise due to the fixed-point arithmetic
and the FIR filter, were estimated. The parameterized hardware architecture is scalable for the
reconstruction problems with volumes that have bigger number of elements such as 10243.





Zusammenfassung

Die Röntgen-Computertomographie (CT) ist ein leistungsfähiges Werkzeug zur Untersu-
chung innerer Strukturen von Objekten. Diese Technik ist inder zerstörungsfreien Prüfung und
in medizinischen Anwendungen besonders wichtig. Die Standard Rekonstruktionsalgorithmen,
z.B. die gefilterte Rückprojektion, haben eine hohe Zeitkomplexität. Dies hat lange Rekon-
struktionszeiten zur Folge. Zur Zeit benutzte moderne PC-basierende Systeme sind in der Lage,
ein Objektvolumen von 5123 Volumenelementen in ungefähr fünf Minuten zu rekonstruieren.
Um die Rekonstruktionszeit zu verringern, werden normalerweise verteilte Berechnungen be-
nutzt, d.h. ein Netzwerk von Computern. Hardware-basierende Speziallösungen für die CT-
Rekonstruktion sind Gegenstand der aktuellen Forschung und Entwicklung.

Diese Dissertation ist der Entwicklung einer schnellen Hardware-Architektur für die Rekon-
struktion von Kegelstrahlprojektionen gewidmet. Für dieImplementierung wurde eine modifi-
zierte Version des Feldkamp-Kegelstrahl-Rekonstruktionsalgorithmus verwendet. Die Rekon-
struktion wird in einem Zylinderkoordinatensystem durchgeführt. Die vorgeschlagene und for-
mal beschriebene parametrisierte Hardware-Architektur enthält alle Schritte der Rekonstruktion
von Kegelstrahlprojektionen: die Filterung der Detektordaten, die gewichtete Rückprojektion
und Echtzeit-Geometrieberechnungen. Eine starke Beschleunigung der Rückprojektion, der
zeitaufwendigste Schritt im Algorithmus, wird mit Parallelisierung und Pipelining der Ope-
rationen erreicht. Für diesen Schritt wurden der Speicherzugriff optimiert und die benötigte
Speichergröße in Abhängigkeit von der Abastgeometrie analysiert. Die Architektur besteht aus
einem Finite Impulse Response (FIR) Filter mit variabler Koeffizientenzahl für die Filterfunk-
tion, einem parallelen Rückprojektor mit einer variablenAnzahl von Verarbeitungselementen
und einem Modul, das die Berechnungen der Rekonstruktionsgeometrie durchführt. Für alle
Berechnungen wird Festkomma-Arithmetik benutzt.

Die Architektur wurde für einen Field Programmable Gate Array (FPGA) der Firma Xi-
linx mit externen dynamischen Speicherchips evaluiert. Alle Verarbeitungselemente wurden
innerhalb eines FPGAs integriert. Die Resultate der Simulationen zeigen, dass die zur Rekon-
struktion benötigte Zeit im Vergleich zur Einzel-PC-Implementierung erheblich verkürzt wird.
Ein Objektvolumen, das aus 490× 5122 Volumenelementen in Zylinderkoordinaten besteht,
kann mit 12 Verarbeitungselementen in 39,22 Sekunden und mit 24 Verarbeitungselementen
in 22,64 Sekunden rekonstruiert werden. Dieses Resultat liegt um eine Größenordnung unter
dem Wert eines PC-Rekonstruktionssystems. Das Verhältnis zwischen den Parametern des CT-
Experimentes und der Leistung der Rekonstruktion wurde untersucht. Die aus der Festkomma-
Arithmetik und dem FIR-Filter resultierenden Fehler wurden abgeschätzt. Die parametrisierte
Hardware-Architektur ist für Rekonstruktion von größeren Objektvolumen skalierbar, z.B. für
Objektvolumen, die aus 10243 Volumenelementen bestehen.
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Chapter

1
Introduction

1.1 X-ray Computer Tomography

The problem of investigating the inner structure of an object was always important in different
fields of science and technology. This problem is particularly actual in medicine and in non-
destructive testing (NDT). Among the methods that are used for such investigations the X-ray
Computer Tomography (CT) is a leading one. This is a powerfultechnique that deals with all
types of media.

X-ray CT is based on measuring the attenuation of X-rays passed through the object. Using
these measurements, called projections, acquired around the object it is possible to compute
(reconstruct) the density of the original object. Mathematically projection is described by a for-
ward Radon transform and the reconstruction is an inverse transform [1, 2, 3, 4, 5]. Depending
on the measurements the reconstruction can be two- or three-dimensional. The reconstruction
from projections is done using special algorithms with highoperations complexity -O(N4)
whereN is a number of detector pixels in one detector row. Large amounts of data and high
complexity of the algorithms result in long reconstructiontimes. For example, a 5123-voxel
volume can be reconstructed using the state-of-the-art PC1 in approximately five minutes [6, 7].
For the time-critical CT applications the performance is improved by parallel processing, e.g.
distributing the reconstruction task between the computers connected by a network. But this
solution cannot be used if the size of the system is limited, e.g. in the industrial or mobile ap-
plications. Next, the use of new, high resolution detectorsintroduces additional problems due
to the increasing amount of data in the reconstruction process. For example [6], using detector
with 10242 pixels the projection data occupies approximately 1.6 GB and the reconstruction of
the 10243 volume takes 90 minutes on a single PC.

1autumn 2003



2 CHAPTER 1. INTRODUCTION

Finding alternative computing structures that can replacethe multi-computer systems in spe-
cial applications is an actual research topic. These structures are usually made based on special
hardware, such as Digital Signal Processors (DSPs), Field Programmable Gate Arrays (FPGAs)
or custom Application Specific Integrated Circuits (ASICs). Special hardware provides many
possibilities to implement complex algorithms and data processing structures, and to concen-
trate on the optimization of critical performance parameters. Such advances as parallelization
and pipelining of the operations can be easily utilized within the hardware implementation us-
ing, for example, a programmable logic basis.

1.2 Related Work

Solutions for the rapid reconstruction for the CT have been investigated for a long time. There
are two main directions: software and hardware reconstruction. By software reconstruction
we mean the implementation of the reconstruction using the general purpose PC systems. The
reconstruction is carried out using one or several PCs connected by a network. The improvement
of the reconstruction is gained by increasing the number of PCs and using optimal schemes of
the parallelization. Some examples of such parallel reconstruction systems are described in
works [6, 7, 8, 9, 10].

Hardware systems, that are proposed and described in the literature, are made as special
co-processor boards for PC. These hardware solutions base on different techniques, such as
specialized processors, reprogrammable logic or custom logic chips.

First Very Large Scale Integration (VLSI) designs for the CTcontained simple structures
that have implemented only one part of the reconstruction algorithm - the backprojection step
(summation) [11, 12, 13]. These were the custom designs for the two-dimensional (2D) re-
construction for the parallel-beam CT. Next studies were made by Agi et.al. [14, 15, 16] to
combine the custom backprojectors on ASICs with DSP system.This architecture consists of
the pipelined array for forward and inverse Radon transforms. The system was used for the
2D parallel- and fan-beam CT. A similar investigation, but focused on the 2D parallel-beam
backprojection, was made by Trepanieret.al.[17]. An FPGA was used to implement the back-
projection step.

Nowadays, a more practical technique is the cone-beam tomography. This type of CT has
a great advantage: the time required to obtain the X-ray projections is small compared to the
parallel-beam tomography. The reconstruction from cone-beam projections is a more com-
plex task than the reconstruction from parallel-beam projections. We are aware of two works
(autumn 2003) on the hardware reconstruction that deal withthe three-dimensional (3D) recon-
struction from cone-beam projections. Both solutions use Feldkamp cone-beam reconstruction
algorithm [18]. In the first work from Terarecon [19] the 5123 volume is reconstructed in about
128 seconds using CBR-2000 system based on XTrillion ASIC processors. The reconstruction
is performed using fixed-point arithmetic. Second solutionis from Mercury Computer Sys-
tems [20, 21]. An FPGA-based architecture reconstructs a volume with 5123 voxels in approx-
imately 39 seconds. However, no detailed information is available for these two solutions, e.g.
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the preciseness of the reconstruction and the information about the scalability for reconstruction
of the volumes with higher number of voxels, e.g. 10243. This information is important for the
industrial applications. Also, an ability of these systemsto use new high-resolutions detectors
is not mentioned.

1.3 Contribution

This thesis focuses on the practical implementation of the 3D CT. We provide a study of a
high-speed hardware architecture for the reconstruction from cone-beam projections. A 3D
reconstruction algorithm, implemented in this work, is a state-of-the-art algorithm applied in
the NDT. In contrast to other works in the field of the hardwarereconstruction we perform a
formal description and present a specification of the parameterized hardware architecture.

A modified Feldkamp cone-beam backprojection algorithm wasused for the implementa-
tion in hardware. We formalized all modifications of the algorithm. These modifications, e.g.
parallelization and pipelining of the computations, significantly improve the speed of the re-
construction. Special attention was paid to the architecture of the memory system and to the
schedule of the memory accesses, performed during the backprojection. All computations are
performed using fixed-point arithmetic.

After the analysis of the algorithm and the specification of the parameterized hardware,
we implemented the architecture in Xilinx FPGA. The impact of the different parameters on the
performance, and the precision of the reconstruction were investigated. The simulations showed
that a single FPGA chip with external dynamic memory is aboutan order of a magnitude faster
than the PC system based on Intel Pentium 4 2GHz processor [6,7]. We showed that our
architecture is scalable for the reconstruction of the bigger volumes. We evaluated the hardware
architecture for different number of parallel processing elements. The speed-up of the hardware
architecture was obtained using theoretical and practical(simulation-based) calculations. The
influences of design parameters on the speed-up and on the scalability of the architecture were
analyzed.

1.4 Organization of the Thesis

This thesis is partitioned into the following chapters.

Chapter 2 presents an introduction to the field of computer tomography. It gives a basic
description of the Radon transform and states the inverse problem. Methods for solving the
inverse problem are described. We focus our discussion on the Filtered Backprojection, in
particular on the Feldkamp cone-beam backprojection algorithm.

Chapter 3 is devoted to the practical reconstruction algorithm. We present a precise descrip-
tion of the reconstruction algorithm, the computation flow and make an overview of the related
work.
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In Chapter 4 we provide a detailed formal description of the modifications in the reconstruc-
tion algorithm. We describe now the reconstruction using the hardware approach, e.g defining
the data flow between different memories and arithmetic units. We use parallelization and
scheduling of the computations. Finally, we formulate the reconstruction algorithm in terms of
the hardware modules.

Chapter 5 presents a detailed specification of the parameterized hardware architecture based
on the formal description. We describe an implementation that performs all steps of the re-
construction from cone-beam projections: filtering of the projection data, on-line geometry
computations and backprojection.

Finally, in Chapter 6 we evaluate our design and discuss the results of the implementation in
Xilinx FPGA. The choice of the architecture parameters and the results of the simulations are
given.



Chapter

2
Computer Tomography

In this chapter the basics of Computer Tomography reconstruction, i.e. the Radon transform and
its inverse, will be discussed. We restrict this discussionto the standard problem of the recon-
struction of functions from line or plane integrals. Non-standard situations, such as incomplete
projections data, unknown orientations, local tomography, etc. are not dealt with.

We use the two-dimensional parallel-beam geometry to explain the Radon transform of
the density function. The inverse problem will be discussedpresenting different image re-
construction algorithms and comparing their features. We explain the choice of the Filtered
Backprojection algorithm for our further work and describethis algorithm here. At the same
time we present the discrete version of this algorithm. Introduction to Radon transform and its
applications can be found in Dean’s book [1]. Detailed description of the CT reconstruction
from projections, different methods and techniques can be found in Herman [2], Natterer [3],
Louis [4] and Kak and Slaneley [5] books and in Toft’s PhD thesis [22].

2.1 Introduction and Definitions

In this part we will discuss the tomography experiment, introduce the notation and define the
Radon transform.

In many applications, it is necessary to determine the distribution of some physical prop-
erties of an object (e.g. density, absorption coefficient).The value of the line integral of such
a distribution can in certain cases be deduced from appropriate physical measurements. A set
of line integrals corresponding to a particular angle of view is said to be a “projection” of the
object. A finite number of such projections taken at different angles allows us to reconstruct an
estimated image of the original object. Computed Tomography (CT) is a technique for imaging
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Figure 2.1: Principle of the tomography experiment: projections of an object densityf (x,y) are
taken by measuring a set of electron beam rays for a number of different angles.

cross-sections of an object, placed between the X-ray source and the detector, using a series of
X-ray measurements taken from different angles as shown on Figure 2.1.

Definition 1. The density function f:
�
×
�
→
�

maps the coordinates of an object(x,y) to
the density values f(x,y). Outside the object f(x,y)≡ 0 holds.

We introduce the vector notation off (x,y): f (~r) with~r ∈
�2 and(x,y) ≡~r. Through this

part we will use both these notations.
Consider Figure 2.2. The intensity of the rayL from the X-ray source to the detector is

attenuated by the object. If the initial intensity isI0 and the intensity of the rayL after the object
is I , the attenuation formula is given by

I = I0 ·e
−

∫

L f (x,y)dL. (2.1.1)

We obtain the line integral value of the object function as

ln
I0
I

=
∫

L
f (x,y)dL (2.1.2)

using relative attenuationI0/I . Hence, the X-ray measurements can be considered as line-
integral values using (2.1.2).
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Figure 2.2: Attenuation of the ray intensity.

Equation (2.1.2) describes an ideal situation, when the incoming intensity is attenuated only
by the object (by definition the densityf (x,y) outside the object is equal to zero). In practice
this equation changes to an approximation due to such effects e.g. as detector sensitivity and
beam-hardening. Nevertheless, for the purpose of discussing the reconstruction algorithm this
is a widely accepted model [1, 2, 5].

There are different scanning geometries, which are depicted in Figure 2.3. In all of them,
the object is fixed in the vertical direction. Projections are taken using two similar techniques.
The first method is to fix the object and to rotate the “source-detector” system in horizontal
plane. The second method is to fix the “source-detector” system and to rotate the object in
horizontal plane. The first two pictures ((a),(b)) present two different two-dimensional (2D)
cases. Parallel-beam projection is assumed to be a common geometry for the mathematical
model presented below. Fan-beam geometry, showed on Figure2.3(b), is another possibility of
projecting, where the line integrals are measured along fans. This geometry is a more complex
case, where e.g. spacing between rays must be taken into account. The 3D analogous to fan-
beam is cone-beam (Figure 2.3(d)), which is widely used in CT.

Another type of CT geometry, widely used in medical applications, is helical scanning [23].
In this geometry the object changes it vertical position during rotation. We will not discuss this
type of CT experiment here.

By φd we denote the angle between thex-axis and the normal vector from the origin to the
ray L. We call this angle a projection angle. This angle changes from 0 to 2π, i.e. the object is
scanned from all sides. Byp we denote the distance from the origin to the rayL, i.e. every ray
is defined by the pair(p,φd). A projection is formed by combining a set of line integrals for all
rays for the fixed projection angleφd (see Figures 2.1 and 2.4).

Definition 2. The functionf̌ :
�
× [0,2π)→

�
maps the coordinates(p,φd) to the correspond-

ing line integral values.

2.2 Radon Transform

The Radon transform introduces the appropriate mathematical formalism for solving a large
class of practical problems, which relate to reconstructions from projections. Assume some
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Figure 2.3: Different CT geometries: (a) parallel-beam and(b) fan-beam in 2D space, (c)
parallel-beam and (d) cone-beam in 3D space.
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physical probe capable of introducing projections, that approximate a cumulative measurement
of some internal structure property of an object. This expresses as

physical probe acts ondistribution =⇒ projection

and corresponds in the case of Radon transform to

Radon transform acts onf (x,y) =⇒ f̌ (p,φd).

A complete determination of̌f requires all measurements (projections) for all angles. Inappli-
cations thephysical probe can be X-rays (non diffracting radiation), gamma-rays, microwaves,
sound waves, etc. And these probes are used to obtain information about the wide range of
internal distributions: different attenuation coefficients, densities, isotope distributions, radar
brightness distributions, electron momentum in solids, etc. References to different applications
of Radon transform are given in e.g. [2, 24].

We use the 2D parallel-projection geometry as an example to define the Radon transform.
For the analyses we will use Dirac delta functionδ(x), which is defined as

δ(x) = 0 if x 6= 0 and
∫ ∞

−∞
δ(x)dx = 1. (2.2.1)

The properties of the delta function can be found in AppendixA.
The 2D geometry with~r ∈

�2 is depicted on Figure 2.4. Vector~ξ is a unit vector normal to
the projection beam and defined as follows

~ξ = (cos(φd),sin(φd)).

Consider the rayL in the projection beam. The distance from the rayL to the origin isp
(Figure 2.4(b)). The arbitrary point(x,y)≡~r is on the ray iff

~r ·~ξ = p (2.2.2)

holds.
By R we denote an operator of the Radon transform

f̌ = R f .

The Radon transform of a functionf (x,y) is defined as a line integral off for all linesL defined
by the parametersφd andp

f̌ (p,φd) = R f (x,y) =
∫

L
f (x,y)dL. (2.2.3)

Using Dirac delta function (2.2.1) and

p =~r ·~ξ = x·cos(φd)+y·sin(φd)
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Figure 2.4: 2D experiment geometry. Coordinate system of the object is(x,y). Figure (b)
depicts the coordinates in 2D space used to define Radon transform.

we rewrite Equation (2.2.3) as

f̌ (p,φd) =

∫ ∞

−∞

∫ ∞

−∞
f (x,y) ·δ(x·cos(φd)+y·sin(φd)− p)dxdy

=

∫ ∞

−∞
f (~r) ·δ(~r ·~ξ− p)d~r. (2.2.4)

In 3D the Radon transform of the density functionf (x,y,z) is explained using integral plane
and a normal vector to it. In this case the Radon transform of the 3D density function is pre-
sented by the functioňf of 3 parameters: coordinate system of the detector(p,z) and a projec-
tion angleφd. Detailed description of the CT experiment geometries and the properties1 of the
Radon transform are described in [2, 3, 5, 22, 24, 25].

2.3 Central-Slice Theorem

One of the important properties of the Radon transform is itscorrespondence to the Fourier
transform. This results incentral-slice theorem2 [3, 5, 24, 26] which will be formulated and

1Linearity, Symmetry, Shifting, etc.
2Another name of this theorem is“Fourier slice theorem”
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discussed here. The reconstruction methods, that will be described in the following sections,
base on this Central-slice theorem.

By (u,v) we denote Cartesian coordinates and by(q,φd) polar coordinates in the 2D Fourier
space. The following equations hold

{

u = q ·cos(φd)
v = q ·sin(φd).

Using∼ sign we denote the functions in the Fourier space. ByFn : f 7→ f̃ we denote the
operator of n-dimensional (nD) direct Fourier transform ofthe nD function f , and byF −1

n :
f̃ 7→ f the operator of the nD inverse Fourier transform. Here we will use only the 1D (F1) and
the 2D (F2) transforms and their inverses.

Consider functionsg(x) andg(x,y) that are absolutely integrable3 on (−∞,∞) [24]. Then
the 1D directF1g(x) and inverseF −1

1 g̃(x) Fourier transforms are the functions given by

g̃(u) = F1g(x) =

∫ ∞

−∞
g(x)e−2πıxudx (2.3.1)

g(x) = F −1
1 g̃(u) =

∫ ∞

−∞
g̃(u)e2πıxudu. (2.3.2)

For the functiong(x,y) we define 2D directF2 and 2D inverseF −1
2 Fourier transforms as

g̃(u,v) = F2g(x,y) =

∫ ∞

−∞

∫ ∞

−∞
g(x,y)e−2πı(xu+yv)dxdy (2.3.3)

g(x,y) = F −1
2 g̃(u,v) =

∫ ∞

−∞

∫ ∞

−∞
g̃(u,v)e2πı(xu+yv)dudv. (2.3.4)

For the function defined in Cartesian coordinates(x,y), its Fourier transform will be in
Cartesian coordinates(u,v) respectively. We perform 1D direct Fourier transform of a function

f̌ (p,φd) of the variablep and obtain the functioñ̌f (q,φd) with polar coordinates(q,φd)

˜̌f (q,φd) = F1 f̌ (p,φd).

Definition 3. By a slice in polar coordinates(q,φd) we mean a ray through the origin with
angleφd.

Theorem 1. The 1D direct Fourier transform of a projectioňf (p,φd) of the variable p for a
fixedφd is a slice with angleφd of the 2D direct Fourier transform of the function f(x,y)

f̃ (q ·cos(φd),q ·sin(φd)) = ˜̌f (q,φd). (2.3.5)

The proof of this theorem is given in Appendix B.

The central-slice theorem holds only for the parallel-beamgeometry. For the fan-beam pro-
jection geometry the projection data must be re-sorted (“rebinning” technique) into the equiva-
lent parallel-beam projection data [5, 27, 28]. For furtherreading about different geometries of
the Radon transform (e.g. fan-beam geometry, helical scanning) refer to [2, 5, 23].

3i.e.
∫ ∞
−∞ |g(x)|dx < ∞ and

∫ ∞
−∞

∫ ∞
−∞ |g(x,y)|dxdy< ∞
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2.4 Inverse Radon Transform

By the termimage reconstructionor simplyreconstructionwe mean the process of forming an
object image from its X-ray projections applying some algorithm.

The main aim of the Computed Tomography is the reconstruction of the object density
f (x,y) from the logarithmic projection data (2.1.2). It is formulated as follows:

f̌ = R f
find the density f(x,y) using known values of thěf (p,φd) φd ∈ [0,2π).

This is a well known mathematical inverse problem, and thereexists an analytic solution, known
as Radon’s inversion formula [3, 4, 29]. It is not used directly in practice for several reasons.
Inversion formulas (like Radon inverse formula) do not exist in all cases, e.g. when mathemati-
cal model involves weighted line integrals. However if the explicit inversion is possible, it is not
evident how one can turn this analytic formula into applicable and efficient algorithm, facing a
lot of problems concerning e.g. discretization and sampling.

In practice, the Radon valuešf (p,φd) are discrete and they are obtained for a finite number
of projection angles. Rich mathematical apparatus is used to perform the density reconstruction
from the discrete detector measurements, including Fast Fourier Transform, different interpola-
tions, filtering using special functions, decompositions of the reconstruction, etc. The goal of
this part is to present an overview of some reconstruction techniques without detailed formal
description. Comparing all features of these methods we will pick the optimal method of the
image reconstruction, formulate a practical algorithm anddescribe it in continuous and discrete
forms.

There are different types of reconstructed algorithms, which can be divided into two primary
classes:analytic reconstruction techniques(transformation methods) anditerative reconstruc-
tion techniques(algebraic methods).

2.5 Analytic Reconstruction Techniques

These types of reconstruction methods are based on the Central-slice theorem (2.3.5) and em-
ploy different transformations, convolution, interpolations, etc., which are applied to the dis-
crete projection values.

Analytic reconstruction methods can be subdivided into thefollowing major classes4:

- Fourier based reconstruction methods, and

- Filtered Backprojection (FBP) methods.

4Another classification of analytic reconstruction techniques can be found in the work by Wanget. al. [30];
methods are divided into exact and approximate.
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2.5.1 Fourier Based Reconstruction Methods

Fourier based reconstruction methods (or Direct Fourier methods) are direct applications of the
Central-slice theorem (2.3.5). If we apply the 1D Fourier transform to the Radon datǎf (p,φd)
from the parallel-beam projections we get a 2D Fourier transform of the density functionf (x,y)
as stated by the Central-slice theorem.To reconstruct the density function f(x,y) we apply the
inverse Fourier transformas

f (x,y) = F −1
2 f̃ (q ·cos(φd),q ·sin(φd))

= F −1
2 F1 f̌ (p,φd). (2.5.1)

But in practice an implementation of the Equation (2.5.1) for discrete values faces a problem,
namely the Central-slice theorem gives samples on a polar grid (q,φd) while the standard in-
verse Fourier transform requires data placed on a rectangular (Cartesian) grid(u,v). Hence,
resampling to a 2D Cartesian grid is necessary. Interpolation results in such artifacts as blurring
and ringing, and leads to obscuring and distorting of the reconstructed image.

The artifacts can be reduced, applying such technique as gridding, which was proposed
by O’Sullivan [31]. In this work the optimal gridding function was presented, and successful
results were obtained when applied to the reconstruction.

Another method, called linogram method, was shown in [32]. The inversion of the Fourier
data was accomplished by, first, applying thez-transform [24] and then computing the Fourier
transform.

For additional information about Fourier based reconstruction methods, their modifications
and applications, refer to [33, 34, 35].

The so-called “Fast image reconstruction techniques” are based on the Fourier or FBP al-
gorithms and use different mathematical methods for the reconstruction from projections. The
family of 2D domain decomposition algorithms [36, 37] and cone-beam reconstruction algo-
rithms [38, 39] are based on a common principle.It uses the hierarchical decomposition of the
linear integral in a given direction into shorter line integral in the same directioncalled “links”
or “segments”. Adjacent “links” are added up to create a “link” of double length. For grid size
N the complete line integrals are available after log2N such doubling steps. Such reconstruc-
tion techniques use different interpolation methods, e.g.linear, nearest-neighbor; the accuracy
of these methods and computational complexity are stronglydependent upon the specific inter-
polation schemes employed in the projection aggregation scheme. Extensive error analyses are
done in work [40] for the multilevel domain decomposition algorithm. In this work the authors
determine the correspondence of the reconstruction error to the variation of different parameters
of their decomposition scheme and filtering kernels.

2.5.2 Filtered Backprojection Algorithm

Filtered Backprojection (FBP) is a frequently used algorithm for the reconstruction in CT. This
algorithm is essentially a straightforward implementation of the inverse Radon transform for-
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Figure 2.5: Illustration to projection and backprojectionin 2D case.

mula. The quality of the reconstructed image is high, but this algorithm has high complexity.
This is an intuitively simple algorithm:the projection values are backprojected or “smeared
back” along the line, that produced exactly that projectionvalue(Figure 2.5).

Here we present the derivation of the FBP in 2D parallel-beamgeometry. Letf̃ (u,v) be a
Fourier transform of the projection datǎf (p,φd) (refer to Central-slice theorem (2.3.5)). We
obtain f (x,y) using the definition of the 2D inverse Fourier transform

f (x,y) = F −1
2 f̃ (u,v) =

∫ ∞

−∞

∫ ∞

−∞
f̃ (u,v)e2πı(ux+vy)dudv.

This can be rewritten using(u,v) = (qcos(φd),qsin(φd)) and dudv = qdqdφd, as

f (x,y) =

∫ 2π

0

∫ ∞

−∞
f̃ (qcos(φd),qsin(φd))e

2πıq(xcos(φd)+ysin(φd))qdqdφd. (2.5.2)

The Equation (2.5.2) can be split into two consideringφd, first, from 0 toπ, then fromπ to 2π,

f (x,y) =

∫ π

0

∫ ∞

0
f̃ (qcos(φd),qsin(φd))e

2πıq(xcos(φd)+ysin(φd))qdqdφd

+
∫ π

0

∫ ∞

0
f̃ (qcos(φd +π),qsin(φd +π)) ·

e2πıq(xcos(φd+π)+ysin(φd+π))qdqdφd (2.5.3)

and, because

cos(φd +π) =−cos(φd) and sin(φd +π) =−sin(φd),
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we obtain

f (x,y) =

∫ π

0

∫ ∞

0
f̃ (qcos(φd),qsin(φd))e

2πıq(xcos(φd)+ysin(φd))qdqdφd

+

∫ π

0

∫ ∞

0
f̃ (−qcos(φd),−qsin(φd)) ·

e2πı(−q)(xcos(φd)+ysin(φd))qdqdφd.

Next, changing the integration limits(∞,0) to (0,−∞) in the second integral, we write

f (x,y) =
∫ π

0

∫ ∞

0
f̃ (qcos(φd),qsin(φd))e

2πıq(xcos(φd)+ysin(φd))|q|dqdφd

+
∫ π

0

∫ 0

−∞
f̃ (qcos(φd),qsin(φd))e

2πıq(xcos(φd)+ysin(φd))|q|dqdφd

=
∫ π

0

∫ ∞

−∞
f̃ (qcos(φd),qsin(φd))e

2πıq(xcos(φd)+ysin(φd))|q|dqdφd.

(2.5.4)

Let’s introduce two replacements for the simplification of (2.5.4):

1. s= xcos(φd)+ysin(φd), and

2. the functionWφd :
�
→
�

which is expressed as

Wφd(s) =
∫ ∞

−∞
f̃ (qcos(φd),qsin(φd))|q|e

2πıqsdq. (2.5.5)

Now using this simplified notation we rewrite the Equation (2.5.4)

f (x,y) =

∫ π

0
Wφd(xcos(φd)+ysin(φd))dφd. (2.5.6)

Equation (2.5.6) describes the backprojection for the 2D parallel-projection geometry. The
termWφd(s), given by the Equation (2.5.5), represents so called filtering operation, where the
filter is given in Fourier space by|q|. ThereforeWφd(s) is called a “filtered projection” (projec-
tion angleφd) and the Equation (2.5.6) is called the Filtered Backprojection. In section 2.8.2
we present the technique, which avoids the interpolation off̃ from polar to Cartesian grid.

One can see that the integration limits forφd are from 0 toπ. This holds only for the parallel-
beam geometry, because due to the even property of the delta function f̌ (−p,φd) = f̌ (p,φd+π),
i.e. this two points are situated on the same ray with angleφd. For fan-beam and cone-beam
projections this does not hold [5, 25]. To reconstruct the density f (x,y) the projections for all
anglesφd ∈ [0,2π) must be obtained.

Figure 2.6 presents the reconstruction from the parallel-beam projections of the Shepp-
Logan phantom [41] using Filtered Backprojection. The reconstruction was obtained using
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Figure 2.6: Reconstruction of the Shepp-Logan phantom using parallel-beam projections. (a) 8,
(b) 16, (c) 64 and (d) 128 projections respectively. Figuresfrom the reconstructions are obtained
using the program CTSim [42].
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open-source software CTSim [42]. This figure visually demonstrates the reconstruction using
different number of backprojection steps.

The formula for the 2D parallel-beam FBP is used only to demonstrate the backprojection
technique. In applications where the real X-ray source has cone-beam radiation, some practice
formulas, similar to (2.5.6) must be used. The formula for the reconstruction of the density
function f (x,y,z) from its cone-beam projections will be presented in section2.8.

2.6 Iterative Reconstruction Techniques

Iterative reconstruction methods use algebraic approaches and involve matrix inversion or iter-
ative approximations. The inverse problem is presented as aset of linear equations: every pixel
of the reconstructed image has its own weighting coefficientand the sum of all elements gives
the value of the line integral (projection value) for one rayof the projection.The goal of the iter-
ative technique is to find the solution, that represents the closest approximation to the function
from which the projections were obtained.The reconstructed image is found iteratively solving5

the system of equations (for all rays for all projections). The values of the reconstructed density
are corrected every iteration using a heuristic formula.

There are several different types of iterative reconstruction techniques, that differ in the
sequence in which the corrections are made during each iteration step:

- Algebraic Reconstruction Technique (ART) [5, 43, 44, 45],

- Simultaneous Iterative Reconstruction Technique (SIRT)[43, 44],

- Simultaneous Algebraic Reconstruction Technique (SART)[5, 46].

Further descriptions of the ART methods and their practicalimplementation examples can be
found in [5, 47, 48, 49].

2.7 Comparison of Different Methods

A lot of review works, e.g. [2, 5, 29, 50], include comparisons of the different methods and their
variations. The conclusions in these works are dependent onthe nature of the reconstructed data
and particular implementation features. There is no answerwhat method is the best; it is likely
that different methods are better for different applications.

In terms of speed and accuracy, Filtered Backprojection is preferable than other meth-
ods [30] and may produce better spatial/contrast resolution6. Another reason is that this re-
construction technique is more practical; it is straightforward to implement and has internal

5using e.g. an iterative scheme proposed by Kaczmarz (1937) to solve the system of equations
6for the image quality discussion of the reconstruction algorithms refer to Wang’s chapter “Computerized

Tomography” in [50] pp.8-24.
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parallelism: every “filtered projection” (2.5.5) can be computed independently for every pro-
jection angle. Thus, in practice, the backprojection process can start during the measurement of
the projections.

On the other hand, Fourier methods are not so straightforward and the interpolation step
requires a large number of computations to avoid the introduction of artifacts into the recon-
structed image.

The domain decomposition algorithms are very prospective and have good results in op-
timizing the backprojection. Notable speed up was reportedin [36, 37], but currently these
algorithms are under study to obtain error bounds and suitable mathematical models.

Compared to analytic methods the iterative reconstructiontechniques are slow, because sev-
eral iterations are used to obtain the suitable reconstruction result. However, iterative methods
can obtain an optimal image in cases of noisy or incomplete detector data in real applications,
where the analytic methods have great artifacts.

The complexity of the reconstruction algorithms can be measured in terms of the reconstruc-
tion grid sizeN. Normally, the grid size is equal to the number of detector pixelsN in one row,
so the total number of pixels in reconstructed image isN2 for 2D case andN3 for 3D case. The
backprojection algorithm has complexityO(N3) for 2D case (O(N4) for 3D case) with the num-
ber of projections inO(N). The main advantage of the Fourier based reconstruction method is
that no step of the algorithm requires more thanO(N2 log2N) calculations for 2D case. Domain
decomposition algorithms report to have the same as Fourier-based reconstruction complexity
for 2D image reconstruction, but they also require interpolation steps.

Also, the development of reconstruction algorithms is still very lively, because the new
applications of CT arise almost daily and each one presents new challenges to the algorithm
developers and numerical analyst scientists.

2.8 Filtered Backprojection in Detail

In the previous section we derived a set of continuous equations for the reconstruction of den-
sity function from a set of parallel projections using FBP technique. However, the infinite
continuous equations for FBP can not be applied to the image reconstruction in practice for the
following reasons:

- there can not be an infinite number ofφd projection angles, i.e.φd will be discrete;

- the resolution of the tomography system is limited becauseof the finite geometrical size
of the detector elements.

2.8.1 Discrete Variables and Functions

While the theoretical understanding of image reconstruction requires continuous mathematics,
the practical implementation bases only on discrete variables. Most continuous variables there-
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fore must be converted to the corresponding discrete indexed variables.

From now on we will use the following notation for the intervals of the integer variables:

[0 : K]�≡ [0,K]∩
�
∀K ∈

�
.

Definition 4. The number of projection angles isφdmax and the projections are sampled with
radial interval∆φd.

Let iφ ∈ [0 : φdmax−1]� be a counter for the projections. Using Definition 4, obviously, we
have

φdi = iφ ·∆φd, ∆φd =
2π

φdmax
, iφ ∈ [0 : φdmax−1]�. (2.8.1)

Suppose the projections contain no frequencies greater than a maximum frequencyQ, i.e.
the projections in Fourier space do not contain any energy outside frequency interval(−Q,Q).
Hence, data is sampled with interval

d =
1

2Q
(2.8.2)

which is known as Nyquist condition7 [5, 24].
In the 2D experiment geometry the detector is presented by a line of elements (similar

name: “a row of detector pixels”). Assume that the number of pixels is N, whereN is even.
Thus, every projection will haveN sample values, taken with intervald counting from center of
leftmost detector element.

By xd ∈ [0 :N−1]�we denote a counter inside the detector row. The coordinate of sampling
point px is

px = (xd−N/2+0.5) ·d, xd ∈ [0 : N−1]�, (2.8.3)

where addition of 0.5 shifts the position of the sampling point to the center of the detector
element8. Thus, with(px,φdi) we define the discrete point with the positionpx on the projection
under angleφdi .

Definition 5. The discrete function

Pd : [0 : N−1]�× [0 : φdmax−1]�→
�

maps(xd, iφ) to the discrete values of the functionf̌ (px,φdi)

Pd(xd, iφ) = f̌ (px,φdi).

We approximate the continuous integral equations using thefollowing rules:

7or the sampling theorem in signal processing: an analog signal waveform may be uniquely reconstructed,
without error, from samples taken at equal time intervals. The sampling rate must be equal to, or greater than,
twice the highest frequency component in the analog signal.

8we assume that the elements of the detector are close together



20 CHAPTER 2. COMPUTER TOMOGRAPHY

- if Nt is a number of samples of angleΘ ∈ [0,2π), then the integral can be written using
discrete variableΘt as

∫ 2π

0
. . . f (Θ) . . .dΘ −→

2π
Nt

Nt−1

∑
t=0

. . . f (Θt) . . .

- if Nk is a number of points in the interval[a,b] and∆r = (a−b)/Nk, the integral froma
to b with continuous variabler can be written using discrete variablerk as

∫ a

b
. . . f (r) . . .dr −→ ∆r

Nk−1

∑
k=0

. . . f (rk) . . .

2.8.2 Filtering

Filtering is one of the important parts in the FBP. A lot of papers are devoted to filtering, dis-
cussing different filter functions, their impact on image quality and implementation of filtering.
In this section we derive filtering formulas and discuss different filter types.

We rewrite the filtering projection (2.5.5) using the Central-slice theorem (2.3.5) as

Wφd(s) =
∫ ∞

−∞
f̃ (qcos(φd),qsin(φd))|q|e

2πıqsdq

=

∫ ∞

−∞

[

∫ ∞

−∞
f̌ (p,φd)e

−2πıqpdp

]

|q|e2πıqsdq

=
∫ ∞

−∞

∫ ∞

−∞
f̌ (p,φd)|q|e

2πıq(s−p) dpdq. (2.8.4)

Let h :
�
→
�

be the function9 that expresses the inverse Fourier transform of the function
|q|

h(w) = F −1
1 (|q|) =

∫ ∞

−∞
|q|e2πıqwdq. (2.8.5)

Using functionh(w) with w= s− p we change the Equation (2.8.4) and obtain the final formula

Wφd(s) =
∫ ∞

−∞
f̌ (p,φd)h(s− p)dp (2.8.6)

which is, by definition, a convolution (∗) of two functions,f̌ (s,φd) andh(s).

Wφd(s) = f̌ (s,φd)∗h(s) (2.8.7)

Thus, in order to obtain the filtered projectionWφd the projection data must be convolved with
the functionh(w). This convolution avoids the set of complex operations for FBP algorithm:

9in literature this function is called sometimes akernel
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Figure 2.7: Ideal Ramp filter|q| by Ramachandran and Lakshminarayanan. (a) Frequency
domain, (b) discrete functionh(kd) from Equation (2.8.10).

the 1D Fourier transform of the projection data and the following interpolation from polar to
Cartesian grid.

Here we present some generally accepted approximations10 [2, 3, 5, 41, 51, 52] to the func-
tion h(w) given by (2.8.5). When the projections have highest frequency Q, the functionh(w)
can be expressed as

h(w) =
∫ Q

−Q
|q|e2πıqwdq

= Q2(2 ·sinc(2πwQ)−sinc2(2πwQ)). (2.8.8)

where sinc(x) = sin(x)/x. Usingd = 1/(2Q) we obtain

h(w) =
1

2d2sinc(
πw
d

)−
1

4d2sinc(
πw
2d

) (2.8.9)

Since the projection data is measured with a sampling interval of d, the functionh(w) need to be
known only with the same sampling interval. The samplesh(kd) with k∈

�
are given by [51]

h(kd) =







1/(4d2) k = 0
0 k even
−1/(kπd)2 k odd.

(2.8.10)

This filter, presented on Figure 2.7, is called the Ramachandran and Lakshminarayanan filter.

10the function|q| is not absolutely integrable on(−∞,∞)
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The samples of the filtering function are frequently called“taps” or “filtering coefficients”.
The number of taps can be variable up toN for the case of filtering the detector row withN
elements. This number of taps influences the speed and the quality of filtering in the practical
applications.

The common weakness of the reconstruction algorithms is that the projection data are im-
plicitly assumed to be noise-free (theoretically, the function is reconstructed from projections
that contain no noise). However, in practice, one need to take into account the noise of the
detector, the quantization (sampling) errors, etc. For this purpose, there is a need to develop
such special filter functions, that are less sensitive to noise. Shepp and Logan modified the
Ramachandran’s filter function (2.8.10) and proposed one ofthe low noise filter functions [41],
that in discrete form is given by

h(kd) =

{

4/(πd2) k = 0
−4/(πd2(4k2−1)) k∈ {±1,±2,±3, . . . .}

(2.8.11)

These discrete filter functions ((2.8.10) and (2.8.11)) arecommonly used in CT applica-
tions. Other filter functions as Hamming, sinc, cosine and exponential are also used in CT for
different purposes. An extensive study on filter functions for tomography have been made in the
works [52, 53]. All these filters have different impact on theimage reconstruction, e.g. presence
of noise. The “goodness” of a filter depends on what we are looking at: some filters have bad
results in places, where sharp peaks occur on projection, some filters can be noisy in general.
Thus, a priori information must be used to select the suitable filter function in real applications
of CT.

Definition 6. The discrete function

Wd : [0 : N−1]�× [0 : φdmax−1]�→
�

maps(xd, iφ) to the discrete filtered projections

Wd(xd, iφ) = Wφdi
(px). (2.8.12)

Using definitions of the discrete functions and variables wewrite the convolution (2.8.7) in
discrete form (withN taps filtering functionh())

Wd(xd, iφ) = Wφdi
(px) = d

N−1

∑
k=0

Pd(k, iφ)h(xdd−kd), xd ∈ [0 : N−1]�. (2.8.13)

2.8.3 Feldkamp Reconstruction Algorithm

Here we present a practical algorithm for 3D cone-beam reconstruction. This is generalized
version of 2D fan-beam reconstruction [2, 5, 54, 55] and based on analyzes presented in the
work of Feldkampet.al. [18].

The principle of Feldkamp reconstruction algorithm is based on the following assumptions:
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Figure 2.8: Introduction of virtual detector makes description of Feldkamp algorithm more
simple.

- point X-ray sourceS,

- plane detector,

- reconstructed object is presented by rectangular volume elements “voxels”,

- experiment geometry: “source-detector” system is fixed and the object is rotated around
the vertical axis inside the cone-beam from source,

- the object is situated completely inside the cone-beam.

For the theoretical purposes it is more efficient to assume existence of a virtual (imaginary)
detector, which is placed in the center of reconstructed object parallel to the real detector Fig-
ure 2.8. The virtual detector can be obtained using geometrical scaling.

Consider the geometry of the reconstruction depicted on Figure 2.9. The distance from X-
ray source to the pointO (center of the object) isSO. The coordinate system of the reconstructed
object is(x,y,z) and it is fixed. The rotated coordinate system is(p, t,z), which is connected to
the(x,y,z) in the following way (z axis is the same)

{

p = x·cos(φd)+y·sin(φd)
t = −x·sin(φd)+y·cos(φd).

(2.8.14)

The coordinate system of the virtual detector is(p,z).
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Figure 2.9: Cone-beam reconstruction. X-rayL from sourceSgoes through element of volume
~r (point A) and intersects detector at position[p(~r ),z(~r )]. The coordinate system of the virtual
detector is(p,z).
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Consider a pointA in the object given by the vector~r = (x,y,z). The rayL goes through this
point and hits the virtual detector at the position[p(~r ),z(~r )]. A projection of the vector~r onto
the(p, t) plane is the vector~rt p, onto the(t,z) plane is the vector~rtz.

Consider the two trianglesSOPandSCAon Figure 2.9(b). These triangles are similar, thus
we can write

SO

SO+OC
=

OP

CA
=⇒ OP=

SO·CA

SO+OC
. (2.8.15)

UsingOC =~r ·~t, CA=~r ·~p andOP= p(~r) we obtain the first component of the intersection
point

p(~r ) =
SO· (~r ·~p)

SO+~r ·~t
(2.8.16)

The triangles on Figure 2.9(c),SOJandSCA, are also similar, hence

SO

SO+OC
=

OJ

CA
=⇒ OJ=

SO·CA

SO+OC
. (2.8.17)

UsingCA=~r ·~z, OC=~r ·~t andOJ = z(~r ) we write

z(~r ) =
SO· (~r ·~z)

SO+~r ·~t
. (2.8.18)

Definition 7. The function P3D :
�
×
�
× [0,2π)→

�
maps the coordinates(p,z,φd) to the

values of Radon transform of the density function f(x,y,z).

The Feldkamp Filtered Backprojection of thef (x,y,z) density reconstruction is expressed
as follows11

f (x,y,z) =
1

4π2

∫ 2π

0

{ SO
2

(SO+~r ·~t )2

∫ ∞

−∞

[ SO
√

SO
2
+ p2 +z2

·P3D(p,z(~r ),φd) ·

∫ ∞

−∞
|q|e2πıq(p(~r )−p)dq

]

dp
}

dφd (2.8.19)

In Equation (2.8.19) the terms

SO
2

(SO+~r ·~t )2
and

SO
√

SO
2
+ p2 +z2

(2.8.20)

are weighting coefficients, used to express the contribution of the pointA into the projection
valueP3D(p,z(~r ),φd).

The Feldkamp reconstruction formula (2.8.19) holds only for the circular scanning orbit (X-
ray source and detector are fixed and the inspected object rotates without changing its vertical
position).

11We present here only the final formula without a proof. The derivations are given in original work [18].
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There exist different modifications of the Feldkamp algorithm. Some of them are general-
ized Feldkamp formulas for different scanning geometries,which can be found in [30, 54, 55].
The error analyzes of the generalized Feldkamp algorithm with variable parameterization of
the reconstruction were reported in [56]. This work was supplemental to previous works on
the Feldkamp FBP algorithm, and showed (using simulations)that the generalized Feldkamp
reconstruction is not sensitive to noise in the input data and allows accurate reconstruction.

2.8.4 Discrete FBP Algorithm

Let’s present the discrete interpretation of the Feldkamp algorithm (2.8.19). In 3D geometry,
when detector hasN rows with N elements, every detector row is addressed withyd ∈ [0 :
N−1]�. Thus the coordinates of the sampling points in the detectorusing (2.8.3) will be

{

px = (xd−N/2+0.5) ·d, xd ∈ [0 : N−1]�
zy = (yd−N/2+0.5) ·d, yd ∈ [0 : N−1]�

(2.8.21)

where addition of 0.5 shifts the sampling point to the center of the detector element.

Definition 8. The discrete function

Pd3D : [0 : N−1]�× [0 : N−1]�× [0 : φdmax−1]�→
�

maps(xd,yd, iφ) to the discrete values of the 3D projection P3D(px,zy,φdi)

Pd3D(xd,yd, iφ) = P3D(px,zy,φdi). (2.8.22)

Assume that the reconstructed object has a discrete coordinate system(xO,yO,zO), where
xO ∈ [0 : N−1]�, yO ∈ [0 : N−1]� andzO ∈ [0 : N−1]�. The originO of the reconstructed
object has coordinates(N/2,N/2,N/2).

Now we transform the terms of the Equation (2.8.19) to the discrete form setting~r =
(xO,yO,zO) and using







~r ·~p = xO ·cos(φdi)+yO ·sin(φdi)
~r ·~t = −xO ·sin(φdi)+yO ·cos(φdi)
~r ·~z = zO.

(2.8.23)

First, using discrete variables, the weighting coefficients are now expressed as

SO
2

(SO+~r ·~t )2
−→

SO
2

(SO−xO ·sin(φdi)+yO ·cos(φdi))
2
,

SO
√

SO
2
+ p2 +z2

−→
SO

√

SO
2
+ p2

x +z2
y

. (2.8.24)
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Second, the coordinates of the intersection[p(~r ),z(~r )] are now changed to integral values
using the following technique. Letpd andzd be the integer discrete functions, that define the
integral position of the intersection of the rayL through the voxel(xO,yO,zO) with the detector

pd(xO,yO, iφ) ∈ [0 : N−1]� andzd(xO,yO,zO, iφ) ∈ [0 : N−1]� ∀(xO,yO,zO, iφ).

These functions are expressed now using (2.8.16) and (2.8.18) as














pd(xO,yO, iφ) =
[

SO·(xO·cos(φdi)+yO·sin(φdi))

SO−xO·sin(φdi)+yO·cos(φdi)

]

int

zd(xO,yO,zO, iφ) =
[

SO·zO
SO−xO·sin(φdi)+yO·cos(φdi)

]

int

(2.8.25)

where the notation[·]int denotes rounding to integer value. Besides simple rounding, some
interpolation methods can be used to obtain the right intersection values(px,zy).

Now, using above-defined discrete variables and functions,and the definition of the discrete
filtering function (2.8.8), the Feldkamp reconstruction formula can be written as

f (xO,yO,zO) =
1

2πφdmax

φdmax−1

∑
iφ=0

{ SO
2
·d

(SO−xO ·sin(φdi)+yO ·cos(φdi))
2
·

N−1

∑
xd=0

( SO
√

SO
2
+ p2

x +z2
y

Pd3D(xd,zd(xO,yO,zO, iφ), iφ) ·

h(pd(xO,yO, iφ)d−xdd)
)}

. (2.8.26)

Defining the filtering functionWd3D(xO,yO,zO, iφ) as

Wd3D(xO,yO,zO, iφ) = d
N−1

∑
xd=0

Pd3D(xd,zd(xO,yO,zO, iφ), iφ) ·

h(pd(xO,yO, iφ)d−xdd)
SO

√

SO
2
+ p2

x +z2
y

(2.8.27)

we rewrite the continuous Equation (2.8.26) in discrete form

f (xO,yO,zO) =
1

2πφdmax

φdmax−1

∑
iφ=0

SO
2
·Wd3D(xO,yO,zO, iφ)

(SO−xO ·sin(φdi)+yO ·cos(φdi))
2
. (2.8.28)

As the number of voxels in the reconstructed object isN3 and for the real experiment the
number of projectionsφdmax is in O(N), the computational complexity of the Filtered Backpro-
jection algorithm isO(N4). The most computationally extensive step in FBP is the backpro-
jection, which must be performed for every voxel in the object for every projection. As it will
be shown in the next parts, the modifications of this algorithm make it possible to speed-up the
backprojection step.
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2.9 Conclusion

In this chapter we introduced the definitions and derived theformulas for the Radon transform
and for the reconstruction from projections. The overview of the reconstruction algorithms
gives comprehension of the reconstruction techniques. Forthe different cases of reconstruction
and application-specific features refer to above-mentioned literature. Filtered Backprojection
was chosen as the primary method for the reconstruction fromprojections. This method gives
good reconstruction results especially applying to non-destructive testing, despite the high com-
putational complexity. In section 2.8.4 the discrete version of the Feldkamp reconstruction al-
gorithm was presented. This algorithm will be used as basis for the practical algorithm, which
will be introduced in the next section.



Chapter

3
Rapid Practical Reconstruction

The reconstruction from projections has a lot of scientific applications. The constant expan-
sion of the tomographic applications leads to the continualimprovement of the reconstruction
algorithms and practical scanning methods. There are two main application fields of the CT:
medical applications and non-destructive testing (NDT). For both fields the problem of rapid
reconstruction is one of the most actual.

The clinical applications actively use the tomography and it became one of the most impor-
tant tools in the modern diagnostics. This application fielddiffers greatly from NDT. Positron
Emission Tomography (PET) and Single Photon Emission Tomography (SPECT) are applied
in the clinical diagnostics [57]. PET and SPECT use different methods for the reconstruction
from projections including Fourier and FBP reconstructionalgorithms.

The NDT requires practical CT reconstruction methods for the material testing [6, 58, 59]
where the CT can be seen as nondestructive microscopy, delivering cross sections. CT technique
provides testing of all kinds of materials and product control: welding joints, flaw detection,
density change, etc. Here, the FBP method suits for the big class of problems, providing the
fast and appropriate reconstruction results.

For higher profitability of the 3D CT technique in practical NDT applications the recon-
struction methods with the following features are required:

- an algorithm with reduction of artifacts and noise in the reconstructed image,

- small numerical costs of the reconstruction for a fast result output,

- the reconstruction should be done during the projections measurements,

- the reconstruction time must be smaller or comparable withCT experiment time in order
to visualize the results of the density reconstruction at the end of the measurements.
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The improvement of the current CT technique for NDT field can be done in the following
way:

- search for the modification of the FBP reconstruction algorithm in order to decrease the
reconstruction time,

- accelerate the implementation of the existing algorithm using the parallel processing tech-
nique,

- apply custom hardware design, that performs the reconstruction using FBP algorithm.

In this chapter we discuss the modification of the FBP algorithm for 3D cone-beam projec-
tions. This is a practical algorithm, that speed-up the reconstruction significantly. In section 3.2
the related work in the field of parallel processing will be described.

3.1 Cylindrical Algorithm

The analyses of the reconstruction algorithms and the practical experience in applications point
out the Feldkamp FBP algorithm, that gives the best results of the reconstruction in the NDT
applications. The Equation (2.8.28), presented in the previous chapter, can be directly imple-
mented on a PC (Algorithm 1).

Algorithm 1 Feldkamp Reconstruction Algorithm
initialize the 3D density volume
for projectioniφ = 0 toφdmax−1 do

for all voxels(xO,yO,zO) do
calculatepd(xO,yO, iφ) andzd(xO,yO,zO, iφ) (Equation (2.8.25))
calculateWd3D(xO,yO,zO, iφ) (Equation (2.8.27))
backproject the valueWd3D(xO,yO,zO, iφ) (Equation (2.8.28))

end for
end for

Our goal is to find the fast implementation of the FBP algorithm, applied to the NDT field.
The necessity of the modification and optimization of Algorithm 1 is based on the fact, that the
straightforward implementation of this algorithm for the real application is slow:

- the rotation of the whole reconstructed volume by the angleφdi is a highly time consum-
ing operation,

- all coordinates of the ray-detector intersection ((2.8.16), (2.8.18)) and weighting coeffi-
cients (2.8.20) must be calculated for all voxels for each projection angle.

All these operations are performed using floating-point arithmetic. Thus, for the rapid imple-
mentation on PC and in hardware, the number of complex operations (e.g. using floating-point
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numbers), performed for one voxel during the backprojection, must be minimized. The method,
that allows the minimization of floating-point calculations in the Feldkamp FBP algorithm, was
proposed in Fraunhofer Institute for non-destructive testing1 and was described in Buck’s PhD
thesis [59]. The Buck’s suggestion was to use the cylindrical coordinates in the Feldkamp al-
gorithm for the reconstruction from the cone-beam projections. This allows to simplify the
calculations and to compute all parameters for the reconstruction (weighting coefficients, coor-
dinates of the ray-detector intersection) only once, for the rotation angle equal to 0◦, and store
them in tables. The cylindrical coordinates allow to operate with the reconstruction volume
without use of transcendental functions and multiplication operations.

There are several tables that are used in the modified algorithm:

- the Volume Table,

- the Geometry Table,

- the Weighting Coefficients Table,

- the Filtered Projections Table.

In this section the construction of these tables will be described, and they will be used in the
modified FBP algorithm.

3.1.1 Reconstruction Coordinate System

During the reconstruction process the Cartesian grid of theobject is rotated around the z-axis
going from projectioniφ to iφ +1. Normally this (2.8.23) is done using two steps:

1. obtain the values of the transcendental functions with the discrete angleφdi of a projection
as an argument, and

2. multiply these values with thexO andyO values of the Cartesian coordinates.

In this case, to speed-up the rotation, the polar coordinates are preferable.
The FBP using the cylindrical grid does not introduce the artifacts in the reconstructed

image, as e.g. the Fourier reconstruction method. In the Fourier reconstruction the experiment
data is interpolated from the polar grid to the Cartesian andthis results in the artifacts in the
final image (section 2.5.1). Apart this, the Fourier reconstruction method cannot be directly
applied to the reconstruction from the cone-beam projections2. In the cylindrical algorithm the
final reconstructed density, placed on the cylindrical grid, can be interpolated to the Cartesian
grid with sufficiently small errors.

We introduce thecontinuouscylindrical coordinates(zOa, rOa,φOa) for the reconstruction
object. The whole volume is divided into discrete elements –voxels. The cylindrical volume
has the following parameters of the voxel distribution3:

1Fraunhofer Institut für Zerstörungsfreie Prüfverfahren (IZFP), Saarbrücken [60]
2only using “rebinning” technique [5]
3see section 3.1.7 for the formal definitions
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- zOmax is the maximal number of planes in the volume,

- rOmax is the maximal number of radial elements (circles) in one plane,

- φOmax is the maximal number of voxels, placed on a radial element ina plane,

and the following counters:

- planes counterzO ∈ [0 : zOmax−1]�

- radial elements counterrO ∈ [0 : rOmax−1]�

- angle counterφO ∈ [0 : φOmax−1]�.

With this notation the voxelA can be addressed with the discrete indices(zO, rO,φO), which are
used to access the values in tables, corresponding to this elementA.

3.1.2 Distribution of Voxels

Let’s discuss the parameters of the voxel distribution. If the detector row hasN elements, then
the region that can be reconstructed is not more thanN×N (Cartesian grid) [5, 25]. This is
due to the geometry resolution of the detector. All our derivations and conclusions about the
distribution will use the fact that the numberN is sufficiently large, e.g. more than 256 for the
real applications. The number of projections is always at most N, the increase provides the
better quality of the reconstruction image, but does not change the geometrical resolution. For
our discussions we assumeφdmax≤N.

In spite of the notable speed-up of the backprojection with cylindrical coordinates [59, 61],
there is one drawback, namely the polar and, accordingly, cylindrical grid does not coincide with
the Cartesian grid, and one can note that the voxels, situated along the inner radial elements, are
smaller than those along outer radial elements (Figure 3.1(a)). For the best reconstructed picture
quality one needs to distribute the voxels with uniform density. At first, we set the maximum
number of radial elements toN/2.

Second, as we rotate the cylindrical grid the number of voxels placed on a radial element
must be connected to the number of projections, i.e. rotations of the object. This is used in
cyclic addressing of the reconstruction grid. Thus, the special integrality condition, that defines
the correspondence of theφOmax to the number of projectionsφdmax must be preserved.

Condition 1. The ratioφOmax/φdmax for φOmax≥ φdmax (and, accordingly,φdmax/φOmax other-
wise) must be integral.

The smallest angle between two neighbor voxels on a radial element (Figure 3.2) can be
obtained as

∆γ = arctan(
2

N−1
), (3.1.1)

so the number of voxels on one radial elementrO is φOmax≈ d2π/∆γe.
There are two possibilities of the in-plane pixel distribution on the polar grid:
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Figure 3.1: Radial distribution of voxels in the reconstructed object. (a) – in-plane voxel distri-
bution, (b) – object, represented as set of planes in cylindrical coordinates.

Figure 3.2:∆γ is the smallest radial step for the polar grid.
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1. numberφOmax is equal for each radial elementrO, and

2. numberφOmax is dependent on the radius of the elementrO.

The first distribution leads to the oversampling in center ofthe polar grid. The number of pixels
on every radial element in this case is fornφ ∈

�
≥1

{

φOmax = nφ ·φdmax if φOmax≥ φdmax
φdmax = nφ ·φOmax if φOmax< φdmax.

(3.1.2)

The second type of pixel distribution has variable value ofφOmax for each radial element. By
φOmax(i) with i ∈ [0 : rOmax−1]� we denote the array ofφOmaxvalues. Algorithm 2 presents the
calculation of the variable number of pixelsφOmax(), which is a modified version of the similar
algorithm proposed in [62]. For this case the ratio between the valuesφOmax(i) andφdmax will
be defined for thenφ(i) ∈

�
∀ i as

{

φOmax(i) = nφ(i) ·φdmax if φOmax(i)≥ φdmax
φdmax = nφ(i) ·φOmax(i) if φOmax(i) < φdmax.

(3.1.3)

Algorithm 2 Calculation of the VariableφOmax

initialize φOmax()
φOmax(0)← 1 (center pixel of the plane)
for i = 1 to rOmax−1 do

φOmax(i)←d2 ·π · (i−0.5)e (initial φOmax(i))
if φOmax(i) 6= φdmax then

if φOmax(i) > φdmax then
increaseφOmax(i) until the Condition 1 holds forφOmax(i) > φdmax

else
increaseφOmax(i) until the Condition 1 holds forφdmax> φOmax(i)

end if
end if

end for

For example, in real applications we useN = 512 andφdmax= 400. Using this we obtain:

- The Cartesian grid hasN2 = 262144 voxels in one plane.

- The cylindrical grid with constant number of voxels using (3.1.1) hasφOmax= 1600 and
rOmax= 256, the total number of voxels in one plane is 409600.

- The cylindrical grid with variable number of voxels (Algorithm 2) has

φOmax() ∈ {4, . . . ,1600}, rOmax= 256

and the total number of voxels in one plane is 208535.



3.1. CYLINDRICAL ALGORITHM 35

This example shows that the introduction of the cylindricalgrid leads to the increase of the
number of reconstructed voxels. Some of the practical implementations that use polar coordi-
nates [59, 62], have two cases:

1. the variable voxel distribution with the total number of voxels comparable toN2,

2. the constant number of voxels but reducing the number of voxels on each radial element.

For example, the coefficientnφ from (3.1.2) for the second case can be “2” or “3”. This gives the
number of voxels almost the same as in Cartesian grid, and preserves the reconstructed image
quality, admissible for the NDT applications.

Now and for the future we use for description the constant number of voxelsφOmax> φdmax
and

nφ = φOmax/φdmax= 2.

This is done for the simplicity of the description and suits for the NDT practical applications.

All the formulas, e.g. for the Geometry Table in section 3.1.7, can be converted without addi-
tional effort to the case with variable number of voxels. Finally, the maximum number of planes
that can be reconstructed will be defined in section 3.1.7.

3.1.3 Rotation of the Cylindrical Grid

As it was mentioned before, the cylindrical grid gives the best solution to the rotation of the
object. Here we state and prove the Lemma about the cyclical addressing of the elements
placed on the polar grid using themodulo computation

y > x (mod y)≥ 0.

We subtract the projection numberiφ (recall (2.8.1)) multiplied bynφ ∈
�
≥1 from the address of

the voxel, placed on a radial element in a plane and obtain thenew address using moduloφOmax.
The following Lemma holds for our assumption of the constantnumber of voxelsφOmax >
φdmax.

Lemma 1. The pixels on a radial element can be cyclically addressed using the argument
[

φO−nφ · iφ
]

(mod φOmax) with nφ = φOmax/φdmax.

Proof. Consider the 2D CT experiment. Letψd be an angle of the object rotation and the
direction of the rotation is counter-clockwise. The coordinate system of the object is polar
(rOa,φOa).

In position 2on Figure 3.3 the rayL goes from the source through the pixelA′ with coordi-
nates(rOa,φOa) and hits the detector atP′. Now, if we considerposition 1, the same rayL goes
through the pointA with coordinates(rOa,φOa−ψd) and intersects with the detector at point
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Figure 3.3: Rotation of the X-ray source - detector system byan angleψd.

P. Symmetry givesP = P′. The angleψd is expressed in discrete form asnφ · iφ with integer
nφ = φOmax/φdmax and we obtain the discrete coordinates of the pointA

(rO,
[

φO−nφ · iφ
]

(mod φOmax)),

Thus, in order to rotate the polar grid, the modulo computation can be used applied to the integer
counters. This avoids the use of transcendental functions for the rotation.

3.1.4 Significant Parameters of the Experiment

The practical algorithm for CT deals with the restrictions,which are determined by the real
experiment. We do not discuss e.g. beam-hardening and otherphysical effects [2, 5] that
influence the CT experiment. The goal is to take into account the limitations of the geometry,
e.g. physical sizes of the objects, the region that can be reconstructed from projections, the
magnification of the object.

In order to determine the region between the source and the detector that can be recon-
structed from the projections, we present the information about the characteristics of the practi-
cal CT experiment geometry:

- the half-beam opening angleα,

- the magnification factorm,

- the physical size of the detector elementd.
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Figure 3.4: Description of the half-beam opening angle (a) and the magnification factor (b).

Currently, most of the CT systems use cone-beam X-ray sources and the half-beam opening
angle for CT experiment is controlled by the distance X-ray source - detector. The geometries
with different source - detector distances are depicted on Figure 3.4(a). Moving the detector
closer to the X-ray sourceS increases the half-beam opening angle.

The magnification factorm characterizes the enlargement of the part of the reconstructed
object or the magnification of a small object. Changing the position of the inspected object
between the source and the detector alters the value of the magnification factor. For example,
showed on Figure 3.4(b) for a constant angleα we have

m1 = SK/SO1 m2 = SK/SO2 m2 > m1.

The physical size of the detector element (pixel) is used in geometry calculations and defines
the resolution of the detector. As it was mentioned before weassume the square detector with
N×N pixels. These detector pixels have physical sized× d, whered is a distance between
the centers of the two adjacent pixels. As in section 2.8.1 the detector pixels are situated close
together. In practice there can be different modifications of the detectors [63]. The parameters
of these detectors must be included into the calculations, e.g. length and width of the non-square
pixels.

3.1.5 Volume Table

The density function of the reconstructed object (volume) is presented as a table used in the
backprojection. This table is addressed cyclically duringthe reconstruction, and at the end of
this process consists of the reconstructed density data.

Definition 9. By Vc[zO, rO,φO] we denote the table

Vc : [0 : zOmax−1]�× [0 : rOmax−1]�× [0 : φOmax−1]�→
�
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that maps the discrete coordinates of the voxel(zO, rO,φO) to the backprojected values.

The final result, that is located in the Volume TableVc[ ] can be interpolated to the Cartesian
grid using linear interpolation [64] or Near-Exact interpolation [65]. This is necessary for the
standard visualization of the reconstructed image, but thevisualization can be performed also
directly in the cylindrical coordinates. This is dependenton the particular application of the CT.
In this work we do not consider interpolation to the Cartesian grid.

3.1.6 Filtered Projection Table

In section 2.8.2 we showed that the projections from the detector must be filtered through the
convolution (2.8.13) using special Ramp filter function, e.g. (2.8.10).

The backprojection requires the projection value addressed with ray-detector intersection
coordinates[p(~r ),z(~r )] given by (2.8.16) and (2.8.18). This projection value is filtered and
then backprojected. Hence, in order to reconstruct the whole volume all the projection values
are accessed and filtered. Thus, the equivalent substitution will be:

- filter projection data,

- store filtered data in the table,

- access this table during the reconstruction.

The experiment projection data, denoted byPd3D(xd,yd, iφ) for a projectioniφ, is filtered
line by lineyd and stored for the further use. Here we use the definition of the px andzy given
by (2.8.21).

Definition 10. By FD[xd,yd, iφ] we denote the table

FD : [0 : N−1]�× [0 : N−1]�× [0 : φdmax−1]�→
�

that maps the discrete coordinate of the square detector fora projection iφ to the filtered pro-
jection data as

FD[xd,yd, iφ] = d
N−1

∑
k=0

Pd3D(k,yd, iφ)h(xd ·d−k ·d)
SO

√

SO
2
+ p2

x +z2
y

∀ xd,yd, iφ. (3.1.4)

By FD[∗,yd, iφ] we denote a rowyd in a projectioniφ; by FD[∗,yd,∗] we denote one rowyd

for all filtered projections. The filtering of a projectioniφ is presented in Algorithm 3.
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Algorithm 3 Filtering of a Projection
initialize FD[∗,∗, iφ]
for detector rowyd = 0 toN−1 do

for element in a rowxd = 0 to N−1 do
FD[xd,yd, iφ]← d∑N−1

k=0 Pd3D(k,yd, iφ)h(xd ·d−k ·d) SO
√

SO
2
+p2

x+z2
y

end for
end for

3.1.7 Geometry Table

The time consuming part during the backprojection is the determination of the ray-detector
intersection (2.8.25) for each voxel for each projection. These intersection points can be cal-
culated before the backprojection, because they are definedby the geometry of the experiment,
but are independent from the properties of the reconstructed object. The address of the detector
pixel is stored as an absolute detector address which is expressed aszd ·N+ pd.

Definition 11. By INS[zO, rO,φO] we denote the table

INS: [0 : zOmax−1]�× [0 : rOmax−1]�× [0 : φOmax−1]�→
�

that maps the coordinates of a voxel onto the absolute detector address of the ray-detector
intersection

INS[zO, rO,φO] = zd ·N+ pd.

The Geometry Table has the same dimensions as the Volume Table, because we define the
intersection point for every voxel. This is enough for the reconstruction from the projections
and the table is addressed cyclically together with the Volume and the Weighting Coefficients
Tables using Lemma 1. This is described later in section 3.1.9.

In order to calculate the Geometry Table for the whole volume, we need to obtain two
coordinates of the ray-detector intersection (2.8.25) foreach voxel:

- horizontal intersection coordinatepd, and

- vertical intersection coordinatezd.

Horizontal Intersection Coordinate
To obtain the horizontal intersection coordinatepd we discuss the geometry of the plane that is
situated in the center of the object. We call this planea central plane. For each pixel in this
plane we consider a ray, that goes from the X-ray source through the center of the pixel and hits
the detector (2.8.16). Figure 3.5 shows the geometry of the experiment for the central plane.
Let XX1 be a detector row, that lies in the same horizontal plane as the X-ray source. Usually4,
this is a row with the vertical coordinateyd = N/2.

4special turning of the X-ray tube and detector positions
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Figure 3.5: Calculation of the horizontal intersection coordinate. Only the points that are inside
the circular region can be accessed.

The distanceOR on Figure 3.5 is the maximal radiusRmax of the reconstruction, i.e. all
points, that are inside the circular region withRmax, can be reconstructed from the projections.
We obtain this value using known parameters of the CT geometry. If KX1 = d ·N/2 is one half
of the detector, then using two trianglesSORandSKX1 and magnification factormwe have

Rmax= OR = SO·sin(α)

=
SK
m
·
KX1

SX1

=
SK

SX1
·
KX1

m

=
cos(α)

m
·KX1

=
N ·d
2 ·m

·cos(α). (3.1.5)

UsingRmax we can define now the distance∆rO between the centers of two adjacent pixels
and the physical distance from the origin of a plane to the radial elementrO

rOa = rO ·∆rO, ∆rO =
2Rmax

2rOmax−1
, rO ∈ [0 : rOmax−1]�. (3.1.6)

By analogy with (2.8.1) we define the radial interval for the pixels on a radial element.
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UsingφO as a counter we obtain

φOa = φO ·∆φO, ∆φO =
2π

φOmax
, φO ∈ [0 : φOmax−1]�. (3.1.7)

Using discrete coordinates of the pixelA (rO,φO) and taking the triangleSCAwe obtain the
following:

OA = rOa

CA = rOa ·sin(φOa)

SC = SO− rOa ·cos(φOa). (3.1.8)

Consider two trianglesSCAandSOP′. As these triangles are similar, we write

OP′ =
SO·CA

SC
=

SO· rOa ·sin(φOa)

SO− rOa ·cos(φOa)
. (3.1.9)

The ray from the X-ray sourceSgoes through the pixelA and hits the detector at the pointP

KP = OP′ ·m=
SO·m· rOa ·sin(φOa)

SO− rOa ·cos(φOa)
. (3.1.10)

Thus we obtained the intersect point of a ray for the pixelA in the central plane. Using

XP= KP+(
N
2
−1) ·d

we write the integral horizontal coordinate

pd =
1
d
·
SO·m· rOa ·sin(φOa)

SO− rOa ·cos(φOa)
+

N
2
−1. (3.1.11)

All horizontal intersect points are centered with the term(N/2−1), because the detector
elements in the detector row are counted in the detector row from X to X1 (from 0 toN−1).

Absolute Intersection Coordinate
Before we obtain the calculations for the Geometry Table we need to determine how many
planes can be reconstructed using the restrictions of the experiment geometry. The total number
of planeszOmax is less than the number of detector rowsN and depends on the experiment
geometry.

Consider Figure 3.6 where we take only the upper part of the object, counting from the
central plane. We need to find the part of the volume, which is completely covered with X-
ray radiation. This part can be reconstructed from the projections. For example, the part of
the object with the heightBD′ can not be reconstructed, because some part of the projections
information is missing [25].
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Figure 3.6: 3D reconstruction geometry.OB– half of the reconstruction height,KD consists of
N/2 detector rows.

The heightOB of the reconstruction cylinder can be obtained as follows (using similar
trianglesSR′B′ andSOD′)

OB= R′B′ = OD′ ·
SR′

SO

= OD′ ·
SO−OR′

SO

= OD′ · (1−
OR′

SO
).

In the triangleSORthe distanceOR′ is equal toSO·sin(α). Thus

OB = OD′ · (1−
SO·sin(α)

SO
)

= OD′ · (1−sin(α)). (3.1.12)

The part of the detectorKD is equal toN ·d/2 andOD′ = KD/m= N ·d/(2m). Using that the
heightOB is only the half of the reconstruction cylinder heightZh we obtain this value

Zh = 2 ·OB=
N ·d

m
· (1−sin(α)). (3.1.13)

For the reconstruction volume we want to have almost cubic voxels. Thus we need that the
height and the width of the voxel must be equal. Hence

∆zO = ∆rO, zOa = zO ·∆zO. (3.1.14)
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Figure 3.7: Obtaining the vertical rayL - detector intersection coordinate.

The intervalZh haszOmax planes with height∆zO, thus

zOmax=
Zh

∆zO
=

N ·d
m·∆rO

· (1−sin(α)). (3.1.15)

Figure 3.7 depicts the geometry of a non-central plane with the vertical coordinatezOa. The
ray L from the sourceSgoes through the voxelAO with the coordinates(zOa, rOa,φOa) and hits
the pixelPO of the detector. Using the geometry similar to the central plane (3.1.8)-(3.1.11) we
obtain the vertical intersection coordinate

zd =
1
d
·
SO·m· (zO−zOmax/2) ·∆zO

SO− rOa ·cos(φOa)
+

N
2
−1. (3.1.16)

The planes are counted from the upper face of the reconstructed volume and the central plane
will be zOmax/2−1. There is a termzO−zOmax/2 that aligns the plane relative to the center of
the reconstruction volume. The termN/2−1 is used for the same purpose. The planezO = 0
access detector rows counting from the upper detector row, whereas the central plane access the
row with coordinateyd = N/2−1.

Now, using two coordinatespd (3.1.11) andzd (3.1.16), we can write the absolute detector
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address of the ray-detector intersection

INS[zO, rO,φO] = zd ·N+ pd

=
1
d
·
SO·N ·m· (zO−zOmax/2) ·∆zO

SO− rOa ·cos(φOa)

+
1
d
·
SO·m· rOa ·sin(φOa)

SO− rOa ·cos(φOa)

+N · (
N
2
−1)+

N
2
−1. (3.1.17)

Algorithm 4 provides the calculation of the geometry matrix.

Algorithm 4 Calculation of the Geometry Table
initialize INS[ ]
Rmax← cos(α) ·N ·d/(2m) (the region of the reconstruction)
∆rO← 2Rmax/(2rOmax−1) (size of the voxel)
zOmax←

N·d
m·∆rO

· (1−sin(α)) (the maximal number of planes)
for planezO = 0 tozOmax−1 do

for rO = 0 to rOmax−1 do
for φO = 0 to φOmax−1 do

pd←
1
d ·

SO·m·rOa·sin(φOa)

SO−rOa·cos(φOa)
+ N

2 −1 (the horizontal coordinate)

zd←
SO·m·(zO−zOmax/2)·∆zO

SO−rOa·cos(φOa)
+ N

2 −1 (the vertical coordinate)

INS[zO, rO,φO]← zd ·N+ pd (store the absolute address)
end for

end for
end for

3.1.8 Weighting Coefficients Table

In this section we discuss the computation of the weighting coefficients. Equation (2.8.24) gives
the discrete form of the weighting coefficients, that must becalculated for every voxel during
the reconstruction.

The weighting coefficient
SO

√

SO
2
+ p2 +z2

is used during the filter operation described by Algorithm 3.This coefficient is not stored,
because it is a part of the calculation of the Filtered Projection Table.
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Figure 3.8: Two reconstruction coordinate systems, Cartesian and polar.

We represent another weighting coefficient from (2.8.24) inpolar coordinates. Consider
Figure 3.8. The polar axis coincides with the Y-axis in XY-plane and has an opposite direction5.
The transformation from one coordinate system into anotheris expressed as:

{

rOa =
√

xO
2+yO

2

φOa = π
2 +atanyO

xO

and

{

xO = rOa ·cos(φOa−
π
2) = rOa ·sin(φOa)

yO = rOa ·sin(φOa−
π
2) =−rOa ·cos(φOa)

(3.1.18)

We plug the formulas forxO andyO into (2.8.24).

SO
2

(SO−xO ·sin(φdi)+yO ·cos(φdi))
2

=

SO
2

(SO− rOa ·sin(φOa) ·sin(φdi)− rOa ·cos(φOa) ·cos(φdi))
2

=

SO
2

(SO− rOa ·cos(φOa +φdi))
2

Recall thatφOmax= nφ ·φdmax. Using∆φdi = nφ ·∆φO, the sum of the discrete angles(φOa+φdi)
can be expressed as

φ′a = φO ·∆φO+ iφ ·∆φdi

= φO ·∆φO+ iφ ·nφ ·∆φO

=
[

(φO+nφ · iφ) (mod φOmax)
]

·∆φO ,

5This direction of the polar axis was selected in order to comply with the Buck’s implementation of the Cylin-
drical Algorithm [59]. Any other directions in XY-plane arepossible, but the translation (3.1.18) between the polar
and Cartesian coordinates systems must be modified.
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i.e. the position(rOa,φa
′) corresponds to the point(rOa,φOa) rotated by the angleφdi . Thus, we

can precompute the values of the weighting coefficients for the discrete angles and use it with
special addressing (Lemma 1) during the backprojection (see section 3.1.9).

Definition 12. The table

WT : [0 : rOmax−1]�× [0 : φOmax−1]�→
�

maps the coordinate of the plane element(rO,φO) to the value of the weighing coefficient for
this element

WT[rO,φO] =
SO2

(

SO− rOa ·cos(φOa)
)2 =

SO2

(

SO− rO ·∆rO ·cos(φO ·∆φO)
)2

This Weighting Coefficients Table is the same for every plane, thus it is only necessary to
calculate the table for one plane. The calculation of the Weighting Coefficients Table is given
in Algorithm 5.

Algorithm 5 Calculation of the Weighting Coefficients Table
initializeWT[ ]
for rO = 0 to rOmax−1 do

for φO = 0 toφOmax−1 do
WT[rO,φO]← SO2/(SO− rOa ·cos(φOa))

2

end for
end for

3.1.9 Modified FBP Algorithm

All the definitions, presented in previous sections form nowthe modified Feldkamp FBP Algo-
rithm called a Cylindrical Algorithm6 [61]. We formulate the algorithm in the similar form, as
the straightforward implementation (Algorithm 1). The Cylindrical FBP Algorithm is described
by the Algorithm 6.

At first, the Geometry and the Weighting Coefficients Tables are calculated (Algorithms 5
and 4). Next, for each projectioniφ the projection dataPd3D(∗,∗, iφ) is filtered row by row and
stored in tableFD[∗,∗, iφ] (Algorithm 3). The backprojection is performed for each voxel for
each projection and consists of the several operations:

1. obtain the address of the voxel for the current projection(zO, rO,φ) using cyclic rotation
(Lemma 1),

6or Cylindrical FBP Algorithm
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2. fetch the coordinates of the intersectionpd andzd for this voxel from the Geometry Table
using the address(zO, rO,φO):

- pd is a coordinate in the detector row and can be obtained from the absolute detector
address asINS[zO, rO,φO] (mod N),

- zd is a detector row counter and can be computed from the absolute detector address
asbINS[zO, rO,φO]/Nc,

3. obtain the filtered projection valueFD[pd,zd, iφ],

4. fetch the weighting coefficientWT[rO,φO] for the current voxel and multiply it with the
valueFD[pd,zd, iφ],

5. fetch from the Volume TableVc[zO, rO,φ], sum this value with the weighted projection
value (operation 4) and store it back into the Volume Table.

Thus, during the reconstruction we rotate only the Volume Table, addressing the voxels on a
radial element cyclicly using Lemma 1. Other tables, the Geometry and the Weighting Co-
efficients Tables, are addressed linearly. That is the main advantage of the Cylindrical FBP
Algorithm.

Algorithm 6 Cylindrical FBP Algorithm
initialize tablesVc[ ], FD[ ], INS[ ] andWT[ ]
calculate Weighting Coefficients TableWT[ ] (Algorithm 5)
calculate Geometry TableINS[ ] (Algorithm 4)
for projectioniφ = 0 to φdmax−1 do

Filter detector data and obtainFD[∗,∗, iφ] (Algorithm 3)
for zO = 0 to zOmax−1 do

for rO = 0 to rOmax−1 do
for φO = 0 toφOmax−1 do

(perform the cyclic rotation using Lemma 1)
φ← φO−nφ · iφ (mod φOmax)

(obtain the horizontal intersection coordinate)
pd← INS[zO, rO,φO] (mod N)

(obtain the vertical intersection coordinate)
zd←bINS[zO, rO,φO]/Nc

(perform the backprojection)
Vc[zO, rO,φ]←Vc[zO, rO,φ]+FD[pd,zd, iφ] ·WT[rO,φO]

end for
end for

end for
end for
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The output of the Cylindrical Algorithm is a reconstructed object density. The density val-
ues are placed on a cylindrical grid. For the purposes of visualization the interpolation to the
Cartesian grid can be carried out.

3.1.10 Analysis of the Cylindrical Algorithm

The analysis of the Cylindrical Algorithm is performed using the following practical consider-
ations:

• the number of elements in one plane isrOmax·φOmax∈ O(N2),

• the number of planes iszOmax≤N,

• the number of projections isφdmax≤ N,

• the total number of voxels is inO(N3).

The time complexity of the whole algorithm remainsO(N4) for the reconstruction of the 3D
volume from cone-beam projections. The parts of the FBP havethe following time complexi-
ties:

- the computation of the Geometry Table has time complexityO(N3);

- the computation of the Weighting Coefficients Table has time complexityO(N2);

- the filtering using convolution has time complexityO(N3);

- the backprojection has time complexityO(N4).

The transformation of the cylindrical volume into the Cartesian coordinates has time complex-
ity O(N3).

The impact of the cylindrical grid on the image quality in thePC implementation was ana-
lyzed by Buck in his thesis [59]. There was reported, that thespeed-up due to the introduction
of the Cylindrical Algorithm was more than 3 times forN = 512 compared to the straightfor-
ward implementation of the FBP for 3D CT. For the non-destructive testing [61] this meant a
notable reduction of the reconstruction time for industrial tasks, e.g. testing some products for
cracks.

The space complexity of the modified algorithm is obtained asfollows:

- the Geometry TableINS[ ] hasO(N3) elements,

- the Weighting Coefficients TableWT[ ] hasO(N2) elements,

- the Filtered Projection TableFD[ ] hasφdmax·N
2 elements (it can be decreased toN2,

storing the filtered data only for the current projection),
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- the reconstructed Volume TableVc[ ] hasO(N3) elements.

Precise values of the required space can be obtained for particular experiment parameter – half-
beam opening angle (recall equation for the number of planes(3.1.15)). For theN = 512 there
are more than 130·106 elements in Geometry and Volume tables.

The Geometry, Weighting Coefficients and Volume Tables are accessed sequentially, but the
values of Filtered Projection Table are accessed randomly.Thus, the optimization of memory
allocation and further modifications of the Cylindrical Algorithm is necessary for the rapid
implementation. These changes will be discussed in the nextsections during the hardware
description.

3.2 Reconstruction Using Parallel Processing

Algorithms improvement and parallel processing techniqueare the solutions, used to get over
the long reconstruction time and big memory requirements.

3.2.1 Overview of the Related Work

Parallel processing systems are based on a number of Processing Elements (PEs). Each PE has
its own memory and/or access to the main memory of the system.SIMD7, MIMD 8 processors
and Transputers [66, 67], combined into complex systems, are the examples of the PEs for the
CT reconstruction applications in different fields.

Parallel processing uses the distribution of the reconstruction problem between PEs. The
partition of reconstruction is based on the four forms of thereconstruction parallelism, defined
by Nowinski [68]:

1. pixel parallelism(voxel in 3D case) – all pixels are independent of each other,

2. ray parallelism– rays can be considered independently during the reconstruction,

3. projection parallelism– each projection can be handled separately from others, and

4. operation parallelism– the low level operations such as additions and multiplications are
performed in parallel.

Software Reconstruction Systems
Different CT algorithms implementations were investigated for the large class of the com-
mercially available SIMD and MIMD machines: CM-5, iPSC/2, Intel Paragon, Alpha and
Cray [8, 9, 10, 61, 69, 70, 71, 72, 73, 74]. Searching for the efficient interconnection schemes,

7SIMD: Single-Instruction Stream Multiple-Data Stream
8MIMD: Multiple-Instruction Stream Multiple-Data Stream
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task distributions and communications between PEs are the main aspects of these studies. Al-
most all works have practical background, and obtained results were used for the real-world
medical and NDT applications. Among the manufactures of thecomplete CT solutions, that
use multiprocessor systems for the 3D reconstruction, are the IZFP Saarbrücken [6, 8, 60, 69],
Hapeg [75] and SKYSCAN [7].

Hardware Reconstruction Systems

Several dedicated hardware implementations were proposedfor the reconstruction. The PEs can
be presented either by Digital Signal Processors (DSPs) or by the custom designs implemented
in the Field-Programmable Gate Arrays (FPGAs) or Application-Specific Integrated Circuits
(ASICs).

A structure made from the DSPs connected into the hypercube was proposed for the FBP
and ART reconstructions [76, 77]. Analyses of the suitable DSPs were made in [14, 78], in-
vestigating the characteristics of such processors and their performance applying for the FBP
task. As DSPs are optimized for the multiply/accumulate instructions, high performance of such
hardware systems was reported. Such systems provided the 2Dimages reconstruction from the
fan-beam projections and constructing the 3D volume from such images.

The custom hardware designs compete with DSPs and general-purpose processors because
of the flexibility in control and computation. The earlier examples of the VLSI structures for
the CT are given in [12, 13], where the geometry calculationswith interpolation and 2D back-
projection were implemented in VLSI as a pipelined structure. Optimal realization of the inner
products in the FBP algorithm was studied in [11], where different accumulation and multipli-
cation stages were made for the fast 2D reconstruction.

Some studies applied the computer graphics [48] and the specialized volume rendering hard-
ware [79] to solve the reconstruction problems in medical applications. The effective implemen-
tation of the iterative reconstruction techniques (ART, SART) was reported.

The pipelined structure on ASIC for the reconstruction of 2Dimages was build by
Agi et. al. [15] and with the multi-DSP system applied for thereconstruction task [16]. Pro-
jection filtering using Fast Fourier Transform (FFT) and dataflow management were done by
DSPs, whereas the backprojection was made by the pipelined structures on VLSI chips with
external memory.

Development of the FPGA technology opened new perspectivesfor the reconstruction hard-
ware and the new reconfigurable systems were developed [19, 20]. These solutions provide the
fast reconstruction for different fields of tomography applications. The great speed-up (com-
pared to the workstation) was achieved in one of the dedicated works for the 2D parallel-beam
FBP by using the commercially available board with Xilinx FPGAs [17]. The floating-point
calculations were transformed into the fixed-point with theoretical estimation of the error. Fil-
tered backprojection using pre-filtered data was implemented as parallel balanced pipelined
architecture with on-chip and external memory.
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3.2.2 System Design Considerations

All works perform either fan-beam 2D reconstruction, or combining the 3D volume from the
obtained 2D images. None of the currently proposed and developed hardware systems provide
the ”on-chip” solution (all stages of the algorithm) for the3D cone-beam FBP reconstruction
for the purposes of industrial NDT.

Studies in the field of the hardware reconstruction pointed out, that:

- a modification of the reconstruction algorithm must be performed in order to satisfy the
constraints of the applied hardware, e.g. limited bandwidth of the memory system;

- the selected number system for the calculations has impacton the speed of the recon-
struction, e.g. fixed-point arithmetic [17] or sign / logarithm number system [11];

- pipelining of the calculations and parallel data streams processing give a fast reconstruc-
tion flow.

3.2.3 Hardware Base

Field-Programmable Gate Array (FPGA) is an integrated circuit that can be bought off the
shelf and reconfigured by hardware designers themselves. FPGAs offer a lot of advantages for
many kinds of applications. The internal structure of the FPGA provides resources for building
high performance data processing systems. FPGAs can implement VLSI parts (over 106 gate
equivalents) within a single device. Among the market FPGA products from Altera, Atmel,
Lattice and Xilinx the decision to use of Xilinx FPGAs [80] for system design was made based
on the following factors:

- high density and functionality of the current Xilinx FPGA devices;

- large number of available libraries and Intellectual Property (IP) cores: optimized adders,
multipliers, dividers etc;

- large number of accompanying programs for the design: Logic Simulator, FPGA Editor,
Core Generator, FloorPlanner etc;

- full description of the FPGA devices.

The detailed description of the Xilinx FPGAs can be found in [81]. The manufacturer provides
highly optimized implementations of the standard design modules, such as pipelined adders,
multipliers, filters, standard interfaces etc.

A tool-independent VHSIC (Very High Speed Integrated Circuit) Hardware Description
Language – VHDL [82, 83] is used to describe the structure of adesign. Hardware description
language allows the specification of the function of designsusing programming language forms.
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The standard libraries, such as IEEE STDLOGIC and UNISIM, are included and used in the
design.

The design is implemented as a “system on-chip” with external SDRAMs and FIFOs. This
architecture is validated via gate-level synthesis for Xilinx Virtex II FPGA and emulated on
a ModelSIM XE 5.2 simulator [84, 85]. These low-level experiments provided timing and
complexity estimates for the proposed design.

3.3 Conclusion

This chapter provided one of the practical reconstruction algorithm for the cone-beam tomog-
raphy that is currently used in the NDT field [6, 8, 61]. The overview of the fast parallel
reconstruction solutions showed the techniques of the fastcomputations including hardware
structures. Some requirements were pointed out for the fasthardware reconstruction, includ-
ing the hardware base. The description of the reconstruction approach followed by the parallel
reconstruction structure will be discussed in the next chapter.



Chapter

4
Formal Description

The previous discussion about the FBP algorithm showed thatthe main problems in the imple-
mentation of the FBP algorithm are the large number of operations, the large memory size and
the random access to the Filtered Projection Table.

The modified Algorithm 6 performs the reconstruction using aso-called “projection by pro-
jection” reconstruction sequence. In order to minimize thestored amount of data we changed
the Cylindrical Algorithm in such a way, that now it performsthe reconstruction not “projection
by projection”, but in “plane by plane” order. With this alternation the reconstruction process
requires much less memory. We keep only parts of the FilteredProjection, Volume, Geome-
try and Weighting Coefficients Tables, that are required to reconstruct the current plane. This
reduces the amount of used memory and gives the possibility for an optimization of memory
accesses. The side effect of this modification is that the reconstruction now cannot be performed
along with the projection measurements.

The following sections of this part present the transformation of the Cylindrical Algorithm.
In section 4.1 we start with the sequential backprojection of a radial element in a plane. Then,
we introduce the parallelization scheme of the sequential backprojection in section 4.2 and
provide the correctness of this scheme. After this, the further modification - pipelining of the
parallel backprojection, is presented in section 4.3. Using these modifications we describe the
reconstruction of a plane and the reconstruction of a volumein sections 4.4 and 4.5 accordingly.

4.1 Sequential Backprojection

This section presents the description of the sequential reconstruction of a radial element. We
consider here only the backprojection process itself. All other calculations, i.e. filtering and
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geometry computations, will be defined later.

We map the tables of the Cylindrical Algorithm into the corresponding memories. During
the description we assume that the required data from these tables are available.

4.1.1 Memories of the Sequential Backprojection

For the sequential backprojection we present the followingmemories and their correspondence
to the tables of the Cylindrical Algorithm. These memories are used here only for the descriptive
purposes. The memories of the design are defined later in chapter 5.

The memoryEFM is a mapping of the Filtered Projection Table. This memory has capacity
of N2 ·φdmax elements. For the element(xd,yd) xd,yd ∈ [0 : N−1]� of the projectioniφ ∈ [0 :
φdmax−1]� the following holds:

EFM[N ·yd +xd, iφ] = FD[yd,xd, iφ].

Other memories save the data required for the reconstruction of the particular radial element
in a plane. These memories have capacity ofφOmax elements. We discuss the reconstruction of
the radial elementrO ∈ [0 : rOmax−1]� in the planezO ∈ [0 : zOmax−1]�.

- The weighting memoryWTM consists of the elements of the Weighting Coefficients
Table

WTM[φO] = WT[zO, rO,φO] ∀φO.

- The intersect memoryINSMconsists of the elements of the Geometry Table

INSM[φO] = INS[zO, rO,φO] ∀φO.

- The volume memoryVM consist of the elements of the Volume Table

VM[φO] = Vc[zO, rO,φO] ∀φO.

4.1.2 Sequential Backprojection Flow

Using the above defined memories we can express the backprojection of a radial element as
follows. Assume the reconstruction of the radial elementrO ∈ [0 : rOmax− 1]� in the plane
zO ∈ [0 : zOmax−1]�. Recall the description of the Cylindrical Algorithm in section 3.1.9. We
repeat here the backprojection step:

for iφ = 0 toφdmax−1 do
. . .
for φO = 0 toφOmax−1 do

pd← INS[zO, rO,φO] (mod N)
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zd← bINS[zO, rO,φO]/Nc
Vc[zO, rO,(φO−nφ · iφ)(mod φOmax)]←Vc[zO, rO,
(φO−nφ · iφ)(mod φOmax)]+FD[pd,zd, iφ] ·WT[rO,φO]

end for
end for
We write this part of the algorithm now in memory notation (from previous section) as

for iφ = 0 toφdmax−1 do
for φO = 0 to φOmax−1 do

VM[(φO−nφ · iφ)(mod φOmax)]←VM[(φO−nφ · iφ)(mod φOmax)]

+EFM
[

INSM[φO], iφ
]

·WTM[φO]

end for
end for
Setting

ψ := (φO−nφ · iφ) (mod φOmax)

and writingφO = (ψ+nφ · iφ)(mod φOmax), we obtain

VM[ψ] ← VM[ψ]+EFM
[

INSM[(ψ+nφ · iφ) (mod φOmax)], iφ
]

·

WTM[(ψ+nφ · iφ) (mod φOmax)].

Consider fixed valueiφ ∈ [0 : φdmax−1]�. The memory locationVM[ψ] is updated exactly
once, namely byφO = (ψ+nφ · iφ)(mod φOmax). It is updated by the solution of the equation

ψ = (φO−nφ · iφ) (mod φOmax) .

There can be infinitely many solutions because of the modulo computation

(ψ+nφ · iφ) (mod φOmax)+k ·φOmax, k∈
�
\{0} .

Whereas the loop forφO is generated forφO ∈ [0 : φOmax−1]� andnφ ∈
�
≥1, we have only one

solutionψ.

Finally, the update of each location in memoryVM[] can be rewritten setting

φ′ := (φO+nφ · iφ) (mod φOmax)

as a sum

VM[φO] :=
φdmax−1

∑
iφ=0

EFM
[

INSM[φ′], iφ
]

·WTM[φ′]. (4.1.1)

We write now the part of the backprojection of a radial element:

for φO = 0 toφOmax−1 do

VM[φO]← ∑φdmax−1
iφ=0 EFM

[

INSM[φ′], iφ
]

·WTM[φ′]
end for
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Figure 4.1: Projection of the two planes into the detector.

Equation (4.1.1) is a straightforward implementation of the backprojection of a radial ele-
ment. We address memoryVM linearly, whereas other memories are accessed with the counter
after cyclic rotation. This will be the model of the backprojection of one voxel on a radial ele-
ment. Later we will show that the parallel and the pipelined parallel backprojections schemes
can be transformed into this model.

4.2 Parallel Backprojection

The speed-up of the sequential backprojection is done by re-scheduling of the operations and
the correspondent modification of the memory structure. We describe how the sequential back-
projection is transformed into the parallel backprojection.

4.2.1 Selection of the Parallelization Method

The reconstruction of several planes in parallel requires the redundancy of the filtered projection
data, because the planes can be projected into the same region of the detector (see Figure 4.1).
Thus, this common data will be accessed during the reconstruction of each plane. This requires
a complex control and scheduling during the reconstruction.

For the same reason the parallel backprojection of several radial elements in one plane
can not be performed without the scheduling of the accesses to the common data, required to
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reconstruct these radial elements.
The parallel reconstruction of the radial element is an effective way to speed-up the re-

construction. During the backprojection allφdmax projections are accessed sequentially and
independently from each other. This is used in the parallelization of the backprojection. All
projections are divided into several groups. Each group contains an equal number of projec-
tions. The accesses inside these groups are performed sequentially, while the accesses to the
groups are done in parallel.

Let b be the number of groups of the projections. Each group has

p :=
φdmax

b

projections, whereφdmax and b are selected in such a way, thatp is a power of two. The
index i ∈ [0 : b−1]� will denote now the number of the group and the indexj ∈ [0 : p−1]�
will be used inside this group. Obviously, for some projection j in the groupi we can obtain the
valueiφ as follows

iφ := i · p+ j .

Each group of projections is stored in a separate memory, thus we haveb such memories.
These memories are required to reorder the weighted values from b projections, because they
correspond to the different voxels. These memories are accessed in parallel using a common
address. This address is taken from the intersect memory. The intersect memory is accessed
sequentially withφO ∈ [0 : φOmax−1]�. With each access to the filtered projections we fetchb
filtered values simultaneously. These values are weighted with a common weighting coefficient
and stored in intermediate memories. AfterφOmax·b many values were fetched and weighted,
they are accumulated. This process is repeated forp times.

There is a possibility to avoid the additional intermediatememories by usingb copies of the
intersect and weighting memories. The access address for the intersect and weighting memories
must be precomputed for each voxel. But the side effect of this structure is, that if we will use
the dynamic memory for the filtered data, the output values will be non-synchronous. So, using
the common address for all external memories we have the identical memory functioning, i.e.
all accesses and memory control are identical for all chips.

4.2.2 Memories of the Parallel Backprojection

The schematic of the memory structure for the parallel backprojection is depicted on Figure 4.2.
The memoriesINSM, WTM andVM stay the same as for the sequential backprojection. By
VM{ j} we will denote the contents of the memoryVM after the roundj. This is used for the
description of the accumulation.

We introduce a new notation for the memories, that store the filtered projection data. There
are nowb such memories. ByEFM(i) we denote the memory, that consists of the projections
of the ithgroup. Each projection hasN2 elements. TheEFM(i) corresponds to theEFM in the
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Figure 4.2: Memory structure of the parallel backprojection.

following way

EFM(i)[∗, j]⇐⇒ EFM[∗, i · p+ j] j ∈ [0 : p−1]� i ∈ [0 : b−1]� . (4.2.1)

Obviously, the total capacity of allb memoriesEFM(i) is equal to the capacity of theEFM
memory from the sequential model.

We introduce a new memory structure, that is required for theparallel implementation of
the backprojection. Before the summation, the weighted input data is reordered using the group
index i and the projection indexj. The data from theEFM(i) is stored in theith intermediate
filtered memory denoted by theIFM (i). Each of these memories storesφOmax elements.

4.2.3 Parallel Backprojection Flow

Consider the reconstruction of the radial elementrO ∈ [0 : rOmax−1]� in the planezO ∈ [0 :
zOmax− 1]�. The backprojection of the whole radial element is divided into p rounds with
the round counterj. Each round consists of two stages: processing of the filtered data and
accumulation.

Processing of the Filtered Data
The memoryINSM is accessed sequentially usingφO as an address (see Figure 4.3). This is
done for allφOmax elements in one roundj. The values of the intersect memory are used as the
common addresses for allEFM(i) memories:

EFM(i)[INSM[φO], j] ∀ i .



4.2. PARALLEL BACKPROJECTION 59

Figure 4.3: Access to the different memories of the parallelbackprojection. Recall thatφOmax=
nφ ·φdmax= nφ · p ·b. The example on this figure uses valuesφO = nφ · p+1 and j = 0.

The filtered projection data, fetched from the memoriesEFM(i) , are multiplied with the
weighting coefficients. These coefficients are fetched fromthe memoryWTM using the ad-
dressφO. The memoryWTM is accessed sequentially as the memoryINSM. The products of
the multiplication are stored in the intermediate filtered memoriesIFM (i)

IFM (i)[φ′] := EFM(i)
[

INSM[φO], j
]

·WTM[φO] ∀ i (4.2.2)

using the address

φ′ := (φO−nφ · (i · p+ j)) (mod φOmax).

This is called areordering process– sequentially accessed filtered data from theb memories
are stored in the corresponding intermediate memories. Theaddress in these memories depends
on the current roundj and the index of the projection groupi. The following Lemma provides
the correctness of the data reordering.
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Figure 4.4: Accumulation stage for parallel backprojection.

Lemma 2. Letφ := (φO+nφ ·(i ·p+ j))(mod φOmax) for φO∈ [0 :φOmax−1]�. For an arbitrary
round j∈ [0 : p−1]� the following holds

IFM (i)[φO] = EFM(i)
[

INSM[φ], j
]

·WTM[φ] ∀ i . (4.2.3)

The Equation (4.2.3) describes the parallel access to theb memoriesEFM(i) . Each access
to ithmemory is performed as for the sequential backprojection (4.1.1). We computeφ for the
round j. Then we access all memoriesEFM(i) and write the fetched values into the correspond-
ing intermediate memoriesIFM (i). The write address for these memories isφO.

Proof. We express the indexφO using the indexφ as

φO = (φ−nφ · (i · p+ j)) (mod φOmax).

InsertingφO into the the Equation (4.2.3) gives the Equation (4.2.2)

IFM (i)[(φ−nφ · (i · p+ j)) (mod φOmax)] = EFM(i)
[

INSM[φ], j
]

·WTM[φ].

After the roundj the intermediate memories consist of the weighted filtered elements fromb
projections. These elements are used during the accumulation stage of the parallel backprojec-
tion.

Accumulation
During the accumulation stage allb memoriesIFM (i) are accessed in parallel with the common
addressφO ∈ [0 : φOmax− 1]�. The data, fetched from the intermediate memories are accu-
mulated with the result of the previous round (Figure 4.4). The result is stored in the volume
memoryVM

VM{ j}[φO] :=
b−1

∑
i=0

IFM (i)[φO]+VM{ j−1}[φO] . (4.2.4)
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We ensure that before the first accumulation (j = 0) all elements of the memoryVM are equal
to zero. Equation (4.2.4) means that in the roundj we accumulate the weighted filtered data
from the projections(i · p+ j) for all i. After p rounds the memoryVM will store the result of
the backprojection of a radial element.

4.2.4 Correctness of the Parallel Backprojection

The correctness of the parallel backprojection of a radial element is given by the following
Theorem.

Theorem 2. The result of the parallel backprojection of a radial element in a plane is the same
as the result of the sequential backprojection of this radial element.

Proof. We will show that the parallel backprojection, described byEquations (4.2.3) - (4.2.4)
can be transformed into the sequential backprojection. We discuss the reconstruction of the
radial elementrO ∈ [0 : rOmax−1]� in the planezO ∈ [0 : zOmax−1]�.

Let φ := (φO +nφ · (i · p+ j))(mod φOmax). Applying Lemma 2 to the sum

b−1

∑
i=0

IFM (i)[φO]

from the Equation (4.2.4), for allp rounds we obtain the following:

VM{p}[φO] =
p−1

∑
j=0

b−1

∑
i=0

EFM(i)
[

INSM[φ], j
]

·WTM[φ].

Using the correspondence (4.2.1) of theEFM(i) to the memoryEFM we write

VM{p}[φO] =
p−1

∑
j=0

b−1

∑
i=0

EFM
[

INSM[φ], i · p+ j
]

·WTM[φ].

The double sum is nothing else than the sum of the weighted data over all projections. Recall
that iφ := i · p+ j. Introducing the new variable

φ′ = (φO+nφ · iφ) (mod φOmax)

and combining two sums we have (see (4.1.1))

VM{p}[φO] =
φdmax−1

∑
iφ=0

EFM
[

INSM[φ′], iφ
]

·WTM[φ′].
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Figure 4.5: Memory structure of the pipelined parallel backprojection of a radial element.

4.3 Pipelined Parallel Backprojection

The parallelization scheme described in the previous section speeds up the backprojection in
the Cylindrical Algorithm. This modification can be optimized using the pipelining technique.
During the parallel backprojection, when the fetch of the filtered data is performed, the part
of the resources for the accumulation stage is idle. This situation is changed when we try to
re-schedule the backprojection using pipelining.

4.3.1 Memories of the Pipelined Backprojection

The memory structure of the parallel backprojection must bechanged in order to perform the
pipelined computations. The memory structure of the pipelined parallel backprojection is de-
picted on Figure 4.5.

For the pipelining we use the doubled memory structure. It consists of two memories with
equal capacity. These memories are denoted for simplicity by A and B. For the pipelining
process these memories are used in the following way: one memory is available for reading,
another - for writing, and then the functions of these memories are interchanged.

The intermediate filtered memory uses this doubled structure – there are totaly 2· b such

memories. ByIFM (i, j)
Cr we denote the memory for reading access and byIFM (i, j)

Cw – for writing
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access. The type of the access to the internal memories is defined by the indexj

IFM (i, j)
Cr =

{

IFM (i)
A j is odd

IFM (i)
B j is even

, IFM (i, j)
Cw =

{

IFM (i)
A j is even

IFM (i)
B j is odd

.

Such construction of memories provides the following property

IFM (i, j+1)
Cr [φO] := IFM (i, j)

Cw [φO] ∀φO. (4.3.1)

In another words, the data that was written in the roundj is available for reading in the
round( j +1).

There are two memories that are used to store the intermediate result of the backprojection
and one memory is used to store the final result of the backprojection. The memories, used for

the intermediate computations are denoted byVM(s)
Cr andVM(s)

Cw. They are used for reading and
writing accesses, accordingly.

VM(s)
Cr =

{

VMA s is odd

VMB s is even
VM(s)

Cw =

{

VMA s is even

VMB s is odd

The memory that stores the final result of the reconstructionis denoted byVMO.
Other memories are the same as defined in section 4.2.2. The memory EFM(i) is used for

the filtered data, theINSM for geometry data and theWTM for the weighting coefficients.

4.3.2 Pipelined Parallel Reconstruction Flow

We describe the pipelined parallel backprojection of a radial element. The pipelined schedule
of the backprojection of several radial elements will be presented later.

Consider the reconstruction of the radial elementrO ∈ [0 : rOmax− 1]� in the planezO ∈
[0 : zOmax−1]�. The backprojection of the radial element is performed inp rounds. In each
round j the filtered data is fetched from theb memoriesEFM(i) using the values from the
intersect memory as the addresses:

EFM(i)
[

INSM[φO], j
]

∀ i, ∀φO.

The weighting memory is also accessed sequentially withφO in each roundj. The filtered data
from each memoryEFM(i) is multiplied with the weighting coefficientWTM[φO]. Using the
address

φ′ := (φO−nφ · (i · p+ j)) (mod φOmax)

the ithproduct value is stored in theith intermediate memoryIFM (i, j)
Cw as

IFM (i, j)
Cw [φ′] := EFM(i)

[

INSM[φO], j
]

·WTM[φO] ∀ i. (4.3.2)
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Figure 4.6: Pipelined parallel backprojection of a radial element.

This is done for allb memoriesIFM (i, j)
Cw in parallel for p rounds. Lemma 2 provides the cor-

rectness of the data reordering.

Data, that is fetched and reordered in the roundj, is accumulated in the round( j + 1).
Figure 4.6 provides the graphical description of the pipelining process. For the description we
use the following property of the doubled memory structure

VM( j+1)
Cr [φO] := VM( j)

Cw[φO]. (4.3.3)

In each roundj ∈ [1 : p−1]� the data from theIFM (i, j)
Cr [φO] is accumulated with the previous

result, which is found in the memoryVM( j)
Cr [φO]. This sum is stored in the memoryVM( j)

Cw. This
is done for eachφO ∈ [0 : φOmax−1]�

VM( j)
Cw[φO] :=

b−1

∑
i=0

IFM (i, j)
Cr [φO]+VM( j)

Cr [φO]. (4.3.4)

In the first round of accumulation all elements in the memoryVM(1)
Cr [φO] must be equal to

zero. Using the property (4.3.3) this is expressed as

VM(0)
Cw[φO] := 0 ∀φO. (4.3.5)

After p backprojection rounds all required data are fetched from the filtered projection mem-
ory. To obtain the result of the backprojection one more round is needed, because weighted and
reordered data from the roundj = p−1 was not yet accumulated. During this additional round,
the result of the backprojection is stored in the memoryVMO (Figure 4.7)

VMO[φO] :=
b−1

∑
i=0

IFM (i,p)
Cr [φO]+VM(p)

Cr [φO]. (4.3.6)

The data fetch and the accumulation are carried out inp rounds, but accumulation starts later,
in the roundj = 1. Counting the additional round, we have totaly(p+1) rounds for the back-
projection of a radial element. Later, when the whole plane will be reconstructed using the
pipelined parallel backprojection scheme, we will show that each radial element is reconstructed
in p rounds. This is possible, because the idle rounds at the beginning of the backprojection of
the radial elements are removed.
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Figure 4.7: Accumulation stage for the pipelined parallel backprojection of a radial element.

4.3.3 Correctness of the Pipelined Parallel Backprojection

The correctness of the presented pipelined parallel reconstruction, described by the Equa-
tions (4.3.2)-(4.3.6), is provided by the following Theorem.

Theorem 3. The result of the pipelined parallel backprojection of a radial element is the same
as the result of the sequential backprojection of the same radial element.

Proof. We will show that the Equations (4.3.2) - (4.3.6) can be transformed into the non-
pipelined parallel backprojection of a radial element (from section 4.2).

The contents of the memoryVM(p)
Cr is the sum of the weighted filtered data fetched in

the (p− 1) rounds. Using that the memory elements of theVM(1)
Cr are equal to zero (4.3.5),

the contents of the memoryVM(p)
Cr is expressed as

VM(p)
Cr [φO] = VM(p−1)

Cw [φO] =
p−1

∑
j=1

b−1

∑
i=0

IFM (i, j)
Cr [φO].

We plug this into the Equation (4.3.6) and obtain the following formula

VMO[φO] =
b−1

∑
i=0

IFM (i,p)
Cr [φO]+VM(p)

Cr [φO]

=
b−1

∑
i=0

IFM (i,p)
Cr [φO]+

p−1

∑
j=1

b−1

∑
i=0

IFM (i, j)
Cr [φO]

=
p

∑
j=1

b−1

∑
i=0

IFM (i, j)
Cr [φO] .
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The last equation can be represented using the property (4.3.1) as

VMO[φO] =
p

∑
j=1

b−1

∑
i=0

IFM (i, j−1)
Cw [φO]

=
p−1

∑
j=0

b−1

∑
i=0

IFM (i, j)
Cw [φO] .

Applying Lemma 2 to the new notation (IFM (i, j)
Cw ) we express now the data, stored in the

memoryIFM (i, j)
Cw as

IFM (i, j)
Cw [φO] = EFM(i)

[

INSM[φ], j
]

·WTM[φ]

where the indexφ is expressed asφ := (φO−nφ · (i · p+ j))(mod φOmax). These data are accu-
mulated in the memoryVMO as follows:

VMO[φO] =
p−1

∑
j=0

b−1

∑
i=0

EFM(i)
[

INSM[φ], j
]

·WTM[φ].

The obtained equation is a parallel backprojection of a radial element, described in section 4.2.3.
By Theorem 2 the result of the parallel backprojection of a radial element is equal to the result
of the sequential backprojection of the same radial element.

4.4 Pipelined Reconstruction of a Plane

Using the pipelined parallel backprojection of a radial element we describe now the reconstruc-
tion of a plane.

The reconstruction of a plane consists of the backprojection of the radial elements and the
geometry computations. The geometry data, required for thereconstruction of the radial ele-
ment is computed before the backprojection of this element.

4.4.1 Geometry Computations

The significant part of the reconstruction are the geometry computations. The Cylindrical Al-
gorithm increases the efficiency storing the pre-computed geometry information, the intersect
addresses and the weighting coefficients, in the Geometry and Weighting tables accordingly.
But this large amount of memory (O(N3)) is not efficient for the hardware reconstruction.

In our design we use the Geometry and Weighting tables only partially. We compute and
store only those elements of tables, that are required to reconstruct the voxels of one radial
element. This modification of the Cylindrical Algorithm significantly decreases the amount of
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memory required for the geometry data. The reconstruction schedule allows to perform the
geometry computations in parallel with the backprojectionof the radial element.

The geometry and weighting tables are stored in the corresponding memories, used dur-
ing the backprojection (recall their definitions from section 4.1.1). For the reconstruction of a
plane we modify these memories. Now, the memories have a doubled structure similar to those
described in section 4.3.1.

The Intersect memory consists of two memories, A and B. Each memory inside this structure

has a capacity ofφOmax elements. ByINSM(s)
Cr we denote the Intersect memory that is accessed

for reading and byINSM(s)
Cw – for writing. The internal memories are selected dependingon the

parameters

INSM(s)
Cr =

{

INSMA s is odd

INSMB s is even
and INSM(s)

Cw =

{

INSMA s is even

INSMB s is odd
.

The Weighting memory has the similar structure as the Intersect memory. ByWTM(s)
Cr

andWTM(s)
Cw we denote memories for reading and writing accesses accordingly:

WTM(s)
Cr =

{

WTMA s is odd

WTMB s is even
, WTM(s)

Cw =

{

WTMA s is even

WTMB s is odd
.

The above defined memories have the following property

INSM(s+1)
Cr [φO] := INSM(s)

Cw[φO]

and
WTM(s+1)

Cr [φO] := WTM(s)
Cw[φO] ∀φO.

The computation of the geometry data – intersect coordinates and weighting coefficients
will be described in section 5.6, where the construction of the whole Geometry Computations
Unit will be discussed.

4.4.2 Reconstruction Schedule

For the description of the reconstruction schedule we use the notation presented in section 4.3.
Consider the reconstruction of the planezO ∈ [0 : zOmax−1]�. Each radial element is re-

constructed using the pipelined parallel backprojection.For the reconstruction of several radial
elements the backprojection flow (section 4.3) is modified inthe following way.

The reconstruction flow is presented in Algorithm 7. In the loop for all radial ele-
ments (lines 2-18) two processes are performed in parallel:geometry computations (lines 3-5)
and the backprojection of the radial element (lines 6-17). The graphical representation of this
flow is depicted on Figure 4.8(a).
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Algorithm 7 Reconstruction of a Plane

Require: memoriesEFM(i) consist of filtered projection data
1: compute geometry data forrO = 0
2: for rO = 0 to rOmax−1 do
3: if rO < rOmax−1 then
4: compute geometry data forrO +1
5: end if
6: for j = 0 to p−1 in parallel for each group of projectionsi do
7: for φO = 0 to φOmax−1 do
8: φ← (φO−nφ · (i · p+ j))(mod φOmax)

9: IFM (i, j)
Cw [φ]← EFM(i)

[

INSM(rO)
Cr [φO], j

]

·WTM(rO)
Cr [φO]

10: if j = 0 then
11: VM( j)

Cw[φO]← 0

12: VMO[φO]← ∑b−1
i=0 IFM (i, j)

Cr [φO]+VM( j)
Cr [φO]

13: else
14: VM( j)

Cw[φO]← ∑b−1
i=0 IFM (i, j)

Cr [φO]+VM( j)
Cr [φO]

15: end if
16: end for
17: end for
18: end for

Figure 4.8: Reconstruction of a plane. (a) Two processes of the reconstruction - geometry
computation and backprojection. (b) Backprojection of several radial elements.
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Before the reconstruction of a plane starts, the geometry data (intersect points and weight-
ing coefficients) are computed (line 1). These data are used in the reconstruction of the first
radial element (rO = 0). During the geometry computations the geometry data for the next

radial element are written into two memories: intersect memory INSM(rO)
Cw and weighting mem-

oryWTM(rO)
Cw . Selection of the internal memories is done using the indexrO of the current radial

element.
The reconstruction of a radial element is performed as it wasdescribed in section 4.3. The

only change for the pipelined parallel reconstruction of a plane is made in the schedule in order
to eliminate the idle rounds:

the reconstruction of the new radial element starts with thelast round of the back-
projection of the previous radial element.

This last round is denoted by “writeVMO” on Figure 4.8(b). During this round the mem-

ory VM(0)
Cw is cleared. This is done in order to add zeros in the next round, when the accumula-

tion for the new radial element starts (line 14). Thus, the requirement for the pipelined parallel
backprojection of a radial element is fulfilled (section 4.3.2).

At this point, we discuss the geometry computations on the abstract level, without any spec-
ification. They will be formally defined in section 5.6. Now, we assume that the geometry
computations for one radial element are performed not faster than the backprojection of a radial
element.

4.5 Reconstruction of the Volume

To describe the pipelined parallel reconstruction of the whole volume we will use the previously
introduced reconstruction of a radial element and a plane. We have described all processes and
requirements for the reconstruction of a plane, except how the data is filtered and stored in
memoriesEFM(i) .

We will analyze the consumption of the projection memory of the Cylindrical Algorithm,
and introduce memory structure for the filtered projection data. At the end of this section we will
describe the pipelined parallel reconstruction of the volume from the cone-beam projections.

4.5.1 Projection of a Plane

The part of the object, that is reconstructed later as a plane, is projected into the region of the
detector. The height of this region is a number of detector rows. We will use this information to
define the capacity of the filtered projection memory in our design.

Definition 13. A set of detector rows, that contains the projection of a plane zO, is defined as

lines(zO) = {yd | Pd3D[∗,yd,∗] required to reconstruct the plane zO ∈ [0 : zOmax−1]�}.
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Figure 4.9: Projection of two planes into the detector.

The cardinality of the setlines(zO) is a number of detector rows, required for the recon-
struction of the planezO.

The reconstruction process is started from the upper plane and we move down, reconstruct-
ing plane by plane sequentially1. For the reconstruction of some planezO we need to know how
many detector rows were already filtered and used in the reconstruction of the previous planes,
that are situated upper than our current plane (see Figure 4.9). Thus, the detector rows which
were used to reconstruct planes before the current planezO, are defined as

Lines(zO) =
⋃

0≤z<zO

lines(z).

Definition 14. A set of detector rows for the reconstruction of the plane zO, that must be filtered
and added to the already available rows is

∆lines(zO) = lines(zO)\Lines(zO) .

The number of detector rows, required for the reconstruction of the plane is dependent on
the parameters of the experiment. This will be analyzed later in the evaluation chapter.

Definition 15. By DLC[zO] we denote the table

DLC : [0 : zOmax−1]�→
�

1The reconstruction can be started from the arbitrary plane in the volume and move further in the arbitrary
direction (up or down). In this case the tableDLC must be changed.
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that maps the coordinate of the plane zO ∈ [0 : zOmax−1]� in the volume to the corresponding
value

DLC[zO] =

{

#lines(0) if zO = 0
#∆lines(zO) if zO 6= 0

computed for some particular half-beam opening angleα.

The first element of this table contains the number of detector rows, that must be filtered
initially to start the reconstruction of the volume. We assume2 that the setlines(0) contains de-
tector rows fromyd = 0. The tableDLC is mapped into the memoryDLCM that containszOmax
elements of the tableDLC.

One particular important property of tableDLC is that for the real experiment parameters
(see chapter 6) the following holds:DLC[zO] = 1 for almostall zO ≥ 1. There are non-one
values, e.g. “zeros” and “twos”, but they arise seldom only due to the rounding during the com-
putations. Therefore, in some of the future timing diagramswe only show one caseDLC[zO] = 1
for zO≥ 1 for simplicity.

The maximal number of detector rows, required to reconstruct a plane in the current volume
is

Lmax := max
zO∈[0:zOmax−1]�

(#lines(zO)).

Let
nr := 2dlog2(Lmax)e (4.5.1)

be the number of detector rows, that are stored in the memory.By definitionnr ≥ Lmax. Hence,
for the reconstruction of each plane the memory will consistof the sufficient amount of filtered
detector rows. In chapter 6 we will analyze the impact of the experiment parameters on the
valueLmax.

4.5.2 Filtered Projection Memory

For the minimization of the amount of memory used for the reconstruction, we store only the
part of the filtered detector data, which is required for the reconstruction of one plane.

Consider the reconstruction of the planezO ∈ [0 : zOmax−1]�. The filtered detector rows
required for the reconstruction of the current plane are stored in the memory structureEFM(i) .
There areb memories, each consists ofnr filtered detector rows forp projections. The capacity
of eachithmemory isnr · p ·N elements. The total number of the filtered detector elements
available in the system isnr ·φdmax·N.

For the reconstruction of the next planezO +1, the memoriesEFM(i) are updated. We fil-
ter and store #∆lines(zO + 1) detector rows in theEFM(i) . This process is performed in the
following way. During the reconstruction the memoriesEFM(i) are used in each cycle of the

2In practice we eliminate the unused detector rows and start counting from the first detector row, that contains
the projection information.
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backprojection. That’s why the input filtered data are stored in the intermediate memories de-
noted byEIFM(i) . Each filtered projection memoryEFM(i) has the corresponding intermediate
memoryEIFM(i) . All EIFM(i) together hold data for one detector rowyd ∈ [0 : N−1]� for all
projectionsiφ ∈ [0 : φdmax−1]�, i.e.

EIFM(i)[ j ·N+xd] = FD[xd,yd, iφ] ∀xd.

When the detector row is completely filtered (for all projections) and the filtered data is written
into the intermediate memories, we wait until the end of the reconstruction of a plane. After
this, the data is transferred from theEIFM(i) into theEFM(i) in parallel for allb memories.
Using the address of the rowyd (mod nr) the new data is written over the old data that was
already stored in memoriesEFM(i)

EFM(i)[yd (mod nr)+xd, j]← EIFM(i)[ j ·N+xd] ∀ j,yd,xd.

During the reconstruction of the whole volume withzOmax planes the filtering and data transfer
between memories are done for all detector rowsyd ∈ [0 : N−1]�.

The correctness of the memory update for the reconstructionof each planezO is provided
by Lemma 3 in the next section.

4.5.3 Filtering of the Projection Data

The filtering of the projection data is performed using the direct implementation of the con-
volution. Recall definition of variables from section 2.8. The filtering is a computation of the
Filtered Projection Table (3.1.4):

FD[xd,yd, iφ] = d
N−1

∑
k=0

Pd3D(k,yd, iφ)h(xd ·d−k ·d)
SO

√

SO
2
+ p2

x +z2
y

∀ xd,yd, iφ

which is mapped into the memoriesEFM(i) . The input projection dataPd3D must be already
pre-weighted

Pd3Dw(xd,yd, iφ) = Pd3D(xd,yd, iφ) ·
d ·SO

√

SO
2
+ p2

x +z2
y

, ∀ xd,yd, iφ.

This is included in the preprocessing conditions (section 5.2.2).
Filtering is done for each detector row sequentially for allprojections. Each rowyd is filtered

and saved into the intermediate memoriesEIFM(i) (Algorithm 8). After the row is filtered, data
from the memoriesEIFM(i) is transferred into theEFM(i) (Algorithm 9).

Recall the description of the setlines(zO). For the reconstruction of each plane the cor-
responding number #lines(zO) of filtered detector rows must be available. We need to add
detector rows, that are contained in the set∆lines(zO), to the already filtered rows. Thus,
the preparing of the detector rows for the reconstruction ofthe planezO will be the follow-
ing:
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Algorithm 8 Filtering of a Detector Rowyd

1: for iφ = 0 to φdmax−1 do (counter of projections)
2: for xd = 0 toN−1 do (counter in a row)
3: i←biφ/pc (compute the projection’s group number)
4: j← iφ (mod p) (compute the offset in a group)
5: EIFM(i)[ j ·N+xd]← ∑N−1

k=0 Pd3Dw(k,yd, iφ)h(xd ·d−k ·d)
6: end for
7: end for

Algorithm 9 Data Transfer to the MemoriesEFM(i)

1: for j = 0 to p−1 do (counter in groups of projections)
2: for xd = 0 toN−1 do (counter in a row)
3: EFM(i)[yd (mod nr)+xd, j]← EIFM(i)[ j ·N+xd]
4: end for
5: end for

1: for all yd ∈ ∆lines(zO) do
2: filter detector rowyd (Algorithm 8)
3: transfer filtered row into theEFM(i) (Algorithm 9)
4: end for

The following lemma summarizes the above presented description.

Lemma 3. The filtered projection data required for the reconstruction of the arbitrary plane zO
is obtained after filtering and adding#∆lines(zO) detector rows into the memory struc-
ture EFM(i) .

Proof. We will prove this Lemma by induction over the planes.

1. Consider the upper plane of the volume (zO = 0). Before the reconstruction of this plane
we need to filter and store #lines(0) detector rows (the valueDLCM[0]). These processes
are described in the Algorithms 8 and 9. By definition

#lines(0)≤ Lmax≤ nr .

As the memory structureEFM(i) has the total capacity ofnr · φdmax·N elements, the
amount of filtered data is not greater than this capacity. Thus, all projection data, required
for the reconstruction of the upper plane will be available in memoriesEFM(i) after the
end of filtering.

2. Consider an arbitrary planezO. We need to filter and add #∆lines(zO) into the memories
EFM(i) . There can be two situations.

- #Lines(zO+1) < nr . In this case we simply add new filtered rows #∆lines(zO) into
the memoriesEFM(i) .
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- #Lines(zO + 1) ≥ nr . We need to overwrite some or all previously stored rows be-
cause the memory consists of at mostnr rows for each projection. Assume we add
some rowyd ∈ lines(zO). We store this row using the addressyd (mod nr), and the
row, previously stored at this address, will be overwritten. The row with the address
yd and the row with the addressyd−nr cannot both belong tolines(zO), because in
this case #lines(zO) > nr . This is a contradiction.

After the filtering process we will have in memory the filtereddetector rows that are
in lines(zO), because

#∆lines(zO)≤ #lines(zO)≤ Lmax≤ nr .

The data, that is overwritten during this process, is not required for the reconstruction of
the planezO.

4.5.4 Pipelined Reconstruction Schedule

The reconstruction of the volume is performed using the pipelined parallel reconstruction of
the planes, contained in the volume. The filtering is performed in parallel to the reconstruction
process. Algorithm 10 presents the computation flow.

Algorithm 10 Pipelined Parallel Reconstruction of the Volume
1: for yd = 0 to DLCM[0]−1 do
2: filter detector rowyd (Algorithm 8)
3: transfer filtered row into theEFM(i) (Algorithm 9)
4: end for
5: for zO = 0 tozOmax−1 do
6: reconstruct planezO (Algorithm 7)
7: if zO < zOmax−1 then (filter data for the next plane)
8: for k = 1 toDLCM[zO +1] do
9: filter row yd +k (Algorithm 8)

10: transfer filtered data toEFM(i) (Algorithm 9)
11: end for
12: yd← yd +DLCM[zO +1] (update the row counter)
13: end if
14: end for

Before the reconstruction of the upper plane the numberDLCM[0] of detector rows is filtered
and stored in the memoriesEFM(i) . After this the reconstruction of planes starts. The loop
(lines 5-14) goes through all planes sequentially from the upper plane. Two processes are
performed in parallel - the reconstruction of a plane (line 6) and the filtering of the detector
rows, required for the reconstruction of the next plane (lines 8-12).
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Figure 4.10: Reconstruction of the volume. (a) Pipelining of the two processes. The phase
“filter and store data forzO” contains filtering and transferring the detector rowsyd ∈ lines(0).
(b) Reconstruction of a plane in detail (see Figure 4.8).

The graphical description of these two processes is presented on Figure 4.10(a). By
“write” we denote the process when the filtered detector row is transferred into the memo-
riesEFM(i) (Algorithm 9). We depicted write phases of the same length. In general the length
is variable and the phase might be missing in case when we do not add any new filtered detector
row.

Figure 4.10(b) describes the reconstruction of a plane in connection to the filtering process.
The geometry computations for the first radial element in a plane are performed during the
transfer of the filter data, before the start of the reconstruction itself. The reconstruction of the
first radial element in a plane starts when the data transfer if finished and the required filtered
data is available.

After the end of the reconstruction of the last radial element in a plane, the data which was
filtered during the reconstruction of the current plane, is transferred (Algorithm 9). At the same
time the last round of the accumulation is performed.

4.5.5 Performance Analysis

Modifications of the Cylindrical Algorithm, described in this chapter, accelerate the reconstruc-
tion of the volume from cone-beam projections. These modifications are parallelization and
pipelining of the backprojection, special scheduling during the reconstruction of the volume.

Table 4.1 presents the information about the main operations, that are performed for the
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Part Description of operations Number of operations
Backprojection access toEFM, φOmax· rOmax· p
of one plane multiply-accumulate
Geometry compute intersect points φOmax· rOmax
computations and weighting coefficients
Filtering multiply-accumulate, N2 ·φdmax·DLC[zO]
of one row write intoEIFM
Data transfer copy fromEIFM to EFM N · p ·DLC[zO]

Table 4.1: Main operations, performed for the reconstruction of one plane.

reconstruction of one plane. Obviously, number of operations, required for the reconstruction
of the whole volume is obtained multiplying by the number of planeszOmax. No additional
operations are required between the reconstruction of two planes. The longest computation
is the backprojection, but the number of operations is reduced significantly usingb parallel
memories, and performing the geometry computations in parallel to the backprojection.

Time required to perform the operations described in Table 4.1 is different for all of these
operations. It is implementation specific for each operation. In the next chapter, during the spec-
ification of the hardware architecture, we show that during pipelined execution, throughput of
the computational modules is one operation per cycle. Although, multiplication of two operands
is performed in three cycles. Another significant reductionof the number of operations is done
using the Finite Impulse Response filter. This decreases thenumber of multiply-accumulate
operations toN ·φdmax for the filtering of each detector row.

4.6 Conclusion

In this section we described the modification of the Cylindrical Algorithm. The parallelization
of the backprojection was presented. It was shown that the different computational tasks of
the reconstruction can be scheduled in order to minimize thewait time, i.e. when the one
task waits for the result of the another task. The implementation of the presented pipelined
parallel reconstruction of the volume from the cone-beam projections will be described in the
next section.
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5
Reconstruction Hardware

This section provides the description of the hardware architecture for the reconstruction from
cone-beam projections. The hardware architecture is basedon the description of the pipelined
parallel reconstruction presented in the previous chapter.

5.1 Notation

For the description of the hardware system we use the similarnotation as it is defined in [86]:

- for bitsx∈ {0,1} and natural numbersn, we denote byxn the string consisting ofn copies
of x, e.g. 02 = 00, 14 = 1111;

- we usually index the bits of strings from right to left with the numbers from 0 ton−1

a = an−1 . . .a0 ∈ {0,1}n or a = a[n−1 : 0];

- we denote the natural number with binary representationa as

〈a〉=
n−1

∑
i=0

ai ·2
i ∈ {0, . . . ,2n−1};

- fractional numbers are represented as follows:

let a[n−1 : 0] ∈ {0,1}n and f [1 : p−1] ∈ {0,1}p−1,

then〈a[n−1 : 0]. f [1 : p−1]〉=
n−1

∑
i=0

ai ·2
i +

p−1

∑
i=1

fi ·2
−i;
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Name Width
number of planeszOmax zw = dlog2zOmaxe
number of radial elementsrOmax rw = dlog2 rOmaxe
number of voxelsφOmax φw = dlog2φOmaxe
detector elements counter n = log2N
width of the control bus for SDRAM aw+5
weighting coefficients wcow

input projection data adw

filtering coefficients f kw

filtered data a fw
weighted data aww

result of the reconstruction resw

Table 5.1: Widths of the design variables and constants.

we permit the casesp = 0 andn =−1 by defining

〈a.〉= 〈a.0〉= 〈a〉, 〈. f 〉= 〈0. f 〉 ;

the obvious identities follow directly

〈0a. f 〉= 〈a. f 〉= 〈a. f 0〉 and〈a. f 〉= 〈a f〉 ·2−(p−1).

Data Width
Table 5.1 presents the widths of the design constants and variables. The precise values for the
variable widths will be introduced in the evaluation of the design.

Basic Circuits
Figure 5.1 denotes the symbols used for gates in drawing circuits. The standard blocks, such
as multipliers, dividers, FIFOs, RAMs etc., are depicted with rectangles and have the names
MULT, DIV, FIFO and RAM, accordingly. The signalclk denotes the clock signal of the design
and the signalclk denotes the inverse of this clock. The signalclk is not shown as an input
for the environments. ConstantsφOmax, rOmax, zOmax are the design constants and they are not
shown as inputs of the environments.

All figures showing circuits are bounded by a dotted rectangle denoting the circuit’sinter-
face. Signals appearing left of or over the rectangle areinputs, right or below –outputsof the
circuit. Signals, that were named in a figure may be used by their name in other parts of the
figure; a single signal can be selected from a bus by the name. Aport of the environment can
be accessed with the name of the environment module and the port name. For example, the
port Din of the environmentAenvis denoted by theAenv.Din . The abbreviation I/O denotes
Input-Output.
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Figure 5.1: Symbols for basic gates.

Process Flow Description

The architecture consists of several units, each contains anumber of environments: circuitry
and control. The contents of the circuitry environments arepresented using Figures, whereas the
control environments will be described by the functional algorithms1. This allows to emphasize
the functional principles more clearly. In particular, we use the following statements

- the conditional statement:
if conditionthen {statement 1} else{statement 2} end if

- the iterative statement:while conditiondo statementend while

- thefor -loop:
for i from . . . to . . .do statementend for

- thewaitfor statement
waitfor condition

In the conditional statement (if ) one of the statements (1 or 2) is executed in the same clock
cycle after the condition is checked. In the iterative statements the operations are executed
sequentially each clock cycle. When thewaitfor statement is used, no other operations are per-
formed, until the condition is fulfilled. After the condition is fulfilled, the algorithm continues.
If the step size in thefor -loop is unspecified it is 1 by default.

The notationat means the state of the signala in the cyclet. The notationa← a+1 means
at+1 = at +1. For signals, that are active only one cycle, we use the following notation

at ← 0/1/0 ≡

{

at ← 1
at+1 ← 0

We ensure that the signala at cyclest andt +1 is not changed anywhere else.

1these algorithms are directly implemented in VHDL
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5.2 Overview of the Architecture

The design, described in this chapter performs all stages ofthe pipelined parallel reconstruction
of the volume from cone-beam projections (part 4). The wholedesign is placed in one Xilinx
FPGA chip, except the memories with the filtered projection data.

We present in this chapter a parametric design, i.e. the values of constants and the bit-widths
will be discussed in the evaluation chapter.

5.2.1 Structure

The reconstruction hardware, called a“3D Backprojector” , is presented on Figure 5.2 and
consists of an FPGA chip and external memory. The reconstruction task is divided into several
independent tasks, that are performed by the modules of the design.

• DESIGN CONTROL The reconstruction of the volume is managed by the Control Unit. All
modules of the design are dependent from this unit. It schedules the processes running in
the design.

• MEMORY STRUCTURE The filtered projection data is placed in the external (off-chip)
memory. Our design supports dynamic memory chips. The high-density FPGA provides
enough resources to place all other memories, used during the reconstruction, on-chip.

• PROJECTIONFILTERING The detector rows are filtered by the Projection Filtering Unit,
and then stored in the external memory using intermediate FIFOs.

• GEOMETRY COMPUTATIONS The calculation of the Geometry and the Weighting Co-
efficients tables are done by the Geometry Computation Unit.The computed values are
stored in the Data Control Unit.

• RECONSTRUCTIONThe Parallel Backprojector, based on the Processing Elements (PEs),
performs the reconstruction of the volume. The management of the external memory and
the data flow in the Backprojector are done by the Data ControlUnit.

5.2.2 Requirements of the Design

Here we describe the requirements and the interface of our design.

Application

The design is developed as a system that consists of one FPGA,FIFO and SDRAM chips. This
system must be controlled by the higher level system. Duringthe description we call it an
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Figure 5.2: Main components of the3D Backprojector.
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“external device”. This can be a PC-based system, connectedto the design using one of the
standard interfaces2.

Preprocessing Conditions
Our design has the following requirements.

- The input projection data must be already pre-weighted with the coefficient (recall defi-
nition of px andzy from section 2.8.4)

d ·SO
√

SO
2
+ p2

x +z2
y

.

In real applications this is done during the logarithmic normalization of the projection
data, acquired from the detector using an Analog-Digital Convertor. The values, that are
received by the design, areadw-bit unsigned integers.

- The design is implemented in FPGA using pre-defined parameters, i.e. it can reconstruct
the volume (zOmax,rOmax,φOmax) from cone-beam projections for some constant valuesN,
d, α, m andSO(see description of the Cylindrical Algorithm in section 3.1). The main
constants of the design are the following (summarizing fromthe previous chapters):

1. the experiment parameters (from section 3.1) are:

– the half-beam opening angleα,

– the magnification factorm,

– the physical size of the detector elementd,

– the distance “X-ray source”-“rotation axis”SO,

2. N = 2n wheren∈
�+,

3. rOmax := N/2,

4. φdmax= p ·b whereb, p∈
�+ andp is a power of two,

5. φOmax := nφ ·φdmax wherenφ ∈
�
≥1,

6. zOmax is computed using Equation (3.1.15) from section 3.1.7,

7. nr is computed using Equation (4.5.1) in section 4.5.1.

- The values of the DLC table, that are computed for the experiment parameterα (sec-
tion 4.5.1), and the discrete values of the sin() and cos() functions are stored in read-only
memories on chip. They are design constants.

- The filter, used in the design, has constant fixed-point coefficients (discrete values of the
filter kernel).

2the bandwidth of the design is discussed in the evaluation chapter
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Figure 5.3: Protocol of the data exchange between the designand the external device. (a) Re-
quest of the projection data. (b) Download the reconstruction result from the design.

Design Interface
The interface of our reconstruction system consists of the following inputs:

- the initialization (reset) signalrst,

- the “start reconstruction” signalgstart,

- theadw-bit busPDin and the “data valid” signaldwr,

- the signalre vmused for reading the reconstructed radial element.

The output of the design has the following busses and signals:

- the “filtered data request” signaldrq,

- the “ready” signaldrdy for the reconstructed radial element,

- theresw-bit busVMout used to transfer the result of the reconstruction,

- the signalrrec is a “done” signal, activated after the end of the reconstruction of the
volume.

Data Transfer
The protocol of the data transfer between the design and the external device is presented on
Figures 5.3(a) and (b).
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(a) The request of the projection data is initiated by the design using the signaldrq. The
external device transfers the detector row that corresponds to one projection (N elements).
The detector rows are counted from the upper rowyd = 0 to N−1, and the projections
from 0 toφdmax−1. The data are transferred on the busPDin using the “data valid” signal
drw. The period of the data request

Trq := N+TP+Twait

clock cycles, whereTwait is a number of clock cycles between the request of the data and
the activation of the signaldwr from the external device, andTP is a number of filtering
coefficients (taps). In order to filterN elements a special digital filter (section 5.5.2,
Figure 5.11) requires to be cleared (zero-padding). Thus, for the filtering ofN elements
totalyN+TPcycles are required.

(b) The result of the reconstruction of a radial element is available in the design after the
activation of the signaldrdy. The reconstruction result is computed in two’s complement
format. The signaldrdy is activated at the start of the last accumulation round during
the reconstruction of each radial element. After this, the external device must activate
the signalre vm and hold it forφOmax cycles. The design sendsφOmax elements of the
reconstructed radial element using the busVMout. These elements are send starting from
the element with addressφO = 0. The radial elements are reconstructed from 0 torOmax−
1 from the upper plane to the lower. The period of the signaldrdy is

Tre > p ·φOmax

because of the wait cycles required to operate with the external dynamic memory.

5.2.3 Reconstruction Flow

The design is an implementation of the pipelined parallel reconstruction of the volume from
cone-beam projections (see formal description in section 4.5).

The top level control (Algorithm 10) of the reconstruction is provided by the Control Unit.
This unit performs the control of the processes running in parallel: the filtering of the projection
data, the geometry computations and the reconstruction of aplane. Every process, started by
the Control Unit, has an acknowledge (“done”) signal on termination.

The filtering is initiated by the Control Unit and is done by the Projection Filtering Unit
(Algorithm 8). This unit requests detector data from the external device, filters this data and
stores the result of the filtering in the external memory. Thetransfer of the filtered detector data
in the external memory is performed by the Data Control Unit (Algorithm 9).

The calculation of the intersect addresses and the values ofthe weighting coefficients are
done by the Geometry Computation Unit. The result (parts of the Geometry and Weighting
Coefficients tables) are stored in the memory of the Data Control Unit.
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The reconstruction of the volume is performed in “plane by plane” order. Each plane is
processed from the center using the pipelined parallel structure (section 4.3). The reconstruc-
tion of the plane is initiated by the Control Unit. The management of the data, required for
the reconstruction of a plane, is done by the Data Control Unit. The data from the external
memory is received by the processing elements of the Parallel Backprojector. Every process-
ing element weights the input data and reorders it in the corresponding intermediate memory.
The summation of the weighted data is performed by the multi-input pipelined adder in the
Parallel Backprojector. The result of the reconstruction of each radial element is placed in the
result FIFO of the Backprojector. At the end of the reconstruction the signalrrec is activated,
signaling to the external device that the reconstruction ofthe whole volume is finished.

5.3 Control Unit

The control logic of the design is combined into the Control Unit. It includes the manage-
ment of all processes, that are performed during the reconstruction of the volume (described in
section 4.5).

Interface
The input signals to the Control Unit are:

- the signalrst that is used for initialization of the design,

- the signalgstart that is used to initiate the reconstruction process,

- the busrdy that consists of the acknowledge signals from the differentmodules of the
design.

The output signals are:

- the busst contains the start signals for the modules of the design,

- the busY contains the address of the filtered detector row.

- the output signalrrec is a “done” signal for the reconstruction of the whole volume.

Two busses,st andrdy, are used in the design for the control of the design modules.Ta-
ble 5.2 shows the components of these busses.

Structure
The Control Unit consists of three environments and one memory. The structure is depicted on
Figure 5.4.

- The environment CCenv performs the top-level control of the reconstruction of the whole
volume.
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Bus Component Purpose Direction
f lt start data filtering to Projection

Filtering Unit
wr transfer filtered data to Data Control Unit

st PE start reconstruction to Data Control Unit
INS start geometry to Geometry

computations Computation Unit
f lt filtering is done from Projection

Filtering Unit
rdy wr data transfer is done from Data Control Unit

PE reconstruction of the from Data Control Unit
radial element is done

Table 5.2: Control busses of the architecture.

- The environment FCCenv is used for the control of the data filtering.

- The environment PECenv controls the Data Control Unit. It activates the reconstruction
of a radial element, and initiates the transfer of the filtered data in the external memory.

- The read-only memory DLCM consists of the table DLC.

Computation Flow
The design must be initialized with the signalrst before the reconstruction. The reconstruction
of the whole volume starts after the signalgstart is activated. The reconstruction is performed
from the upper plane of the volume. First, the value from the memoryDLCM[0] is fetched. This
is the number of detector rows, that are required for the reconstruction of this upper plane (see
section 4.5.1). Under the control of the environment FCCenvthese detector rows are filtered
and stored in the external memories (Algorithms 8 and 9). In parallel to this, the Geometry
and Weighting Coefficients tables for the radial elementrO = 0 are computed. AfterDLCM[0]
detector rows are filtered, the system is ready for the reconstruction of the first (upper) plane.

The environment CCenv manages two processes during the reconstruction: the backpro-
jection of a plane and the data filtering. This environment generates the control signals to the
PECenv and FCCenv. It also processes the signals received from these two environments.

The management of the backprojection is done by the environment PECenv. It includes the
scheduling of the backprojection of a plane itself and the computation of the geometry data (in-
tersect addresses and weighting coefficients). When the plane is reconstructed, the environment
PECenv signals to the CCenv. After this, the PECenv is ready for the reconstruction of a new
plane.

The filtering process is controlled by the environment FCCenv. This environment gener-
ates the control signals for the Projection Filtering Unit.The FCCenv receives the number of
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Figure 5.4: Control Unit structure.

detector rows (DLC[zO]), that must be filtered and stored in the external memory for the recon-
struction of the planezO. After one detector row for all projection is filtered, the environment
FCCenv waits until the backprojection of a plane is ready, and then copies the filtered data into
the external memories. This process (filtering and data transfer) is doneDLC[zO] times. The re-
construction of the new plane starts when the required projection data (DLC[zO] detector rows)
is ready in the external memory (acknowledge from the FCCenvto the CCenv).

After the reconstruction ofzOmax planes is done, the signalrrec is issued to the external
device.

5.3.1 CCenv Environment

The main purpose of this environment is the top-level control of the reconstruction process
of the volume. Algorithm 11 describes the management of the reconstruction process. The
interface signals of this environment are combined in Table5.3.

The environment is initialized or reset. All internal variables and output control signals are
cleared.

1: if rst = 1 then
2: zO← 0, nz← 0, nz f← 0, wr f ← 0, sins← 0, rrec← 0
3: end if

When the input signalgstart is activated by the external device, the reconstruction of the
volume begins with the preparation phase (lines 1-4). This is a processing of data, required for
the reconstruction of the upper plane. The detector rows required for the reconstruction of the
first plane are filtered and stored in the external memory under the management of the environ-
ment FCCenv (start signalnz f). The data transfer is enabled from the beginning (wr f t+1← 1)
in order to perform the non-stop filtering and transfer of thefiltered rows.
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Algorithm 11 CCenv Algorithm
Require: signalgstartwas issued in the previous cycle

1: zt
O← 0 (start plane)

2: sinst ← 0/1/0 (start geometry computations)
3: nz ft+1← 0/1/0 (start filtering)
4: wr f t+1← 1 (enable data transfer)
5: waitfor r f = 1 (data is ready for the reconstruction)
6: wr f ← 0 (disable data transfer)
7: for zO = 1 tozOmax do
8: nzt ← 0/1/0 (start reconstruction of plane)
9: if zO 6= zOmax then

10: nz ft ← 0/1/0 (start filtering except the last plane)
11: end if
12: waitfor rz = 1 (end of the plane reconstruction)
13: if zO 6= zOmax then
14: wr f ← 1 (enable data transfer)
15: waitfor r f = 1 (filtered data is copied)
16: wr f ← 0 (disable data transfer)
17: end if
18: end for
19: rrec← 0/1/0 (reconstruction of the volume is done)

Name I/O Width Purpose
rst I 1 reset signal

gstart I 1 global start
r f I 1 plane filtering “done”
rz I 1 plane reconstruction “done”
zO O zw current plane for filtering
nz O 1 start reconstruction of a plane
nzf O 1 start filtering
wrf O 1 start filtered data transfer
sins O 1 start geometry computations
rrec O 1 volume reconstruction “done”

Table 5.3: Interface of the CCenv environment.
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In parallel to filtering, the geometry computations for the first radial element of the upper
plane are performed. They are initiated by the signalsins.

After all required data for the reconstruction of the upper plane is ready, the main loop starts
(lines 7-18). The loop counter goes from 1 tozOmax instead of 0 tozOmax−1 because it is used
only as an address of the memoryDLCM. The projection data for planezO is filtered during the
backprojection of the planezO−1 (see pipelined reconstruction schedule in section 4.5.4). The
reconstruction of planezO−1 is started by activating signalnz (line 8). After this, the CCenv
waits for the end of the reconstruction of a plane (signalrz), and then activates the transfer of the
filtered data (wr f ← 1). When the indexzO is equal to the maximum valuezOmax the filtering
is not performed3 (lines 9-11 and 13-17). The signalrrec is issued to the external device at the
end of the reconstruction of the whole volume.

5.3.2 FCCenv Environment

The environment FCCenv performs the control of the data filtering, which is done by the Pro-
jection Filtering Unit (see description in section 5.5). The control of the filtering is described
by Algorithm 12. The interface signals are shown in Table 5.4.

Algorithm 12 FCCenv Algorithm
Require: signalst was issued in the previous cycle

1: if NL 6= 0 then (check if nothing is to filter for this plane)
2: ycnt← 1
3: while ycnt≤ NL do (filter all lines that are in∆lines(zO))
4: s f lt← 0/1/0 (start filter)
5: waitfor r f lt = 1 (end of the filtering of the row)
6: waitfor wr f = 1 (enable data transfer from CCenv)
7: swr← 1 (start data transfer)
8: waitfor rwr = 1 (data transfer “done”)
9: swr← 0 (stop data transfer)

10: Y←Y +1(mod nr), ycnt← ycnt+1
11: end while
12: else (NL = 0, wait for the activation ofwr f )
13: waitfor wr f = 1
14: end if
15: r f t ← 0/1/0 (filtering is done)

For the reconstruction of a planezO a number of detector rows must be filtered (recall the
definition of the tableDLC from section 4.5.1). This number of rows is fetched from memory
DLCM using addresszO[zw−1 : 0] and is received by environment FCCenv on portNL (see
Figure 5.4).

3see Figure 4.10(a)



90 CHAPTER 5. RECONSTRUCTION HARDWARE

Name I/O Width Purpose
rst I 1 reset signal
st I 1 start signal

NL I log2nr input valueDLCM[zO]
wrf I 1 enable transfer of the filtered data
rflt I 1 row filtering “done”
rwr I 1 data transfer “done”
rf O 1 plane filtering “done”

sflt O 1 start row filtering
swr O 1 start data transfer
Y O log2nr current detector row

Table 5.4: Interface of the FCCenv environment.

After the signalst is activated by the CCenv (signalnz f), environment FCCenv starts. It
controls the filtering ofNL detector rows. This is a two stage process for each row. First, the row
is filtered for all projections (lines 4-5) (this is done by the Projection Filtering Unit). Second,
this filtered row is transferred into the memoriesEFM(i) from the memoriesEIFM(i) (lines 6-9)
(this is done by the Data Control Unit). The data is written into EFM(i) using row addressY.
After the data is transferred, the next detector row is filtered if NL > 1.

During the reconstruction of planezO the filtering is performed for the planezO + 1 (see
Figures 4.10 and 5.5). When the detector row is filtered we wait until the end of the reconstruc-
tion of the plane (line 6), because the external memories with the filtered projection data are
busy during this process and we cannot write the new filtered data. This new filtered projection
data is transferred after the reconstruction of the plane iscomplete (lines 7-9). IfNL > 1 (see
Figure 5.5(b)) we filter and transfer data for the next detector row etc. untilNL rows are ready.
This process is performed now without additional waiting (line 6), because the signalwr f stays
active (lines 14-15 in Algorithm 11). After all required rows are filtered, the environment sends
the signalr f to the CCenv.

If NL = 0, i.e. there is nothing to filter for the next plane, we simplywait (line 13) until the
signalwr f is activated by the CCenv.

The variables and output signals are initialized on reset.

1: if rst = 1 then
2: s f lt← 0, swr← 0, r f ← 0,Y← 0
3: end if

5.3.3 PECenv Environment

The reconstruction of the plane is performed under the high-level control of the environment
PECenv (Algorithm 13). Table 5.5 shows the input and output signals of this environment.
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Figure 5.5: Two processes running in parallel: reconstruction and filtering detector rows. (a)
DLC[zO] = 1. (b)DLC[zO] = 2. Abbreviations: “DCU” is the Data Control Unit, and “PFU” is
the Projection Filtering Unit.

Algorithm 13 PECenv Algorithm
Require: signalst was active in the previous cycle

1: for rO = 0 to rOmax−1 do
2: sPEt ← 0/1/0 (start reconstruction of the radial element)
3: waitfor rPE = 1 (end of the reconstruction of the radial element)
4: end for
5: rzt ← 0/1/0 (plane reconstruction is done)
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Name I/O Width Purpose
rst I 1 reset signal
st I 1 start signal

rPE I 1 radial element reconstruction “done”
rz O 1 plane reconstruction “done”

sPE O 1 start radial element reconstruction

Table 5.5: Interface of the PECenv environment.

The environment PECenv is initialized on reset:

1: if rst = 1 then
2: sPE← 0, rz← 0, rO← 0.
3: end if

The environment PECenv starts when the signalst is activated by the CCenv (signalnz). It
sends the signalsPE to the Data Control Unit to initiate the reconstruction of a radial element.
The same signal is used to start the Geometry Computations Unit for next radial element (see
Figure 5.4). The environment PECenv waits until the end of the reconstruction of a radial
element4 (line 3). When the radial element is reconstructed, the DataControl Unit activates the
signalrdy.PE, which is connected to the inputrPE of the PECenv. AfterrOmax radial elements
are reconstructed, the signalrz is sent to the environment CCenv and the reconstruction of a
plane is finished.

5.4 Memory Subsystem

Due to the large size of the filtered data required for the reconstruction it cannot be placed in
the RAM inside the FPGA chip. Thus, an external memory structure is required.

5.4.1 Selection of the Memory Type

The amount of filtered data, that must be stored for the reconstruction of an arbitrary plane can
be estimated as follows. For the reconstruction of one planeN ·nr ·φdmaxfiltered elements must
be stored. Taking the following parameters:N = 512,nr = 64, φdmax= 384 and the width of
the elementsa fw = 16 bit, we obtain that the whole memory with the filtered projection data
has the capacity of 24 MBytes. This amount of data must be placed outside the FPGA chip.
Comparing static and dynamic random-access memories (SRAMs and SDRAMs), the usage of
dynamic RAM keeps the price of the system reasonable for suchamount of data. The usage

4the geometry computations are always faster than the reconstruction of a radial element; thus we wait until the
end of the reconstruction



5.4. MEMORY SUBSYSTEM 93

of SDRAM simplifies the scale of our hardware system for the greater problems, e.g. with
N = 1024 and higher5.

We will describe the memory subsystem based on dynamic memory. The corresponding
module - Data Control Unit, supports all the required operations for dynamic memory. In case
of using static memory the Data Control Unit can be simplified.

Dynamic memory is organized as a cell array with rows and columns. Each memory chip
consists of multiple cell arrays that are called banks. An access to the data in the SDRAM chip
consists of a row access with the row address strobe signal (RAS) and the bank address (BA).
The opening of a row is followed by the column address with thecolumn address strobe signal
(CAS). The consistency of data in dynamic memory is providedby the periodic access to all
memory cells, i.e. performing refresh of the memory. More detailed description of the SDRAM
technique is presented in Appendix C.

We describe the design with SDRAM chips, which have the following structure. The chip
contains two internal banks (bank select signalBA), each bank hasnr rows and each row has
2n−1 elements (columns). For the simplicity of the description,we treat the input and output of
SDRAM chip as two separate busses with equal width6. The sequences of commands, e.g. ac-
tivating/deactivating a bank, are descriptive, i.e. showing only the logic sequence of operations.

5.4.2 External Memory Structure

The external memory structure is used to store the filtered projection data. The memories of
this structure were defined during the formal description insection 4.5.2.

Structure
There areb modules in the external memory structure (see Figure 5.6). They are connected
to the common busses: the address busCA, the input data busFDin and the control busCF.
Each module has it’s own output data bus. Figure 5.7 presentsthe structure of one module.
The memoryEFM(i) , defined in section 4.2.2, is implemented as a SDRAM chip, andthe
intermediate memoryEIFM(i) , defined in section 4.5.2, is a FIFO.

Memory Module Interface
The FIFOs in the external memory modules have the commona fw-bit input data busFDin and
they are controlled using the busCF. This bus consists of:

- the FIFO “write enable” signalswe(i) i ∈ [0 : b−1]�,

- the FIFO “read enable” signalre.

Each signalCF.we(i) is connected to the correspondingithFIFO. The “read enable” signalCF.re
is connected to all FIFO chips.

5using detectors with a greater number of elements
6normally, SDRAM chips have bidirectional data bus
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Figure 5.6: Connection of the external memory modules.

Figure 5.7: Internal structure of theithexternal memory module.
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The SDRAM chips are controlled by the busCA. This bus consists of the following signals:

- theaw-bit wide address busA[aw−1 : 0],

- the signal “bank address”BA,

- the signal “chip select”CS,

- the signal “write enable”WE,

- the signal “row address”RAS,

- the signal “column address”CAS.

The common control busCA allows to operate with allb SDRAM chips in parallel, access-
ing, writing and refreshing them simultaneously. This simplifies the data management of the
memory system.

Eachithexternal memory module has ana fw-bit output data busDE(i), which is an output
of the ithSDRAM chip.

Internal Data Storage
The filtered projection memoryEFM(i) from the section 4.5.2 is mapped into the SDRAM chip
as follows (see graphical description on Figure 5.8). Recall that the number of projections is
φdmax= p·b, and thatnr is a maximum number of detector rows, required for the reconstruction
of a plane. We describe the allocation of the filtered data in the SDRAM chip for the case, when
one row in one internal bank consists ofN/2 columns. For the case of biggerN, the appropriate
memory chip must be selected, e.g. with the higher number of internal banks.

- The index of the module, that contains the projectioniφ is defined as

i := biφ/pc .

- The address of the element[xd,yd, iφ] inside this module is computed as follows. The
internal bank, that contains this element is

Ab := b2 ·xd/Nc.

The address of the element[xd,yd, iφ] inside the bankAb for is (for iφ ∈ [0 : φdmax−1]�):

A := N ·nr ·Ap+N ·Ar +Ao (5.4.1)

where

Ap := iφ (mod p) (projection address)
Ar := yd (mod nr) (row address)
Ao := xd (mod (N/2)) (offset inside the rowAr)

The usage of the external memory is described in section 5.7 where the interface of the
design to the SDRAMs is presented.
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Figure 5.8: Filtered data allocation in the SDRAM chip. Every row in each bank hasN/2
elements

5.5 Projection Filtering Unit

The data from the detector, required for the reconstructionof the volume is received and pro-
cessed in the Projection Filtering Unit. This unit is controlled by the environment FCCenv of
the Control Unit.

Interface
The filtering is initialized by the Control Unit using the input signalst. f lt . Theadw-bit input
busPDin transfers the projection data into the environment, which performs the convolution of
the input data with the filtering kernel. The signaldwr is activated when the data on the bus
PDin is available. The design signalrst is used for the initialization of the unit.

The a fw-bit output busFDin transfers the filtered values into the FIFOs of the external
memory structure. Output busCF consists of “write enable” signals for the external FIFOs
(control signals signals are “active low”). Output signaldrq is used to request a detector row
for filtering from the external device. Output signalrdy. f lt is an acknowledge for the Control
Unit when the filtering of the detector row is done.

Structure

The structure of the Projection Filtering Unit is presentedon Figure 5.9.

- The filtering process is controlled by the environment FDenv. It generates the request for
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Figure 5.9: Structure of the Projection Filtering Unit.

the new projection data, and controls the write of the filtered values into the FIFOs of the
external memory.

- Environment FLTenv is a pipelined filter. It is an implementation of the convolution of
the input projection values with the filter kernel.

- The delay lineDL compensates the pipelined delay of the FLTenv for the output“write
enable” signal.

- The decoderdec() processes the binary value of the projection group counter in order to
select the external memory module to store the filtered values.

Computation Flow
The filtering of the projection data is performed in the following order: the detector row is
filtered for all projections from 0 toφdmax−1 sequentially. The filtering process is initiated by
the activation of the input signalst. f lt from the FCCenv in the Control Unit. After this, the
signaldrq is activated signaling for the external device that the new detector row is waited. The
projection values are received by the FLTenv using the busPDin. The signaldwr is active when
the data is transferred on the busPDin (refer to Figure 5.3(a) in the description of the design
interface in section 5.2.2).

Environment FLTenv has a pipelined structure for the data filtering. It implements the sym-
metric Finite Impulse Response (FIR) filter with a pre-defined number of coefficients (taps).
This number is a design constantTP. The data load into the FLTenv can be initiated either
by the external device using the signaldwr, or by the FDenv using the signalzp. The FDenv
controls the data input into the FLTenv in such a way, that thefilter pipeline is cleared after the
filtering of each detector row (zero-padding technique). The FLTenv outputs the signed filtered
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values in two’s complement format because the filtering kernel has positive and negative values.
The filtered values belong to the interval[−2a fw−1 : 2a fw−1−1]�. The output of the FLTenv is
connected to the busFDin which is common for all FIFOs of the external memory structure.
The output “write enable” signalw f from the environment FDenv is active when the FLTenv
performs filtering. This signal is delayed for the time of thepipeline delay of the filtered data
output. Afterp projections of one detector row are filtered and saved into one FIFOEIFM(i) ,
the indexi of the projection group is incremented and the next externalmemory module is
selected.

5.5.1 FDenv Environment

The control of the filtering unit FLTenv is provided by environment FDenv. Algorithm 14
specifies the filtering control.

Algorithm 14 FDenv Algorithm
Require: signalst was issued in the previous cycle

1: drqt ← 0/1/0 (request data from the external device)
2: waitfor dwr = 1 (wait for the first input projection data)
3: w f ← 1 (enable output write signal)
4: waitfor dwr = 0 (end of the input data)
5: w f ← 0 (disable output write signal)
6: 〈 clear the pipe in FLTenv〉
7: itp← it−1

p +1 (counter of the projections in a group)
8: if ip = p then
9: itp← 0 (reset the counter)

10: it ← it−1+1
11: if i = b then
12: it ← 0 (reset the group counter)
13: end if
14: end if
15: r f lt t ← 0/1/0 (row filtering is done)

When the FDenv is started (signalst. f lt ) it requestsN elements from the external device,
that provides the projection data. The time between the request of the data (drq = 1) and the
arriving of the data (dwr = 1) is the waiting time (twait). This parameter is used in the analysis
of the implementation. The signalw f is activated (line 3) when the data is available (drw = 1).
After all N elements are loaded into the FLTenv, the input signaldwr is deactivated (line 4).
This is a condition to stop writing the output elements. It isdone by setting the signalw f to
zero (line 5). The signalw f is delayed (see Figure 5.9) by the delay line in order to alignthe
“write enable” signalCF.we(i) to the output of the FLTenv.

When the filtering is done, we reset the environment FLTenv asfollows.
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〈 clear the pipe in FLTenv〉 ≡

1: for k = 0 to TP do
2: zp← 1 (write TP+1 zeros into the FLTenv)
3: end for
4: zp← 0

This process is called zero-padding [87]. After the pipe in the FLTenv is cleared, the new data
can be processed. We increment the counter of the projections ip in one group ofp projections.
When this counter is equal top, we reset it and increment the counter of the groups of projec-
tionsi (line 10). The binary value of this counter is decoded, and the corresponding signal after
the decoder selects the external memory module (see Figure 5.9). This counter is cleared when
it’s value is equal tob, i.e. the detector row for all projectionsφdmax= p ·b was filtered. The
acknowledge signalr f lt is send to the Control Unit after the filtering of eachN elements (one
detector row).

On reset the following sequence is executed

1: if rst = 1 then
2: i← 0, ip← 0 (reset the counters)
3: r f lt ← 0, w f ← 0, drq← 0
4: 〈 clear the pipe in FLTenv〉
5: end if

5.5.2 FLTenv Environment

The discrete convolution of the projection data and the filter kernel (see section 2.8.2) is done
by the environment FLTenv. This environment is a direct implementation of the FIR filter [87]
with the coefficients that are pre-defined during the design7. The number of filtering coefficients
is denoted byTPand can be up toN. The filtering described by (2.8.2) can be rewritten now as

Wd(xd, iφ) = d
TP−1

∑
k=−(TP−1)

Pd(xd−k, iφ) ·h(kd) ∀xd ∈ [0 : N−1]�,

where the functionPd is zero for all(xd− k) /∈ [0 : N− 1]�. This condition means, that we
have to insertTP zeros between any two sets ofN data values, i.e. one detector row for one
projection. Thus, we have(N+TP) cycles for filtering ofN values. The number of taps also
defines the period of data request for filteringTrq := N + TP+ Twait. The multiplication by
d is included into the weighting of the input projection data (see pre-processing conditions in
section 5.2.2). Obviously, the number of taps influences thequality of filtering. The discussion
is presented in section 6.3.

The FIR structure is shown on Figure 5.10. As the implementation of the FIR filter we used a
highly optimized IP Core from the Xilinx Core Generator system, which employ no multipliers

7Xilinx FIR IP Core can be configured to load new filter coefficients



100 CHAPTER 5. RECONSTRUCTION HARDWARE

Figure 5.10: Block diagram of the FIR filter in the FLTenv. Functionh() is a kernel of the filter.

in the design, but only Look-Up Tables (LUTs), shift registers and an accumulator [88]. The
selection of the IP Core from Xilinx is made only for efficiency reasons.

The interface of the FLTenv consists of:

- the input busDin for the values of the detector elements,

- the input signalwe is used to load the values on the busDin,

- the output busDout is used to transfer the filtered values from the FLTenv. The values on
this bus are numbers in two’s complement format.

Figure 5.11 presents the timing diagram of the Projection Filtering Unit. The elements of
the detector row are received by the filter FLTenv through theinput busDin under the control
of signalwe (Figure 5.9). The circuitry of the FLTenv is clocked with thesignalclk. After
(TP+ 1) clock signals the filtered values are available on the outputbusDout of the FLTenv
which is connected to the busFDin. The filtered values are stored in the FIFOsEIFM(i) of the
external memory structure.

The width of the output filtered data is obtained as follows [89]. The input data isadw-bit
wide unsigned integers. The coefficients of the filtering function are signed values. They are
normalized, and belong to the interval[−1,1]. We represent them as signed fixed-point numbers
with f kw-bit fractional part. The products of the input data with thefiltering kernel are signed
(adw+ f kw)-bit numbers. There areTPsuch products, that are accumulated together. The result
is (adw+ f kw + t pw)-bit signed number

a fw := adw + f kw + t pw

wheret pw := dlog2TPe. For the case of constant filter coefficients, the Xilinx FIR IP Core is
optimized to reduce the number of output bits [89].
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Figure 5.11: Timing Diagram. Filtering.

5.6 Geometry Computation Unit

The Geometry and Weighting Coefficients tables are computedin parallel to the backprojection
process and stored in the on-chip memory. In this section we describe the the whole process of
the geometry computations.

5.6.1 Geometry Computations

For the hardware implementation, Algorithm 4 and the equations from section 3.1.7 must be
optimized. As it was described, the computation of the Geometry Table (with the values of the
ray-detector intersection addresses) has two independentterms: horizontal and vertical inter-
section coordinates (Equations (3.1.11) and (3.1.16)). Inthe hardware implementation one part
from these equations is calculated for both terms.

Transformation

Recall the Equation (3.1.17) from section 3.1.7 for the Geometry Table

INS[zO, rO,φO] = zd ·N+ pd

=
N
d
·
SO·m· (zO−zOmax/2) ·∆zO

SO− rOa ·cos(φOa)
+N · (

N
2
−1)

+
1
d
·
SO·m· rOa ·sin(φOa)

SO− rOa ·cos(φOa)
+

N
2
−1.

Basing on the definitions of variables∆rO andRmax from section 3.1.7, we make the follow-
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ing simplification

∆rO ·
m
d

=
2 ·Rmax

2 · rOmax−1
·
m
d

=
2 ·N ·d ·cos(α)

2 ·m(2 · rOmax−1)
·
m
d

=
N ·cos(α)

2 · rOmax−1
.

We use the definitions ofrOa := ∆rO · rO and ∆zO := ∆rO from section 3.1.7, and setzc :=
zO−bzOmax/2c. Henceforth we compute valuezOmax/2 rounded down because we use only
integer (fixed-point) values during the computations. We transform and regroup terms in the
equation forINS[zO, rO,φO] as follows

INS[zO, rO,φO] = N ·zc ·
∆rO ·m/d

1− rO ·cos(φOa) ·∆rO/SO
+N · (

N
2
−1)

+rO ·sin(φOa) ·
∆rO ·m/d

1− rO ·cos(φOa) ·∆rO/SO
+

N
2
−1,

= N ·zc ·C(rO,φO)+N · (
N
2
−1)

+rO ·sin(φOa) ·C(rO,φO)+
N
2
−1,

where

C(rO,φO) =
N ·cos(α)/(2 · rOmax−1)

1− rO ·cos(φOa) ·∆rO/SO
(5.6.1)

is a “common term”.

Calculation of the Intersect Address
Using this transformation the computation of each intersection coordinate for the voxel
(zO, rO,φO) has several stages.

1. Compute the valueC(rO,φO).

2. Compute the horizontal coordinate

pd = rO ·sin(φOa) ·C(rO,φO)+N/2−1. (5.6.2)

3. Compute the vertical coordinate

zd = zc ·C(rO,φO)+N/2−1 (mod nr) . (5.6.3)

From now on we compute the coordinatezd modulonr because during the reconstruction
of a plane we work with maximumnr filtered detector rows (recall the description of the
projection of a plane in section 4.5.1).



5.6. GEOMETRY COMPUTATION UNIT 103

4. Obtain the intersect valueN ·zd + pd. This is a(log2nr +n)-bit wide value.

All fractional parts of the variables in presented formulasare truncated during the conversion
to the integer values. This simplifies the hardware implementation.

Calculation of the Weighting Coefficients
In order to calculate the value of the elements of the Weighting Table the computation of
the “common term” can be used partially. Recall the definition of the Weighting Table (sec-
tion 3.1.8):

WT[rO,φO] =
SO2

(SO− rOa ·cos(φOa))
2
.

Using the above introduced reordering, obtain:

WT[rO,φO] =
1

(1− rO ·cos(φOa) ·∆rO/SO)2
. (5.6.4)

5.6.2 Variables and Constants

For the real square detector, e.g. with parametersd = 0.4mm andN = 512, we limit the half-
beam opening angleα to the interval[2.5◦,7.5◦]. We introduce the constants and variables of
the computations and define the range of each variable8:

- Na := N ·cos(α)/(2rOmax−1), Na∈ (0,2)

- SORc:= ∆rO/SO, SORc∈ (0,1)

- CW := 1/(1− rO ·cos(φOa) ·SORc) , CW∈ (0,2)

- CW2 < 2 andCW ·Na< 2

The constants of the design have the following representation9:

1. the constantNa is an unsigned fixed point number

〈Na[naw : 0]〉 ·2−naw,

2. the constantSORcis an unsigned fixed point number

〈SORc[sw−1 : 0]〉 ·2−sw,

8Using the above mentioned parameters we computed the valuesof the constants and variables (Na, SORc,CW
andCW2) for the valuesα ∈ [2.5◦,7.5◦]. The result of the computations defined the bounds of these constants and
variables.

9recall thatN = 2n
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3. the values of the transcendental functions are stored in tables in the following way. The
φOmaxmany values of the transcendental functions correspond to the whole period 2π (re-
call that∆φ := 2π/φOmax in section 3.1.7). These values are unsigned fixed-point numbers
that belong to the interval[0,1]:

〈sint[siw : 0]〉 ·2−siw and〈cost[cow : 0]〉 ·2−cow.

The signssnegfor the sin() andcnegfor the cos() functions are computed using the value
of the voxel counterφO

sneg =

{

0 if φO ∈ [0,0.5 ·φOmax]

1 if φO ∈ [0.5 ·φOmax+1,φOmax−1]
(5.6.5)

cneg =

{

0 if φO ∈ [0,0.25·φOmax]∪ [0.75·φOmax,φOmax−1]

1 if φO ∈ [0.25·φOmax+1,0.75·φOmax−1]
.

The output values of the geometry computations have the following representation:

- the intersect coordinate is an unsigned integer number

〈ins[n+ log2nr−1 : 0]〉 ,

- the weighting coefficientwcoe∈ (0,2) is an unsigned fixed-point number

〈wcoe[wcow : 0]〉 ·2−wcow.

5.6.3 Architecture Overview

The Geometry Computations Unit is controlled by the environment PECenv of the Control Unit.
It performs the calculation of the intersection addresses and the weighting coefficients for one
radial element.

Interface
The input signals of the Geometry Computation Unit are:

- the signalst.INSthat is used to start the geometry computations,

- the signalrst that is used for the initialization.

The output of the Geometry Computation Unit contains the following busses and signals:

- the data bussesins[n+ log2nr−1 : 0] andwcoe[wcow : 0] that are used for the intersection
address and weighting coefficient values accordingly;

- the signalswe ins andwe wc are “data valid” signals. They correspond to the bussesins
andwcoe.
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Figure 5.12: Geometry computation unit.

Structure
The geometry computations are carried out in a specialized structure presented on Figure 5.12.
It consists of the following environments:

- the environment INSCenv is used for generation of countersφO, rO, zO and for the control
of the whole flow of the geometry computations,

- the environment TSCenv provides values of the transcendental functions and their signs,

- the environment COMTenv performs the computation of the “common term” value,

- the environment ZCenv computes the plane shift relative tothe center of the volume10,

- the environment WCOEenv computes the weighting coefficients,

- the environment INSenv calculates values of the intersection coordinates.

Computation Flow
The Geometry Computation Unit calculates the following values: the intersection addresses
and the weighting coefficients. These values are computed for the voxels of the particular radial
element in the plane. Computations are fully pipelined: each standard arithmetic module has a
particular number of stages.

The environment INSCenv performs the scheduling of the computations using the control
signals. It receives the start signal and begins to generatethe counterφO. Data from the ta-
ble cost() fetched using this counter (TSCenv) is send to the environment COMTenv. This en-
vironment is used for the computation of the “common term”. The signs of the sin() and cos()
functions (5.6.5) are computed using the value of the counter φO and the constants in the envi-
ronment TSCenv. As the computation of the “common term” is pipelined, the fetch of the sin()
value and the computation of it’s sign are delayed. This is done in the INSCenv using delay
lines and a special counter.

10i.e. zc := zO−bzOmax/2c
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The environment COMTenv provides the “common term” for the two environments -
WCOEenv and INSenv. The WCOEenv computes the weighting coefficients, and outputs these
values using the buswcoe.

The INSenv computes the intersect address value using the input data from different en-
vironments: the “common term” from the COMTenv and the valueof the plane counter from
the ZCenv. The environment INSenv uses the values of the sin() function with the signsneg.
The output of the INSenv is the value of the intersection coordinate, combined from the vertical
and horizontal intersection coordinates. The values of theintersection coordinates are available
on the output busins. The signalswe ins andwe wc are active when the output busses (ins
andwcoe) contain the valid data.

The geometry computations for one radial element are performed faster than the backpro-
jection of one radial element. Therefore, no acknowledge for the Control Unit is required after
the end of the geometry computations.

5.6.4 Control Environment INSCenv

The whole geometry computation process is controlled by theINSCenv. This environment
generates the signals and counters required for the computations in the Geometry Computation
Unit.

Interface
The input interface of the INSCenv consist of two control signals: start signal (st) and initial-
ization signal (rst). The output of the INSCenv has the following signals:

- the buszO[zw−1 : 0] is used to transfer the values of the plane counter,

- the busrO[rw−1 : 0] is used to transfer the values of radial elements counter,

- the bussesφO[φw− 1 : 0] and φS[φw− 1 : 0] are used to transfer the non-delayed and
delayed values of the voxels counter respectively,

- the signalswe wc andwe ins are “data valid” signals for the outputs of the Geometry
Computation Unit.

Structure and Data Flow
The internal structure of the INSCenv is shown on Figure 5.13. Environment INSCenv consists
of environment AGenv, delay lines and a special counter, based on the incrementor.

The counters (zO, rO, φO) are generated by the AGenv. The values of these counters areused
by other environments in the Geometry Computations Unit. Environment AGenv outputs also a
control signal, namelywen. This signal is delayed by the three delay lines (DL1, DL2 andDL3).
These delay lines are implemented as shift registers.
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Figure 5.13: Structure of the INSCenv.

First delay lineDL1 compensates the delay of the logic, contained in the COMTenv. The
output of the delay line (signalcen) is used to generate the values of the delayed counterφO

for the tablesint() in TSCenv. The values are generated using the incrementor and are stored
in the intermediate register. The delayed values are available on the output busφS[φw−1 : 0].
Whereas signalwen(and the signalcenrespectively) stays active onlyφOmaxmany clock cycles
(see Algorithm 15), the generated valuesφS belong to the interval[0 : φOmax−1]�. When the
signalcen is low, the output register (and the complete incrementor-based counter) is cleared
using the multiplexer controlled bycen(Figure 5.13).

Second delay lineDL2 is used to compensate the delay of the environment WCOEenv. The
output from the delay line, signalwe wc, is the “data valid” signal for the weighting coefficient
values.

Third delay lineDL3 is used to compensate the pipelining delay of the INSenv. Theoutput
signalwe ins is the “data valid” signal for the intersect values from the INSenv.

Algorithm 15 specifies the AGenv. Environment AGenv starts after activation of the signal
st. The computations are performed from the center (rO = 0) of the upper planezO = 0. These
computations are done for all voxels on one radial element (zO, rO) only. This is the inner loop
in the computation of the Geometry Table (Algorithm 4). The loops for the radial elements and
planes are done by the environments of the Control Unit: PECenv (Algorithm 13) and CCenv
(Algorithm 11) respectively.

First, the signalwenis activated. This signal stays active forφOmax cycles (lines 2-4) when
the values of the counterφO are generated. AfterφOmaxmany values are generated, environment
AGenv waits until the geometry computations are done, i.e. when the signalwe ins is low
(line 6). Next, the value of the counterrO is incremented and the environment AGenv waits for
the next activation of the signalst. When the geometry data for all radial elements in one plane
are computed, the plane counter is incremented (line 10). AfterzOmax planes are processed, the
counters of the AGenv are initialized to start the computations from the upper plane.

The control signalwenand the counters (in AGenv) are cleared on reset.
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Algorithm 15 AGenv Algorithm
Require: signalst was issued in the previous cycle

1: went ← 1
2: while φO≤ φOmax do (generate counterφO)
3: φt

O← φt−1
O +1

4: end while
5: went ← 0
6: waitfor wi = 0 (wait for the end of the computations)
7: rt

O← rt−1
O +1 (next radial element)

8: if rO = rOmax then
9: rt

O← 0 (start from the center of the plane)
10: zt

O← zt−1
O +1 (next plane)

11: if zO = zOmax then
12: zt

O← 0 (initialize for the upper plane)
13: end if
14: end if

1: if rst = 1 then
2: φO← 0, rO← 0, zO← 0, wen← 0
3: end if

5.6.5 TSCenv Environment

The values of the transcendental functions are provided by the environment TSCenv. These
values are stored in read-only memories (ROMs). The signs are computed in parallel with the
access to these memories. The exploitation of symmetries ofthe transcendental functions are
not used, because this requires more complex control logic for the current environment.

The input of the TSCenv consists of two bussesφO[φw−1 : 0] andφS[φw−1 : 0]. The address
values for the access to ROMs are transferred using these busses. The output of the environment
TSCenv consists of the following busses and signals:

- the bussescost andsint are used to transfer the unsigned values of the cos() and sin()
functions accordingly;

- the signalscnegandsnegare the sign signals for the corresponding values of the cos()
and sin() functions.

The structure of the environment TSCenv is depicted on Figure 5.14. It consists of two
ROMs with the values of the tablessint andcost, and the logic for the computation of signs
(5.6.5). The value of the counterφO is used as an address for the memorycostand is an input
of the comparators. The value of the cos() function and it’s sign are ready at the output at the
same time (the buscostand the signalcnegrespectively).
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Figure 5.14: TSCenv Environment. Byφ′ we denote the constant value 0.75·φOmax.

Figure 5.15: Circuitry of the COMTenv.

The memory with thesint values is accessed using the addresses from the busφS. The same
values from the busφS are used to compute sign of the sin() function. Both, the values of
the sin() function and the signs are ready simultaneously at the outputssint andsneg.

5.6.6 Computation of the “Common Term”

Environment COMTenv provides the computation of the “common term” (Figure 5.15). This
environment is an implementation of the Equation (5.6.1).

Two constants,Na andSORc, are used to obtain the output values

CW :=
1

1−SORc· rO ·cos(φOa)
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and

C := CW ·Na=
Na

1−SORc· rO ·cos(φOa)
.

The computation of both values is performed sequentially ina pipelined structure: for a fixed
value of the counterrO in each cycle the new valuecostand the signcnegare received from the
TSCenv.

The result of the multiplication

MM = SORc· rO ·cost(φO)≡ SORc· rO · |cos(φOa)|

is an unsigned fixed-point number

〈MM[rw+cow +sw : 0]〉 ·2−cow−sw.

Because the cosine value can be negative (cneg= 1), it goes through the multiplexer that is
controlled by thecnegsignal

〈MC[rw+cow +sw : 0]〉=

{

〈MM〉 if cneg= 1

〈MM〉+1 (mod 2rw+cow+sw+1) if cneg= 0
.

We invert the valueMM when cos() function is positive, because of the substraction in the
divisor of the “common term”. To compensate the delay of two multiplications, the signalcneg
is delayed by the delay lineDL (shift register).

Before the division, we add the constant value to theMC

〈MD[rw+cow +sw : 0]〉= 〈MC[rw+cow +sw : 0]〉+2cow+sw .

This corresponds to the addition of 1 to a fixed-point number with a (cow + sw)-bit fractional
part.

The computation of theCW (5.6.6) is done using a divider. We divide a constant by the
fixed-point number

〈MD[rw+cow +sw : 0]〉 ·2−cow−sw .

Taking into account the fractional part of the divisor, the constant dividend is

〈10cow+sw〉 .

The output of the dividerCDiv[remw +1 : 0]〉 ·2−remw−1 is rounded using an incrementor - we
add one to the lowest bit11, i.e. performing “round nearest up”.

〈CDiv[remw+1 : 0]〉+1 (mod 2remw+2)

The value〈CW[remw : 0]〉 ·2−remw is obtained taking(remw+1) leading bits after the incremen-
tor.

11In literature this rounding technique is called also an “injection based rounding”. For details refer to [90].
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Figure 5.16: WCOEenv Environment.

The “common term” value〈C[remw + naw : 0]〉 · 2−remw−naw is computed multiplying the
constantNa with the valueCW. This is a(remw +naw +1)-bit wide value, becauseC ·Na< 2
(we ignore the unused leading bit of the multiplication result).

The multipliers and the divider are the optimized pipelinedIP Cores provided by Xilinx [80,
91]. We apply them (instead of “hand-written” modules) in our design only for efficiency
reasons.

5.6.7 WCOEenv Environment

The environment WCOEenv is presented on Figure 5.16. It performs the calculation of the
output weighting coefficient valuewcoeby raising the input valueCW to the second power, and
rounding this value using an incrementor.

The variable〈CWT[2remw+1 : 0]〉 ·2−2remw contains the result of the multiplication

〈CWT[2remw+1 : 0]〉= 〈CW[remw : 0]〉 · 〈CW[remw : 0]〉.

We perform the “round nearest up”

〈T[wcow +1 : 0]〉= 〈CWT[2remw : 2remw−wcow−1]〉+1 (mod 2wcow+2)

and ignore the highest bit of theCWT because the weighting coefficients belong to the interval
(0,2) (see section 5.6.2). The value of the weighting coefficient is obtained truncating the last
bit of the variableT

〈wcoe[wcow : 0]〉= 〈T[wcow +1 : 1]〉 .

5.6.8 ZCenv Environment

The environment ZCenv is used to compute the the index of the current plane

zc := zO−bzOmax/2c ,
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Figure 5.17: ZCenv Environment.

which is aligned relative to the center of the volume. The structure of the environment ZCenv
is depicted on Figure 5.17.

The signalznegis used to indicate the sign of thezc. It is defined as

zneg=

{

0 if zO≥ zOmax/2

1 if zO < zOmax/2.
.

The signalznegis an output of the comparator.
The valuezc is computed as follows. We compute first the offset of the plane from the center

plane

〈Zo[zw−2 : 0]〉= 〈zO[zw−1 : 0]〉+ 〈1zOmax[zw−1 : 1]〉+1 (mod 2zw−1).

After this, we invert the valueZo if zneg= 1 and obtain the absolute value ofzc

〈zc[zw−2 : 0]〉=

{

〈Zo[zw−2 : 0]〉 if zneg=0

〈Zo[zw−2 : 0]〉+1 (mod 2zw−1) if zneg=1
.

5.6.9 Intersect Values Computation

The environment INSenv computes the intersection addresses for the voxels of the radial ele-
ment. The internal structure of this environment is presented on Figure 5.18. It consists of two
parts that perform the computations of the vertical and the horizontal intersection coordinates.
These two values combine at the output the intersection address.

Vertical Intersection Coordinate
This part of the environment is the implementation of the Equation (5.6.3). The coordinatezd

is computed using a multiplier, an incrementor and an adder.For the implementation we use
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Figure 5.18: INSenv Environment.

zw = n. This equality arises because the maximal number of planeszOmax is comparable to the
number of detector rowsN (see (3.1.15) in section 3.1.7), andn= dlog2(N)e= dlog2(zOmax)e=
zw.

The absolute value of productzc ·C is a fixed-point number

〈ZM[zw+ remw +naw−1 : 0]〉 ·2−remw−naw

which is computed as

〈ZM[zw+ remw+naw−1 : 0]〉= 〈C[remw+naw : 0]〉 · 〈zc[zw−2 : 0]〉 .

We takezw−1 leading bits of the resultZM and truncate other bits

〈ZMc[zw−2 : 0]〉 := 〈ZM[zw+ remw+naw−1 : zw + remw+naw−n+1]〉 .

The vertical intersection coordinate is obtained depending on the signalzneg, i.e. the sign of
the indexzc.

zd = N/2−1+

{

|zc ·C| if zneg= 0

−|zc ·C| if zneg= 1
(mod nr)

We use thatN/2(mod nr)≡ 0 because both values (nr andN) are powers of two. For the case
zneg= 1 we have

〈zd〉 =
(

N/2−1+(〈ZMc[zw−2 : 0]〉+1)
)

(mod nr)

= 〈ZMc[zw−2 : 0]〉 (mod nr).
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Thus, the vertical intersection coordinate is computed as

〈zd〉=

{

(

〈ZMc[zw−2 : 0]〉+ 〈1n−1〉
)

(mod nr) if zneg= 0

〈ZMc[zw−2 : 0]〉 (mod nr) if zneg= 1
.

If the valuezc is negative (zneg= 1), the planezO is projected into the upper part of the detector,
i.e. if the plane is situated higher than the central plane weaccess detector rows with indices
from 0 toN/2−1. If the plane is lower as the central plane (zc is positive), we access another
part of the detector. Thus, for the casezneg= 0 the addition of the constant valueN/2−1≡
〈1n−1〉 is required.

The valueznegis delayed using a shift register to compensate the delay of the multiplication
C ·zc and the delay of the incrementor. The value〈zd[log2nr −1 : 0]〉 is delayed after the adder
in order to align it to the computation of the value〈ins[n−1 : 0]〉.

ins[n+ log2nr−1 : n] = zd[log2nr −1 : 0]

Horizontal Intersection Coordinate
The horizonal intersection coordinatepd is calculated using (5.6.2). The computation ofpd

uses two multipliers, a multiplexer and an adder.

The absolute value of the variableRW is a fixed-point number

〈RW[rw+ remw+naw +siw : 0]〉 ·2−remw−naw−siw

computed using two multiplications

RW= rO ·sint(φO) ·C≡ rO · |sin(φOa)| ·C.

We truncate the result of the multiplicationRW and take(n−1) bits. The leading bit of the
RW is ignored, because the absolute value of sin() function is at most one.

〈TR[n−2 : 0]〉 := 〈RW[rw+ remw +naw+siw−1 : rw + remw+naw +siw−n+1]〉

The valueTR∈ [0 : N/2−1]� is computed relative to the center of the detector row12. In order
to obtain the componentpd of the intersection point, we have to add the constant valueN/2−1.

pd = N/2−1+

{

rO · |sint(φO)| ·C if sneg= 0

−rO · |sint(φO)| ·C if sneg= 1

For the casesneg= 0 we have〈0TR[n−2 : 0]〉+ 〈01n−1〉. For the casesneg= 1 we have to
invert the valueTR.

(

〈1TR[n−2 : 0]〉+1
)

+ 〈01n−1〉 (mod 2n) =

〈1TR[n−2 : 0]〉+ 〈10n−1〉 (mod 2n) =

〈0TR[n−2 : 0]〉

12i.e. relative to the central pixel with addressN/2−1
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Combining two cases, the output value〈ins[n−1 : 0]〉 is computed as

〈ins[n−1 : 0]〉=

{

〈0TR[n−2 : 0]〉+ 〈01n−1〉 if sneg= 0

〈0TR[n−2 : 0]〉 if sneg= 1
.

5.7 Data Control Unit

The Data Control Unit together with the Parallel Backprojector is an implementation of the
pipelined parallel backprojection of a radial element (section 4.3).

The Data Control Unit performs the scheduling of all processes, involved in the reconstruc-
tion of a radial element. It handles the geometry data, calculated by the Geometry Computation
Unit, initiates the reconstruction of a radial element and controls the backprojection flow. The
unit has an interface to the SDRAM chips that are placed in theexternal memory.

Interface
The input signals of the unit come from two modules of the design: from the Control Unit and
from the Geometry Computation Unit. The signals, used to initialize the processes inside the
Data Control Unit, are issued by the Control Unit:

- the signalst.PE is a start signal for the backprojection of a radial element,

- the signalst.wr is used to initiate the transfer of the filtered data in the external memory,

- the busY[log2nr −1 : 0] is the row address for the data transfer in the external memory.

The data from the Geometry Computation Unit are received using the inputs:

- the busins[n+ log2nr−1 : 0] is an input of the elements of the Geometry Table,

- the signalwe ins is a “data valid” signal for the busins,

- the buswcoe[wcow : 0] is an input of the elements of the Weighting Coefficients Table,

- the signalwe wc is a “data valid” signal for the buswcoe.

The design signalrst is used for the initialization of the unit.

The output of the unit consists of the following signals and busses:

- the busCA[aw + 4 : 0] and the signalCF.re are the outputs connected to the external
memory system,

- the bussesAFMw[φw−1 : 0] and jFM[log2 p−1 : 0] are the address busses for the Parallel
Backprojector,

- the signalwrFM is a “data valid” signal for the data from the external memory,
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Figure 5.19: Structure of the Data Control Unit.

- the signalstADDis a “start” signal for the Parallel Backprojector,

- the buswcoe f[wcow : 0] consists of the weighting coefficient values, required for the
reconstruction of a radial element,

- the output acknowledge signalsrdy.PE andrdy.wr for the Control Unit.

Structure
The unit structure is depicted on Figure 5.19 and consists ofseveral environments.

- The control environment DFCenv performs the generation ofthe control signals and the
address values for the memory access.

- The environment GMenv stores the values of the geometry data received from the Geom-
etry Computation Unit. It has two memory structures for the intersect addresses and for
the weighting coefficients.

- The environment IFCenv is the interface to SDRAM chips. It supports the required oper-
ations to work with dynamic memory.

- The environment DSenv is used to delay the control signals.The delay is a compensation
of the latency of the dynamic memory access, and the delay of the environments.

Computation Flow
Several different tasks are performed by the Data Control Unit: the access to the filtered pro-
jection data (read, write and refresh), the generation of the control signals for the Parallel Back-
projector and the management of the input geometry data.
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Depending on the input signals, one of two different operation modes of the Data Control
Unit is selected: the “data transfer” or the “reconstruction” mode. The signalwr from the
environment DFCenv is used to indicate the active mode.

- The “data transfer” mode (wr = 1) is activated when the input signalst.wr is high. In
this mode the transfer of the filtered data inside the external memory is performed (Algo-
rithm 9 in section 4.5). Environment DFCenv starts to generate the values of the counters
φO (for the elements) andj (for the rounds). These counters are available in the Data
Control Unit on the bussesAIMr and j, accordingly. The valuesAIMr are combined with
the data from the input busY. The busY consists of the address value of the filtered detec-
tor row that must be transferred into SDRAMs. The SDRAM interface IFCenv receives
the value after the multiplexer and issues the write commands (busCA) to SDRAM chips
in the external memory. The filtered data, that is written into SDRAMs, is fetched from
the corresponding FIFOs (to these SDRAMs) under the controlof the IFCenv. When the
complete row is transferred (p ·N elements inb external memory modules) the acknowl-
edge signalrdy.wr is activated.

- The “reconstruction” mode (wr = 0) is activated by the input signalst.PE. In this mode
the Data Control Unit performs the reconstruction of a radial element. The DFCenv
generates the countersφO and j. The valuesφO on the busAIMr are used to read the
intersect memory in the GMenv. The output intersect values are available on the busins f.
These values are used in the IFCenv as the address values for the external memory. If
the row/bank change is required during the access to SDRAMs,thebusysignal is issued
by the IFCenv. This signal stops the update of the intermediate registers and the flow
in the environment DFCenv. When the reconstruction of a radial element is done, the
acknowledge signalrdy.PE is activated.

The valueφO and the signals (from the DFCenv) are used also to access the weighting
coefficients memory (in GMenv). These values are delayed by the DSenv in order to compensate
the latency of the SDRAM. The busAWMr and the signalsWM from the DSenv are connected to
the weighting coefficients memory structure in the GMenv. The output buswcoe f consists of
the weighting coefficient values, that are aligned to the output values of the external memory.
They are used further in the Parallel Backprojector.

The Data Control Unit generates the control signals for the Parallel Backprojector. These
are the delayed counter of the elements (φO) and the counter of the rounds (j). The output
signalwrFM is a “valid” signal for the data fetched from the external memory. This signal is
generated only in the “reconstruction” mode.

In the “reconstruction” mode the DFCenv generates the signal stAat the end of each roundj.
This signal is delayed by the DSenv. The corresponding output signalstADDis a “start” signal
for the Parallel Backprojector.

Environment GMenv receives and stores the geometry data, calculated by the Geometry
Computation Unit. Using the corresponding “data valid” signals (we ins andwe wc) the data
from the bussesinsandwcoeare stored in the RAMs of the GMenv. This process runs in parallel
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Figure 5.20: DFCenv environment.

to the reconstruction of a radial element, i.e. in parallel with the access to the geometry data,
stored during the reconstruction of the previous radial element. The GMenv has two memory
environments: for the intersect data and for the weighting coefficients. These environments are
the implementation of the doubled memory structure introduced in section 4.3.1.

5.7.1 DFCenv Environment

The environment DFCenv is a control environment in the Data Control Unit. It generates the
counters and the control signals for other environments of the unit. The structure of the envi-
ronment DFCenv is presented on Figure 5.20 and consists of the DFCont module and the set of
the output registers. The interface of this environment is presented in Table 5.6.

Algorithm 16 presents the algorithm of the DFCenv. On reset (rst = 1) the signals is
initialized to 1 and the round counterj to 0. The signals is set to 1 in order to select the
memories in the GMenv, that will be filled with the geometry data for the first radial element
before the start of the reconstruction of the upper plane (see Algorithm 7 in section 4.4).

The module DFCont of the environment DFCenv starts, when oneof the interface signals is
active.

DFCont.st := DFCenv.st∨DFCenv.swr

Depending on the input signalswr the environment DFCenv has one of two operating modes
(they are operation modes of the Data Control Unit).

- The “reconstruction” mode(swr= 0). In this mode the DFCenv controls the reconstruc-
tion of a radial element. The address counterφO is generated from 0 toφOmax−1 for p
rounds, andwr = 0.
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Name I/O Width Purpose
rst I 1 reset signal
st I 1 “start” DFCenv

swr I 1 “start” data transfer
busy I 1 wait signal of the SDRAM
φO O φw address counter
j O log2 p round number
s O 1 select memory in GMenv

wr O 1 “data transfer” mode
wrp O 1 “data valid” for the external memory

stADD O 1 “start” Parallel Backprojector
rwr O 1 data transfer done
rpe O 1 reconstruction of the

radial element is done

Table 5.6: Interface of the DFCenv environment.

Algorithm 16 DFCont Algorithm
Require: signalst was issued in the previous cycle

1: if swr= 1 then
2: wr← 1 (“data transfer” mode)
3: while j ≤ p−1 do
4: for φO = 0 toN−1 do (elements of the detector row)
5: waitfor busy= 1 (busy is active low)
6: end for
7: φt

O← 0, jt ← jt−1 +1 (next round)
8: end while
9: jt ← 0, wrt ← 0 (disable data transfer)

10: rwrt+1← 0/1/0 (data transfer is done)
11: else (“reconstruction” mode)
12: st ←¬st−1, wrpt+1← 1 (“data valid” for the external memory)
13: while j ≤ p−1 do
14: for φO = 0 toφOmax−1 do (voxels of the radial element)
15: waitfor busy= 1
16: end for
17: φt

O← 0, jt ← jt−1 +1, stAt+1← 0/1/0 (next round)
18: end while
19: wrpt ← 0, jt ← 0
20: rpet+1← 0/1/0 (reconstruction of the radial element is done)
21: end if
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Figure 5.21: Timing diagram. Output addressφO of the DFCenv is used to access the intersect
memory INSMenv of the GMenv. The valueins f is received by the IFCenv and is decoded
there. Thebusyis active low when the row of the SDRAM is changed by the IFCenv.

- The “data transfer” mode(swr = 1). In this mode the DFCenv controls the transfer of
the filtered data in the external memory. The address counterφO is generated from 0 to
N−1 for p rounds, andwr = 1.

After start of the DFCont, the counterφO is generated in every cycle, when the signalbusyis
high, i.e. there are no wait cycles of SDRAM. Ifbusy= 0, the valueφO remains the same. This
situation is expressed on the timing diagram of the “reconstruction” mode on Figure 5.21. For
simplicity, by INSM(A) we denote the value fetched from the intersect memory13. Assume that
the valuesINSM(A0) andINSM(A1) are the addresses of the elements, placed on the same row
and in the same bank in the SDRAM, but the elementINSM(A2) belongs to the different row.
When the valueINSM(A2) is received by the IFCenv this environment activatesbusy(signal is
active low), and the output registers of the DFCenv are stalled. The DFCont generates the next
valueφO and waits. After the row is changed, the IFCenv deactivatesbusyand the generation
of theφO continues.

In the “reconstruction” mode, the DFCenv generates the “start” signalstADDfor the Parallel
Backprojector. The signalstA is activated at the end of each roundj. It is delayed by the
delay lineDL (shift register), which compensates the SDRAM latency and the delay of the
environments GMenv and IFCenv.

The signalwrp is active in the “reconstruction” mode. It is a “valid” signal for the data,
fetched from the external memory.

At the end of the process (the reconstruction of a radial element or the transfer of the filtered
data), the corresponding acknowledge (“done”) signal is activated:rpe for the “reconstruction”

13For the intersect memory see description of the GMenv in the next section. For the commands of the IFCenv
refer to the description of the SDRAM interface in section 5.7.6 .
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Figure 5.22: The structure of the environment GMenv.

mode andrwr for the “data transfer” mode.

5.7.2 GMenv Environment

The geometry data, required for the reconstruction of the radial element is placed in the environ-
ment GMenv. This environment is depicted on Figure 5.22, andconsists of two equal structures
for the intersect and weighting memory. Each structure includes:

- the input and output registers,

- the environment AIenv that is used for the generation of thewrite memory address values,

- the doubled memory environment for the geometry data.

The intersect addresses and the weighting coefficient values are stored in doubled memory
structures (defined in section 4.3.1) - in INSMenv and in WTMenv, accordingly.

Interface
We divide the input of the GMenv into the several groups, as they are used inside the environ-
ment. The input of the intersect memory structure consists of the following signals and busses:

- the busins[n+ log2nr−1 : 0] with the input intersect values and the corresponding “data
valid” signalwe ins,
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- the address busAIMr [φw− 1 : 0] for the access to the intersect data in the environment
INSMenv,

- the signalsIM is a memory select signal for the INSMenv.

The inputs of the structure WTMenv are similar to the inputs (of the INSMenv) described above:
the input values are received using the buswcoe[wcow : 0] and the “data valid” signalwe wc;
the bus with the read address values isAWMr[φw−1 : 0] and the memory select signal issWM.

The common inputs are therst used for the initialization, and the signalbusyused to control
the output flow.

Data Flow
The geometry data is stored in the GMenv using the doubled memory structure (see description
in the next section). The intersection addresses are storedin the INSMenv. The memories of the
INSMenv store (n+ log2nr )-bit elements. The weighting coefficients are stored in WTMenv.
The width of these elements is (wcow +1)-bit. The signalssIM andsWM are used to select the
memory inside the corresponding environments.

The reading from the INSMenv and WTMenv is performed using the values from the ad-
dress bussesAIMr andAWMr accordingly. The output values are available on the bussesins f
andwcoe f through the corresponding output registersRI andRW. These registers are required
to align the output data with the data flow in the Data Control Unit. If busy= 0, the register for
the intersect data is not updated because it is clocked by thesignal

doe:= clk∧busy.

This is done to stall the data flow in the “reconstruction” mode in the Data Control Unit. The
outputwcoe f is not stalled because the access to the weighting memory is performed using the
delayed address counter (see description of the DSenv).

The INSMenv and WTMenv receive the values from the input bussesinsandwcoethrough
the registers DIr and DWr accordingly. These registers are clocked with the signalclk and pre-
set the input data for the memories of the corresponding environments INSMenv and WTMenv.
This is required because the memories in the INSMenv and WTMenv are clocked with the
signalclk. The signalswe insandwe wc are active when the data on the corresponding busses
are valid. These signals are registered on input using two registers WIr and WWr. The outputs
of the registers are connected to the inputs of the address generators AIenv. They are also the
“write enable” signals for the corresponding environments. Consider, for example, the input
signalwe ins. When this signal is active, the AIenv starts to generate theaddress counter for
the INSMenv. The geometry data from the busins is written into the INSMenv using the write
address on the busAwand the “write enable” signal from the register WIr.

The memories in the INSMenv and WTMenv are switched (signalssIM andsWM) at the
beginning of the reconstruction of a radial element (signals in the Algorithm 16). The Data
Control Unit and the Geometry Computation Unit are started together by the PECenv of the
Control Unit (section 5.3.3). The geometry data arrives with some delay after the start of the
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Figure 5.23: Doubled memory structure.

reconstruction because the Geometry Computation Unit is pipelined. Thus, the situation, that
we write the geometry data twice into one memory of the GMenv,is eliminated. This means,
that during the reconstruction of the radial elementrO the geometry data for the element(rO+1)
is written into the GMenv over the old data for the radial element(rO−1).

5.7.3 Doubled Memory Structure

The doubled memory structure was presented in section 4.3.1during the formal description of
the backprojection. The circuitry of this structure is depicted on Figure 5.23. Two memories of
this structure are denoted by the “RAM A” and “RAM B”. Each memory storesφOmaxelements.
The width of the elements is dependent on the application of this structure, e.g. for the intersect
memory the elements are (n+ log2nr )-bit wide.

The structure has the two input address busses:Ar[φw− 1 : 0] for the read address and
Aw[φw−1 : 0] for the write address. The input data busDin is connected to both memories. The
input signalscontrols the address multiplexers (hereAA andAB denote the address inputs of the
two RAMs)

A(s)
A =

{

Ar if s= 0

Aw if s= 1
and A(s)

B =

{

Aw if s= 0

Ar if s= 1
,

the memory write enable signals

we(s)
A := we∧s and we(s)

B := we∧s

and the output data multiplexer

Dout(s) =

{

DoutA if s= 0

DoutB if s= 1
.
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Figure 5.24: Circuitry of the environment AIenv.

Figure 5.25: Timing diagram. Writing the input intersect data into the memory of the environ-
ment INSMenv.

5.7.4 AIenv Environment

For the simplification of the DFCenv, the generation of the write addressesAw[φw−1 : 0] for
the INSMenv and WTMenv is separated into the single environment AIenv. The structure of
the AIenv is depicted on Figure 5.24.

This environment generates address values under the control of the “enable” signalen. This
signal enters the carry input of the incrementor. The data, that is incremented in every cycle,
comes from the OAr register. The AIenv generatesφO values from 0 toφOmax−1. The compara-
tor signals the situation that the address value is equal to the design constantφOmax−1. When
the output of the comparator is active, the register OAr is cleared. This register is initialized to
zero on reset.

The output register OAr is clocked by the signalclk. The timing diagram on Figure 5.25
presents an example of storing the input intersect data fromthe busins.

5.7.5 DSenv Environment

In order to compensate the delay introduced by SDRAMs, environment DSenv delays the input
signals. The delayed signals are synchronous with the data,fetched from the external memory.
They are used later in the Parallel Backprojector. The structure of the DSenv is presented on
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Figure 5.26: Circuitry of the environment DSenv.

Figure 5.26. The delays are organized by shift registers.

The access to the weighting coefficients memory (WTMenv in the GMenv) is delayed for
the time, required to access the filtered projection data placed in the SDRAMs of the external
memory. This delay is done by holding the values on the input busφO and the input signals for
the time, equal to the CAS latency (see description of dynamic memory in Appendix C). The
corresponding outputs are the busAWMr and the signalsWM. The update of the output registers
is controlled by thebusy′. This is the signalbusydelayed for the time equal to the CAS latency.

The output signalwrFM is a “data valid” signal. It is active when the data fetched from
the external memory is available. The value of this signal isobtained as follows. The signal
wrp is active in the “reconstruction” mode of the DFCenv. We delay the wrp for the time of
the CAS latency in order to align the activation of this signal to the first element, fetched from
the external memory. The output signal is active only at the moments, when the data from the
SDRAM is available

wrFM := busy′∧wrp′ .

5.7.6 SDRAM Interface

The SDRAM chips in the external memory modules are controlled by the IFCenv environment.
This environment performs the following functions:

- initialization of SDRAM;

- read/write access to SDRAM chips;

- issue the signalbusyfor the cases of opening/closing a row, a refresh;
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Name I/O Width Purpose
rst I 1 reset signal
wr I 1 write access to SDRAM
j I log2 p round number
D I n+ log2nr address of the detector element

CA O 5+aw SDRAM interface
re O 1 “read enable” for FIFOs

busy O 1 “busy” from SDRAM interface

Table 5.7: Interface of the IFCenv environment.

Figure 5.27: IFCenv environment.

- control the refresh of dynamic memory.

The interface of the IFCenv is presented in Table 5.7.
The output busCA[aw+4 : 0] is connected to allbSDRAM chips, and includes the following

signals: addressA[aw−1 : 0], RAS, CAS, BA, CS and WE. The purposes of these signals are
described in Appendix C. The control signals for the SDRAM chips (RAS, CAS, BA, CS, WE)
and the control signals for the FIFO chips (WE, RE) are activelow.

The structure of the IFCenv is presented on Figure 5.27. It consists of two environments:

- the environment IFCont that performs the control of the memory interface, and

- the environment RFRenv that controls the refresh of SDRAM.

5.7.7 IFCont Environment

The environment IFCont controls the dynamic memory interface. There are several variables
and signals, that are used in the IFCont.



5.7. DATA CONTROL UNIT 127

- AR, ABA andAC are the variables, that contain the row, bank and column address, com-
puted from the input bussesD and j.

- The variablesAcurr andABAcurr contain the address of the currently opened row and active
bank in the SDRAM.

- The signalre is a FIFO “read enable”. This signal is active when the data transfer process
(SDRAM write) is performed.

On reset (rst = 1) these variables and signals are initialized. The SDRAMs must be powered
up and initialized in the predefined manner with the following settings: CAS latency is set to 2,
and sequential bank access mode is set14. This initialization is denoted by the〈 SDRAM init 〉
in the description.

1: if rst = 1 then
2: busy← 1, Acurr← 0, ABAcurr← 0, re← 1
3: 〈 SDRAM init 〉
4: end if

Algorithm 17 specifies the module IFCont. The process in the IFCont is performed in an
infinite loop. The input data is decoded, and then the access to the SDRAM is performed.
Depending on the currently opened row and active bank, this access can be made in this (the
same) cycle, or the new row/bank must be opened (lines 3-5).

Algorithm 17 IFCont Algorithm
1: loop
2: 〈 computeAR, ABA andAC 〉
3: if (AR 6= Acurr)∨ (ABA 6= ABAcurr) then
4: busy← 0, re← 1, 〈 change row and bank〉
5: end if
6: if wr = 1 then (check the operating mode)
7: 〈WRITE AC 〉, re← 0, busy← 1
8: else
9: 〈 READ AC 〉, re← 1, busy← 1

10: end if
11: Acurr← AR, ABAcurr← ABA

12: if r f r = 1 then (check the signal for the autorefresh)
13: re← 1, busy← 0
14: 〈 Autorefresh〉
15: rdy← 0/1/0 (acknowledge of the autorefresh)
16: end if
17: end loop

14The init operation is not discussed here. For the detailed description refer to the datasheets of SDRAMs,
e.g. [92].
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The input signalwr defines the type of the access to the SDRAM - read (wr = 0) or write
(wr = 1). This corresponds to the operating modes of the Data Control Unit - the “reconstruc-
tion” mode, where we read the external memory, and the “data transfer” mode, where we write
the new filtered row.

The address of the element (line 2), that must be accessed in the current cycle, is computed
as follows (recall the description of the external memory structure from section 5.4):

1. The row address isAt
R← 〈 j D[n+ log2nr −1 : n]〉.

2. Assume that the filtered detector row withN elements is placed in the SDRAM row in
two internal banks (as it depicted on Figure 5.8 in section 5.4.2). The memory row in
each bank contains N/2 elements. Thus, the column address isAt

C←D[n−2 : 0], and the
address of the internal bank isAt

BA← D[n−1].

When the currently active bank (ABAcurr) or the opened row (Acurr) are not equal to those
(ABA or AR), that must be accessed in this cycle (line 3), the active bank and opened row must
be closed. This is done by issuing the following command sequence to the SDRAM15

〈 change row and bank〉 ≡

1: NOPt

2: PREt+1 (precharge the active bank)
3: NOPt+2

4: ACTt+3 (open the new rowAR in the bankABA)
5: NOPt+4

During this sequence thebusysignal is low. This signal disables update of the output registers
of the environments DFCenv and DSenv, i.e. the data flow in theData Control Unit is stalled.
In the next cycle (t +5) the READ or WRITE command with the column addressAC is issued
to the SDRAM chip depending on the signalwr (diagrams on Figures 5.21 and 5.28).

If the request of the refreshr f r is high, then the IFCont performs the Autorefresh of
SDRAM chips (lines 12-16).
〈 Autorefresh〉 ≡

1: NOPt

2: PREt+1 (precharge the active bank)
3: NOPt+2

4: ARFt+3 (issue Autorefresh command)
5: NOPt+4

6: . . .
7: NOPt+k

8: ACTt+k+1 (open the rowAR in the bankABA)
9: NOPt+k+2

During this sequence, the active bank is precharged and the Autorefresh command is issued.
After (k−4) NOP cycles the bank is activated again. The number of NOP cycles is dependent

15refer to the Table C.1 in Appendix C
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Figure 5.28: Timing diagram. The process of writing into SDRAM chips.

on the SDRAM chip and the design parameters16. At the end of the refresh the rowAR in the
bankABA is opened again. The signalrdy is activated after the Autorefresh is ready.

If the Data Control Unit is idle, the IFCenv always accesses the element defined by the
bussesD and j, and refreshes the dynamic memory.

5.7.8 RFRenv Environment

The refresh of the dynamic memory is controlled by the RFRenv. Algorithm 18 describes the
work of the RFRenv.

Algorithm 18 RFRenv Algorithm
1: loop
2: cnt← 0
3: while cnt < r f rmax do
4: cnt← cnt+1
5: end while
6: r f r ← 1 (request the refresh)
7: waitfor rdy = 1 (wait for the environment IFCont)
8: r f r ← 0
9: end loop

The refresh control is done in the infinite loop. Afterr f rmax clock cycles the signalr f r is
activated, signaling to the environment IFCont that the autorefresh of the memory must be per-
formed. When the acknowledge signal (rdy) is received, the RFRenv starts to count the cycles
again. The constantr f rmax must be selected less than the required number in the specification

16e.g. the time constraint of the SDRAM chip “Refresh to Activate” must be preserved [92]
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Figure 5.29: Timing diagram. Reading from FIFO and writing into SDRAM of the external
memory.

of SDRAM. This is done in order to control the situation when the signalr f r is activated, but
the environment IFCont performs change of the row/bank and can not handle the autorefresh
request.

5.7.9 Memory Access

The outputs from the IFCont, the signalre and the busCA, are delayed using the registers Rre
and RCA (see Figure 5.27).

The address and control signals of the SDRAM are delayed for one clock cycle for the
reason that the data from the FIFOs must be available on the inputs of the SDRAMs before the
writing17. This is described in the timing diagram on Figure 5.29. We consider one external
memory module, and assume for simplicity (of the figure) thatthe write into the SDRAM is
performed into the currently opened row and bank.

The data is fetched from the FIFO on the positive edge of theclk signal whenre = 0 (the
signalre is connected to the outputCF.re of the Data Control Unit). The data is ready on the

17This delay is counted by the delay lines of the DSenv in addition to the CAS latency.
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output busFIFO.Dout along with the address and the control signals on the busCA. The write
into the SDRAM is performed on the falling edge of theclk. The parameters of the FIFO and
SDRAM chips in the external memory are selected in such a way,that the “data access time”
of the FIFO (tA) and the “data-in-set-up time” of the SDRAM (tDS) confirm to the following
inequality

tA+ tDS≤ tCLK/2,

wheretCLK is a period of the clock signal (see Figure 5.29). This means,that data, fetched
from the FIFO, must be ready at the input of the SDRAM in time less then the half of the clock
period.

5.8 Parallel Backprojector

The Parallel Backprojector inputs the filtered projection data from the external memory, and
performs the reconstruction of a radial element.

Interface
The following signals and busses combine the input of the Parallel Backprojector:

- thea fw-bit wide data bussesDE(0) - DE(b−1) from the external memory,

- the initialization signalrst,

- the signalre vm that is used to read the contents of the result FIFO,

- the busses and signals from the Data Control Unit:

– the common buswcoe f[wcow : 0] with the weighting coefficients values,

– the address bussesAFMw[φw−1 : 0] and jFM[log2 p−1 : 0] that provide the address
values of the current element and the current reconstruction round,

– the signalwrFM that is the “data valid” signal for the data from the externalmem-
ory.

The output of the Parallel Backprojector is the busVMout[resw−1 : 0] that is used to transfer
the values of the reconstructed radial element. The output signaldrdy is a “ready” signal, issued
when the result FIFO contains the backprojection result.

Structure

Figure 5.30 presents the top-level structure of the Parallel Backprojector. It consists of:

- the processing elements (PEs) that perform the weighting and storing the filtered projec-
tion data before the summation,
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Figure 5.30: Structure of the Parallel Backprojector.

- the environment RAenv that generates the control signals for the environments of the
Parallel Backprojector,

- the environment AVMenv that contains the volume memory andthe result FIFO,

- the environment ADDenv that is a multi-port pipelined adder.

Computation Flow
The reconstruction of a radial element is started by the DataControl Unit (described in sec-
tion 5.7) and is performed inp rounds (see formal description in section 4.3). The unit accesses
the filtered projection data in the external memory, and provides the weighting coefficients and
the control signals for the Parallel Backprojector.

The data, fetched from the external memory modules is received by the PEs on the busses
DE(∗). The number of the PEs is equal to the number of the external memory modules. Using
the weighting coefficients from the common buswcoe f, each PE weights the input filtered
projection data, and stores the result in the intermediate memory. The writing addresses are
computed by each PE from the value of the input addressAFMw and the values of the current
round jFM (reordering). The data is stored in the doubled memory structure.
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At the same time, the data, that is weighted in the previous round, is accumulated using the
adder in the ADDenv. The result of the previous accumulationround is summed with the new
data and is stored in the volume memory of the environment AVMenv. The volume memory is
a doubled memory structure. In the last accumulation round (p−1) the data is written into the
result FIFO. Afterp rounds, the result FIFO consists of the reconstructed radial element. The
signaldrdy is issued when the last round of the accumulation for the radial element is started.
This signal is generated by the RAenv and delayed to compensate the pipelining of the adder in
the ADDenv. The contents of the result FIFO is read using the signal re vm(see section 5.2.2).

The input signalwrFM and the bussesAFMw and jFM from the Data Control Unit are used
to store the weighted values in the PEs. The data on these busses are synchronous with the input
data from the external memory. The values on these busses andthe signalwrFM are delayed for
the time, required for the multiplication of the input filtered data with the weighting coefficients
in the PEs. The delay lines (DL) are organized by shift registers.

The read addressAr for the PEs is generated by the environment RAenv. This address is used
also for the volume memory in the environment AVMenv to read the values of the accumulation
result from the previous round. The RAenv generates the signal wrV that is a “write enable”
signal for the new accumulated data on the busRES.

5.8.1 Processing Elements

The reordering and storing of the input filtered data from theexternal memory is done by the
PEs. The number of the PEs is equal to the number of SDRAMs in the external memory.

All PEs have equal structure and perform the same functions:

- compute the write address using the ordinal number of the PE,

- weight and store the data values from the external memory,

- provide the stored values for the accumulation in the pipelined adder.

Interface
The PE has the following inputs:

- the busDE[a fw−1 : 0] from the SDRAM contains the filtered projection data,

- the buswcoe f[wcow : 0] consists of the values from the weighting coefficient memory
(from the Data Control Unit),

- the address bussesAr [φw−1 : 0] andAw[φw− 1 : 0] contain the read and write address
values for the weighted filtered data,

- the signalwr is a “data valid” signal for the busDE,
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Figure 5.31: Processing Element.

- the busj[log2 p−1 : 0] is used to transfer the value of the current round of the reconstruc-
tion,

- the busi[dlog2be−1 : 0] is a unique index of the PE.

The output of the processing element is a busDPE[aww−1 : 0] used to transfer data from
the intermediate memory in the IFMenv to the environment ADDenv.

Structure

The structure of the PE is presented on Figure 5.31. The processing element consists of

- the environment AFenv that generates the write address,

- the multiplier used to weight the input filtered data with the weighting coefficients,

- the environment IFMenv that is a doubled memory structure.

Data Flow

The input bus from SDRAM (that corresponds to the PE) is registered on the input of the FPGA
(register DEr). The data from this bus is multiplied with theweighting coefficients values from
the buswcoe f. The environment AFenv computes the writing address using the valuesAw, j
and the indexi of the PE. The result of the multiplication is written into the environment IFCenv.

This environment is an implementation of the memoryIFM (i, j)
C from section 4.3.1. We used

the doubled memory structure described in section 5.7.3. The memories are clocked with the
signalclk, and are selected by the signalj[0], i.e. we change the memory in the IFCenv every
round (recall thatp is a power of two).
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Figure 5.32: Timing diagram. Compute and write the weightedfiltered data in theithprocessing
element. The pipelined multiplier has three internal stages.

The output result from the multiplierRM[a fw + wcow : 0] is truncated takingaww leading
bits (recall that the weighting coefficient is a fixed point number that belong to the interval(0,2))

IFMenv.Din[aww−1 : 0] = RM[a fw+wcow : a fw +wcow−aww +1].

An example of the data flow is presented on Figure 5.32. We depicted the delays of the address
value and the signalwrFM, that are provided by the delay lines in the Parallel Backprojector.

AFenv Environment

Environment AFenv computes the address used to store the weighted filtered values. Figure 5.33
depicts the structure of the AFenv. The environment AFenv isan implementation of the formula
for the reordering

φ = (φO−nφ · (i · p+ j)) (mod φOmax) .

First, the input of the multiplier is combined18 from the input bussesi and j as

(〈i[dlog2be−1 : 0] j[log2 p−1 : 0]〉+1) (mod 2φw−1) .

18recall thatp is a power of two
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Figure 5.33: AFenv Environment.

The second operandnφ is a design constant. Its value can be “two” or “three” (see description
in section 3.1.1). In case ofnφ = 2 no multiplier is required, and the result is simply theφw-bit
number. For the timing diagram on Figure 5.32 we assumed thatthe multiplicationnφ ·(i · p+ j)
is not performed becausenφ = 2. For the casenφ is not a power of two, additional cycles are
required for the multiplication and they must be included into the delay lines of the Parallel
Backprojector.

Second, the register AFr stores the result of the substraction

AFr := φO−nφ · (i · p+ j) .

The(φw +1)-bit value in the register AFr is a two’s complement number. The highest bit (the
sign bit)gr := AFr[φw] controls the multiplexer. The value after the multiplexer is saved into
the output register as

〈OFr[φw−1 : 0]〉 :=

{

〈AFr[φw−1 : 0]〉 if gr = 0

(〈AFr[φw : 0]〉+ 〈0φOmax〉) (mod 2φw) if gr = 1
.

5.8.2 ADDenv Environment

The environment ADDenv is used for the backprojection of theweighted filtered detector val-
ues, stored in the processing elements. The ADDenv consistsof the pipelined adder that per-
forms the summation of the values received fromb PEs and from the volume memory (environ-
ment VMenv of the AVMenv). The result of the accumulation is send with the busRESto the
environment AVMenv of the Backprojector.

For the description of the multi-port adder we introduce themain elements of such adder,
then describe the tree structure, and afterwards describe the adder of the ADDenv.

Carry Save Adder (k-3/2-adder)
The main element of the accumulation structure is ak-3/2-adderdescribed e.g. in the text-
book [86]. This adder compresses the sum of the threek-bit numbers to two numbers, which
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have the same sum. These two output numbers is a carry save representation of the sum. The
k-3/2-addershave the inputsa[k−1 : 0], b[k−1 : 0], c[k−1 : 0] and outputss[k−1 : 0] and
t[k : 0] satisfying

〈a〉+ 〈b〉+ 〈c〉= 〈s〉+ 〈t〉 .

Thek-3/2-adderis constructed from the row of full adders. The delay is independent ofk.

From twok-3/2-adderswe construct ak-4/2-adder [86]. This is a circuit with the inputs
a[k−1 : 0], b[k−1 : 0], c[k−1 : 0], d[k−1 : 0] and outputss[k : 0], t[k : 0] such that

〈a〉+ 〈b〉+ 〈c〉+ 〈d〉= 〈s〉+ 〈t〉 (mod 2k+1).

Tree Structure

Let h := b+1. We construct aT (h) addition tree placed in the ADDenv. The top level of this
tree is constructed from the 4/2- and 3/2-adders. The number of these adders depends onh.
The bottom of this tree structure is completely regular 4/2-tree. The output of the treeT (h) is
a carry save representation of the sum of inputs. An ordinaryfull adder is used to produce the
binary representation of a sum from the carry save representation.

For the upper part we use thek-4/2 andk-3/2-adders. The number of these adders is
obtained as follows [86]. Let M be a smallest power of two, such thatM ≥ h

M = 2dlog2he.

For the input of the tree we have to distinguish between two cases.

1. 3M/4≤ h≤ M. The number of the 4/2-addersis a = h− 3M/4, and the number of
3/2-addersis l = M/4−a.

2. M/2≤ h < 3M/4. The number of 3/2-addersis l = h−M/2, andh−3l inputs are feed
directly into the bottom tree.

The bottom of the treeT (h) is a 4/2-treeT(M/4). It hasM/2 inputs andM/8 4/2-adders.
The depth of this tree isµa = log2(M/2).

Multi-Port Adder

Figure 5.34 shows the structure of the ADDenv which is a treeT (h). Each stage of the tree
has the intermediate registers:µa for the 4/2-treeT(M/4) and one stage for the result from
the input adders. Theseµa +1 registers are clocked in the following way: first stage has clock
signalclk, second -clk, third clk etc. The register after the full adder is clocked with the signal
clk even if the output register of theT(M/4) is clocked with the signalclk. This is done in
order to align the result on the busRESwith the input of the volume memory of the VMenv (in
the environment AVMenv).
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Figure 5.34: Circuitry of the pipelined adder in the ADDenv.By 3/2add(k) we denote the
k-3/2-adder, by 4/2add(k) – thek-4/2-adder.
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5.8.3 RAenv Environment

The address values, required to fetch the data from the PEs for the accumulation stage of the
backprojection, are generated by the RAenv. This address isused also for the volume memory
in the environment AVMenv in order to read the old and to storethe new accumulated values
for the reconstruction. The RAenv generates the “write enable” signal for the AVMenv.

The specification of the RAenv is given by Algorithm 19. Afterthe signalst is activated,
the RAenv starts the generation of the address values. The signaldrdy is activated for one clock
period in order to signal the external device that the reconstructed data can be read from the
result FIFO. It is activated on each start, but the output signaldrdyof the Parallel Backprojector
is active only in roundj = 0. During this process the output signalwrV is active, enabling write
of the accumulated values in the environment ADDenv. AfterφOmax values were generated, the
counter stops and the write signalwrV is deactivated.

Algorithm 19 RAenv Algorithm
Require: signalst was issued in the previous cycle

1: At ← 0, wrVt ← 1, drdyt ← 0/1/0 (write the reconstruction result)
2: while A < φOmax do
3: A← A+1 (go through the radial element)
4: end while
5: wrV t ← 0

5.8.4 AVMenv Environment

The partial results of the backprojection of a radial element for p−1 rounds are stored in the
environment AVMenv. The result of the backprojection (lastaccumulation round) is stored in
the FIFO in the AVMenv. The structure of the AVMenv is presented on Figure 5.35.

Interface
The input interface of the AVMenv consists of the following busses and signals:

- the initialization signalrst,

- the busj[log2 p−1 : 0] defines the current round number and the busAr [φw−1 : 0] has
the address values for the volume memory,

- the busRES[resw−1 : 0] transfers the values from the ADDenv,

- the signalwrV controls the writing process of the values from the busRESinto the volume
memory,

- the signalre vm is a “read enable” for the result FIFO.
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Figure 5.35: Structure of the environment AVMenv.

The output of the AVMenv has two busses:

- the busVM[resw−1 : 0] is used to transfer the values into the ADDenv,

- the busVMout[resw−1 : 0] is a output bus from the result FIFO,

and the signaljz which is active in the roundj = 0.

Structure

The following elements are situated in the environment AVMenv:

- The environment VMenv is a doubled memory structure described in section 5.7.3. It
stores the values of the accumulation. One memory provides the values for the accumu-
lation, another is used to store the result of the current round from the busRES. The
VMenv is clocked with the signalclk.

- The result FIFO is filled with the result values of the backprojection of the radial element.
This is the memoryVMO from the description of the pipelined parallel backprojection
(section 4.3).

- The delay lines for the address busAr and the signalwrV. These delay lines compensate
the delay of the pipelined adder in the environment ADDenv.

- The zero tester for the input busj[log2 p−1 : 0]. The output signal from this tester enables
write into the result FIFO.
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Data Flow
The input address values on the busAFMr are used to fetch the contents of the memory inside
the VMenv and put it on the busVM. The internal memory is selected using the lowest bit of
the busjFM and is switched at the beginning of each reconstruction round j.

The values of the accumulation in the current round of the reconstruction are received by
the VMenv from the busRES. These values are stored in the environment VMenv. Using the
output of the zero tester

jz :=
∨

0≤k<log2 p

j[k]

we control the accumulated data flow as follows:

1. The result FIFO is filled during the roundj = 0. The “write enable” signal is computed
as

FIFO.we:= jz∧wrm.

2. During the roundj = 0 the memory in the VMenv is cleared, i.e. it is filled with zeros for
the reconstruction of the next radial element

VMenv.Din[resw−1 : 0] :=

{

RES[resw−1 : 0] if jz = 0

〈0resw〉 if jz = 1
.

At the beginning of the reconstruction (the central radial element of the upper plane) in the
first round j = 0 the environment RAenv is not active. Thus, the signalwrV is low and the
FIFO is not filled. The FIFO is filledzOmax· rOmax times, because the RAenv is activatedzOmax·
rOmax· p times. Hence, all radial elements go through this FIFO during the reconstruction. The
contents of the result FIFO must be read by the external device using the signalre vm(refer to
Figure 5.3 in section 5.2.2).

5.9 Conclusion

This section presented the hardware implementation of the pipelined parallel reconstruction of
the volume from cone-beam projections. The circuitry of thedesign performs all steps of the
reconstruction algorithm: the filtering, the geometry computations and the reconstruction from
the filtered projections. The described hardware design is implemented in the Xilinx FPGA
with the external memory structure. The gate-level simulations provide the correctness of the
proposed hardware architecture. The next chapter will discuss the results of the implementation.





Chapter

6
Evaluation

This chapter presents the quantitative analysis of the reconstruction hardware. We will describe
the parameters of the design and their selection. We will discuss the characteristics of the design
taking the parameters of the real application.

First, we describe the parameter space of our design. This will give the information about
the practical problem and it’s size. Second, we describe thesimulations, that were carried out
during the implementation of the design. Third, the preciseness of the geometry computations
are discussed. We present the simulation results for the different bit-widths of the approximation
coefficients. Fourth, the design performance and the parameters, that have influence on the
performance, are discussed. We show the reconstruction results of the hardware Cylindrical
algorithm.

6.1 Parameter Space

The hardware design, described in previous chapter, was implemented in VHDL for Xilinx
FPGA. Whenever it was possible, the design constants were changed into the implicit parame-
ters.

The parameters of the hardware design fall into three major classes:

- Parameters of the tomography experiment. These values areused to determine the geom-
etry of the reconstruction volume (see description in section 3.1). Table 6.1 contains these
parameters with the example values from the real application. The size of the reconstruc-
tion volume, computed for the defined experiment parameters, and some characteristic
values are presented in Table 6.2.
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Name Constraint Example
N N = 2n, n∈

�+ 512
α α ∈ [2.5◦,7.5◦] 7.5◦

φdmax φdmax= p ·b, p = 2k, p,b,k∈
�+ 384

d d ∈
�+ 0.4mm

m m∈
�+ 2.0

Table 6.1: Parameters of the experiment.

Name Value Description Section
zOmax 448 number of planes in the volume 3.1.7
rOmax 256 number of radial elements in one plane3.1.7
φOmax 768 number of voxels in one radial element 3.1.7
Lmax 59 maximal number of rows required 4.5.1

for the reconstruction of one plane
nr 64 number of rows for each projection 4.5.1

stored in the external memory
TP 129 number of taps in the filtering kernel 5.5.2

Table 6.2: Parameters of the reconstruction volume forN = 512,φdmax= 384 andα = 7.5◦.

- The approximation parameters are concerned with the size of the representation of the
approximation coefficients, used for the geometry computations during the reconstruc-
tion (section 5.6.2). Bit-widths of these coefficients influence the size of the design and
the precision of the geometry computations. The discussionabout these parameters is
presented in section 6.2.

- The scale parameters are concerned with the size of the design itself. They put the the-
oretical limit on the performance of the hardware, i.e. on the reconstruction speed. The
parameters we consider belong to this class are the number ofprojection groups1 b (recall
the description from section 4.2.1) and the number of detector elementsN (which also
belongs to the first class of parameters). The widths of the data busses (Table 6.3) also
belong to this class of parameters.

The values of the parameters, presented in this chapter, canbe changed by a developer
of the hardware system, for example, in case of changing the precision of the computations
or increasing the speed of the system. The design issues, e.g. minimum clock time and the
implementation specifics, are discussed in section 6.5.

1This is also the number of processing elements in the design that run in parallel.
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Name Bit-width Format Description
adw 14 unsigned input projection data
f kw 15 2’s complement filtering coefficients
a fw 32 2’s complement filtered projection data
aww 32 2’s complement weighted filtered projection data
remw 41 2’s complement reconstructed data

Table 6.3: Parameters of the data-paths of the design.

6.2 Geometry Computations

Here we will show the selection of the bit-widths of the approximation parameters used during
the geometry computations.

6.2.1 Metrics and Parameters

We used C programs with floating-point and fixed-point computations (see description in sec-
tion 6.6). The results of two programs were compared element-wise for the Geometry and
Weighting Coefficients Tables. We used two metrics for the evaluation of the errors introduced
by quantization (i.e. using fixed-point arithmetic) [17]. They are:

- Absolute error

∆xi = |xFP
i −xi |, i ∈ [0 : M−1]�,

whereM is the total number of points,xFP
i is theithelement computed using the floating

point arithmetic, andxi - using fixed-point.

- Average Absolute Error

AAEx =
1
M

M−1

∑
i=0

∆xi .

Table 6.4 presents the parameters (approximation coefficients) that were used in the geom-
etry computations (section 5.6.2): the intersection coordinates (pd andzd) and the weighting
coefficients (wcoe). The proper values, that are selected using simulation results are given in
column “Bit-width”. The selection of the approximation coefficients is discussed in the next
section.
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Name pd zd wcoe Bit-width Description
cow + + + 7 cosine value
siw + − − 8 sine value

remw + + + 9 remainder value
wcow − − + 7 weighting coefficient value

sw + + + 16 constant SORc
naw + + − 9 constant Na

Table 6.4: Computation values and the approximation parameters. Abbreviations: “+” param-
eter is used and “−” parameter is not used in the computation ofpd, zd andwcoerespectively.

6.2.2 Selection of the Coefficients

Constraints
The following constraints were applied to the simulation results in order to select the proper
parameters for the representation of the variables and constants for the geometry computations
(section 5.6.2).

1. The absolute error in the computation of the horizontal and the vertical intersection co-
ordinates must be at most one(∆x≤ 1). This means that we bound the region around the
correct intersection point. In case of the error computation (fault intersection value) the
neighbor detector value will be selected.

2. The error values on the bounds of the detector must be eliminated. This is an extension
of the first constraint and excludes situations, when the computation errors occur on the
boundary values, i.e. for the pixelspd = 0 andpd = N−1 for the horizontal coordinate,
and for the rowszd = 0 andzd = N−1 for the vertical coordinate. In these error situ-
ations the values are wrapped and instead of taking the neighbor value, the value with
absolute errorN is taken. We eliminate such situation by increasing the precision of the
computations.

3. The widths of the dividend, divisor and the remainder must beat most 32. This is a
constraint of the Pipelined Divider macro [93] from Xilinx Core Generator software.

Simulation Results
Extensive simulations were carried out in order to obtain the precision of the geometry compu-
tations and to select the values of the approximation parameters, that comply with three above
defined constraints.

All simulations for geometry computations were done using Cprograms. These programs
performed the calculation of the Geometry Table (see section 3.1.7) and the Weighting Co-
efficients Table (see section 3.1.8). We simulated the hardware geometry computations ex-
actly as the computations flow in Geometry Computation Unit (using fixed-point arithmetic)
for the following values:sw ∈ [11 : 20]�, naw ∈ [8 : 14]�, remw ∈ [7 : 14]�, cow ∈ [6 : 14]�
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Approximation Error Estimation Increase of the hardware
Coefficients AAEp AAEz ∆w GCU complete design

sw = 17,naw = 11,
1 cow = 10,siw = 10, 0.1384 0.0902 0.0073 − −

remw = 11,wcow = 7
sw = 20,naw = 14,

2 cow = 14,siw = 14, 0.0032 0.0041 0.0019 14.3% 1.2%
remw = 14,wcow = 7

Table 6.5: Comparing characteristics of the design, using different values of the approximation
coefficients. Abbreviation “GCU” is for Geometry Computation Unit.

and siw ∈ [5 : 14]�. The computation of the weighting coefficients were simulated2 for the
wcow ∈ [5 : 16]�. The simulations were carried out in the following way.

- The tables were computed using floating-point arithmetic (double precision). We as-
sumed that these value were error-free.

- The intersect coordinates and weighting coefficients werecomputed for the five half-
beam opening anglesα ∈ {2.5◦, 3.75◦, 5◦, 6.25◦, 7.5◦} for the fixed set of valuessw,
naw, remw, cow andsiw from the mentioned intervals. These computations were carried
out using fixed-point arithmetic.

- Each table (for each angle and for each set of values) was compared element-wise with the
table computed using floating-point arithmetic. We analysed the errors for the horizontal
and vertical coordinates separately.

The minimal values of the parameters, that satisfied the constraint ∆x≤ 1, are presented in
Table 6.4. We call these values of the approximation coefficients theminimal values. For the
intersect coordinates we computed the average absolute errors: AAEp for horizontal andAAEz

for vertical coordinate. These values are computed for eachhalf-beam opening angle, and then
averaged. The precision of the weighting coefficients computations was estimated using the
values of the absolute error∆w.

In Table 6.5 we present results of the error estimation usingtwo different sets of the approx-
imation coefficients (from Table 6.4). The first set containstheminimal values. These values
were used for the implementation of the design. One can see, that the precision of the geometry
computation using these minimal parameters is low. In orderto show the possible enhancement
of the precision, we present the estimation of the errors in the computations carried out using
the maximal values of the approximation coefficients (second set). The precision is significantly
improved using the bigger values of the approximation coefficients.

2For the simulations of weighting coefficients computation other values of the approximation coefficients were
fixed (we used the values that are presented in Table 6.4).
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It was found, that the absolute errors of the weighting coefficients computations withwcow∈
[5 : 7]� are below the resolution of the corresponding fixed-point representation (numbers with
wcow-bit fractional part). Growth of thewcow did not improve the accuracy of the computations.
For the evaluation of the hardware we used valuewcow = 7 with the absolute error in the
computations≈ 0.0073. This error depends strongly on the parameterscow andsw, and on the
valueSORcitself. This results in noisy reconstruction image, that requires post reconstruction
filtering.

The errors in the geometry computations arise due to the quantization of constants (their
fixed-point representation; see section 5.6.2). Also, the errors occur due to application of the
standard IP Division Core from Xilinx [93], that has constraints for the widths of dividend and
divisor (32-bit wide operands). In order to increase the precision of the computations, a special
rounding for the divisor can be used. The computations can beperformed with better precision
(cow > 7 andsw > 16), and before the division operation the divisor has to be rounded to 32-
bit value. This helps to compute the intersection coordinates and weighting coefficients more
accurate. The side effect of this modification is that the hardware of the Geometry Computation
Unit (section 5.6) becomes more complex and size of the design grows. In Table 6.5 we present
the estimation of this growth. The increase of the design size is computed relative to the size
of the design withminimal valuesof the approximation coefficients. For the implementation
we used the design with six processing elements. The evaluation of the design with better
precision shows, that additional hardware in the Geometry Computation Unit does not increase
significantly the size of the complete design.

6.3 Reconstruction of a Phantom

The spacial images, called phantoms, are generally used to test the reconstruction systems. One
of the widely used phantoms is a Shepp-Logan 2D head phantom [41]. We used the equiangular
projection data of this phantom from the open-source program CTSIM [42]. The projection data
from this phantom was generated using the following parameters:

number of detector elements N 512
number of equiangular projections φdmax 384
focal length ratio 12.0
fan-beam angle 4.7802◦

detector increment (d) 0.0103

We reconstructed these data as it were the projection of the central plane in the volume, i.e.
the projection data were collected by a line detector withN elements.

The projection data was reconstructed using a C program. Theprogram functionally simu-
lates the hardware design: digital filtering, geometry computations using fixed-point arithmetic,
integer backprojection etc. We applied the Shepp-Logan filter kernel (Equation (2.8.11)) with
different number of taps. After the reconstruction, the data was converted to the Cartesian
coordinates. This was done using the interpolation [64, 65].
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Results of the reconstruction are presented on Figure 6.1. This figure shows the original ras-
terized phantom and the phantoms, reconstructed using different number of taps in the filtering
kernel (see sections 2.8.2 and 5.5.2). Obviously, the quality of the reconstructed image grows
with the increase of the number of tapsTP.

The quality can be analyzed not only visually, comparing several images, but also using
element-wise comparison. Figure 6.2 presents the density of the elements on the central column
of the phantom3 and the reconstructed image, respectively. The results arepresented using the
normalized density, which is suitable for visualization (grey scale). These figures show that the
fixed-point reconstruction design can handle small (less that 1%) density changes. Figure 6.3
shows the reconstruction results using different number oftaps for the digital filter (environment
FLTenv section 5.5). One can see from Figure 6.1, that suitable results are produced starting
from 129-tap filter, but this result requires an additional post-filtering after the reconstruction.
The noise in the region around the phantom is produced by the filtering before the backpro-
jection, and can be eliminated using the post-filtering4 of the reconstructed image. This post
reconstruction filtering is done to improve the quality of the reconstruction image further.

Further discussions about the improvement of the quality ofthe reconstruction result, e.g.
using different filtering kernels are beyond the scope of this work because the selection of the
filter is an application specific task.

6.4 Architecture Performance

The performance of the hardware reconstruction is analyzeddescribing the speed of the re-
construction and the bandwidth of the hardware architecture. Before this, the influence of the
parameters of the reconstruction geometry on the performance is described.

6.4.1 Volume Characteristics

The parameters of the experiment geometry define the size of the volume that is reconstructed
from cone-beam projections (section 3.1). As an example we usedN = 512 andd = 0.4mm.
Two characteristics of the reconstruction volume (zOmax and Lmax) are presented on Fig-
ures 6.4(a) and (b). We describe the dependence of these parameters from the angleα. For
description ofα refer to section 3.1.4 and Figure 3.4.

- The half-beam opening angle influences the number of planesin the reconstruction vol-
ume (Figure 6.4(a)). The number of planeszOmax is computed for each angleα using
Equation (3.1.15).

3Comparison between the columns of the phantom and the same columns of the reconstructed image is a
common technique, used to characterize the reconstructionalgorithm.

4using the standard software, e.g. “VGStudio MAX” [94]
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Figure 6.1: Reconstruction of the Shepp-Logan phantom. Figure (a) is a rasterized phantom.
Figures (b), (c) and (d) are the reconstruction results using the 129, 257 and 513 taps filtering
kernels, respectively.All images are presented with the enhancement of contrast and brightness
(for printing).
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Figure 6.2: Central columns of the Shepp-Logan phantom and the reconstruction result with
513-taps filter. Figure (b) shows the central part of the column in another scale.
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Figure 6.3: Central columns of the Shepp-Logan phantom and the reconstruction result using
different number of taps in the implementation of the digital filter. Figure (b) shows the central
part of the column in another scale. Solid line on Figure (b) corresponds to the phantom.
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(a) (b)

Figure 6.4: Reconstruction characteristics. (a) Maximum number of planeszOmax in the volume.
(b) Maximum number of detector rows, required for the reconstruction of one plane.

- The plane, that situates on the top of the volume (and, symmetrically, on the bottom), has
the biggest projection region, measured in the number of detector rows (section 4.5.1).
For the Figure 6.4(b) we took data only for the upper plane. The projection region (num-
ber of rows) grows linearly withα. Maximal number of the detector rows, required for
the reconstruction of a plane, influences the size of the filtered projection memory (recall
the parameternr from section 4.5.1). Thus, for the smaller anglesα the reconstruction of
one plane will be faster than for the bigger angles, because we access a smaller number
of rows. This is discussed in the next section.

6.4.2 Reconstruction Speed

In order to determine the speed of the reconstruction of the whole volume we will start with
describing the speed of the reconstruction of one plane. There are no additional operations
between the reconstruction of two planes, thus we can generalize the reconstruction time for the
whole volume usingzOmax and the speed of the reconstruction of a plane.

The reconstruction of a plane consists of two main steps: backprojection and filtering. As it
was described in section 4.5.4 the filtering of one detector row is done during the backprojection
of a plane. Thus, the time required for the reconstruction ofone plane is combined from the
time for the backprojection (section 4.4.2) and the time forthe transfer of the filtered data into
the external memory system (see section 4.5.3). It is expressed as

Tz = (Nzbp+Ntr) ·TCLK, (6.4.1)

whereTCLK is a clock cycle time,Nzbp andNtr are the number of cycles for the backprojection
of one plane and for the transfer of the filtered detector row respectively.Here we assume that
only one detector row is filtered and transferred into external memory (see section 4.5.1).
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Figure 6.5: Increase of the reconstruction time due to use ofthe dynamic memory chips.

Backprojection
The number of cycles required for the backprojection of one plane is expressed as

Nzbp= φOmax· rOmax· p ·Tw,

whereTw is a coefficient, that considers the effects of using the dynamic memory in the de-
sign, andp = φdmax/b. Recall that an access to a location in the dynamic memory requires
several operations (Appendix C). If the accesses during thebackprojection are performed to
the non-neighbor locations, then the rows are often activated and deactivated randomly, and
the hardware is stalled (signalbusyin Data Control Unit, section 5.7). The number of detector
rows, required for the reconstruction of one plane is definedby the position of this plane in
the volume and by the half-beam opening angle (for example, see Figure 6.4(b) for the upper
plane). The coefficientTw includes these side effects. On Figure 6.5 we show the dependence
of theTw from the half-beam opening angle. For simplicity of the figure y-axis is the average
value ofTw for all planes. Note, thatTw does not depend on the number of parallel processing
elements, because SDRAMs work completely identical in parallel.

Transfer of the Filtered Data
The number of cycles required to transfer one filtered detector row (for all projections) in par-
allel fromb FIFOs into SDRAMs is

Ntr = p · (N+10).

As one detector row withN elements occupies two rows in two internal banks of SDRAM (see
section 5.4.2), we have to switch the rows during the data transfer, and to close the row after we
have written one projection. This gives(N+10) cycles for each projection in total.
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Characteristic b = 1 b = 6 b = 12 b = 24
design size, Mgates 1.7 3 4.6 7.9
number of internal Block RAMs 23 42 66 114
number of inputs and outputs 152 314 511 907
design clock, ns 10 10.4 11 12.8
reconstruction of one planeTz, s 0.87 0.151 0.08 0.046
reconstruction of the complete 427.90 74.17 39.22 22.64
volume withzOmax= 490, s
theoretical speed-up 1 5.93 11.71 22.79
simulated speed-up 1 5.77 10.91 18.75

Table 6.6: Evaluation of the design for different number of parallel processing elementsb.

Initialization of the Reconstruction

When the reconstruction is started,DLC[0] detector rows must be filtered before the backpro-
jection of the first (upper) planezO = 0. The time for the filtering ofDLC[0] detector rows is
expressed as

Tinit ≈DLC[0] ·
(

(N+TP+Twait) ·φdmax+N · p
)

·TCLK ,

whereTwait is a number of clock cycles between the request of the detector data for filtering and
arriving of data from the external device (sections 5.2.2 and 5.5.2). If theTwait is a small value
(see next section) andDLC[0]∼ p, then we can writeTinit ≈ Tz/b, i.e. the initialization is done
faster than the reconstruction of one plane. The timeTinit depends on the half-beam opening
angleα: for the smaller angles we have smaller values ofDLC[0] (i.e. Lmax).

Evaluation Results

Table 6.6 presents the results of the evaluation of the complete parameterized hardware archi-
tecture. We analyzed the parameters of the design for different number of processing elementsb
with identical parameters of the reconstruction geometry.

The speed-up of the design is obtained using theoretical andpractical (simulation-based)
calculations. In order to compute the theoretical speed-upAmdahl’s law was used [95]. It pro-
vides the limit of speed-up in terms of serial portion and parallelizable portion of an algorithm
(implementation). According to Amdahl’s law the speed-upS() as a function ofb is

S(b) =
Tzbp+Ttr

Ttr +Tzbp/b
. (6.4.2)

Let fs be fraction of our algorithm that is serial and cannot be parallelized. Obviously, this
is a part of the reconstruction where the filtered data is transferred fromEIFM(i) into EFM(i)
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in the external memory (Algorithm 9). We define this fractionas

fs =
Ttr

Tz
=

Ttr

Tzbp+Ttr
=

N+10
rOmax·φOmax· p ·Tw+N+10

.

We modify (6.4.2) and rewrite it using the fractionfs as follows.

S(b) =
Tzbp+Ttr

Ttr +Tzbp/b

=
b · (Tzbp+Ttr)

b ·Ttr +Tzbp

=
b · (Tzbp+Ttr)

(b−1) ·Ttr +(Tzbp+Ttr)

=
b

(b−1) · Ttr
Tzbp+Ttr

+
Tzbp+Ttr

Tzbp+Ttr

=
b

(b−1) · Ttr
Tzbp+Ttr

+1

=
b

(b−1) · fs+1
.

Results of the computations for different values ofb are given in Table 6.6 in the characteristic
“theoretical speed-up”. Practical (simulation) speed-upis computed using valuesTz relatively
to theTz for b = 1.

The efficiency of the hardware architecture decreases with growing b. The number of pro-
cessing elements has a great impact on the size of the design and on the clock cycle time. When
the size grows, the routing delays of the wires in the FPGA start to play a significant role.
Further discussion about the implementation in FPGA are presented in section 6.5.

The speed of the hardware reconstruction is significantly higher than the speed of a
single PC reconstruction systems [6, 7]. The reconstruction time for a 5123 volume from 400
projections is approximately five minutes (autumn 2003). Running 24 processing elements our
hardware architecture is faster by almost an order of a magnitude.

6.4.3 Bandwidth

Interface of the hardware architecture, described in section 5.2.2, has two important parameters:
input bandwidthBI and output bandwidthBO. We will analyze the bandwidth for the case when
only one detector row is filtered during the backprojection.

Input
The input of the design contains only the projection data from the external device. Recall the
scheduling from section 4.5.4. One detector row for all projections (containsN · φdmax· adw
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bits) must be filtered during the time, required for the reconstruction of one plane, i.e. in
φOmax· rOmax· p ·Tw cycles. This constraint is required to perform the filteringof one detector
row during the backprojection of one plane. Using thatrOmax= N/2 andφdmax= p·b we obtain

BI =
N ·φdmax·adw

φOmax· rOmax· p ·Tw

=
2 ·b ·adw

φOmax·Tw
(bit/clock) (6.4.3)

On the other hand, the filtering of the complete detector row requiresNrow := (N + TP+
Twait) ·φdmaxcycles (see section 5.5.2). Recall thatTP is a number of coefficients (or taps) in the
filtering kernel, andTwait is a number of cycles between the request of the projection data and
the arrival of this data from the external device (see section 6.4.1). During this number of cycles
(Nrow) theN ·φdmax·adw bits are transferred into the design. In order to filter the complete row
during the backprojection, the number of cycles for the filtering of a rowNrow must be at most
as for the backprojection:

(N+TP+Twait) ·φdmax≤ φOmax· rOmax· p ·Tw .

Thus, we can bound the number of cyclesTwait as

Twait ≤
φOmax· rOmax·Tw

b
−N−TP. (6.4.4)

So, if the valueTwait confirms (6.4.4), one detector row can be filtered during the backprojection
of a plane, and the input bandwidth is expressed by Equation (6.4.3).

Output
The reconstructed radial element (φOmax voxels) must be read from the design after the activa-
tion of the signaldrq (section 5.2.2). This signal is activated periodically after φOmax· p ·Tw

cycles. For the complete plane we haverOmax radial elements. Thus, the output bandwidth is
obtained as follows

BO =
φOmax· rOmax· resw

φOmax· rOmax· p ·Tw

=
resw

p ·Tw
(bit/clock). (6.4.5)

The values of the design bandwidthB = BI +BO are computed for the different number of
processing elementsb, and are presented in Table 6.7. We used the parameters from section 6.1.
The bandwidth results were computed for eachα ∈ [2.5◦,7.5◦] with step 1.25◦. These results
of the bandwidth (for eachα) were obtained for the meanTw for the whole volume. The values
in Table 6.7 are the mean values for the bandwidth for different anglesα. A standard interface
controller, e.g. PCI bus controller for FPGA [96], can provide the required bandwidth for the
hardware reconstruction system.
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b = 1 b = 6 b = 12 b = 24
1.50 8.67 16.39 28.17

Table 6.7: Bandwidth of the design (in MByte/s) with the different number of processing ele-
ments.

6.4.4 Scalability

An important characteristic of the proposed and described hardware architecture is the ability
to reconstruct the volumes with higher dimensions5. Usage of new detectors withN = 1024 or
N = 2048 leads to enormous growth of the reconstruction time [6].

We have described our design as a parameterized hardware, thus simplifying the adaptation
of this architecture for different sizes of the reconstruction problems. According to the analyses,
change of the problem size, i.e. number of detector elementsN and number of projectionsφdmax,
leads to the linear change of the reconstruction time. This is due to the fact that the parameters
of the cylindrical volume(zOmax, rOmax,φOmax) are in linear dependence from the parameters
N andφdmax (refer to section 3.1). For biggerN andφdmax our architecture requires a memory
system with a larger capacity. Dynamic memories with capacities more than 64Mb are usually
made with four internal banks with 256 elements each [92]. Thus, a slight modification of
the hardware is required, because we provided description of the architecture with dynamic
memory that has only two internal banks (forN = 512). In case of four banks, the coefficient
Tw defined in section 6.4.2 will increase because the banks haveto be switched more often
during the backprojection.

For example, consider the problem with square detectorN = 1024 andφdmax= 768 cone-
beam projections. The volume is eight times bigger than for our case withN = 512. Thus, the
number of cycles for the backprojection of one plane will increase by more than eight times,
and the volume will be reconstructed 16 times slower.

6.5 Design Issues

Here we discuss the implementation of the design for the Xilinx FPGA.

- Design clock. The standard scheme using Digital Clock Managers (DCMs) [81] in Xilinx
Virtex-II FPGA was applied for the clock distribution in thedesign. This scheme is iden-
tical to the example for the Virtex FPGA using Delay-Locked Loop (CLKDLL) described
in [97]. We use two DCMs in order to provide the signalsclk andclk for the design and
for the external memory. This synchronization of the external devices (memory chips) is
similar to [98]. Figure 6.6 depicts the synchronization scheme of the design, including
the external devices. The signalclk f b is a feedback for the first DCM. This signal is used

5By term “higher dimensions” we mean the larger sizes of the reconstruction problems, e.g. 10243 or 20483.
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Figure 6.6: Synchronization in the hardware design.

for the compensation of the clock signal skew, introduced bythe input and output pads of
the FPGA chip, and by the trace of the clock signals outside the FPGA chip.

- All adders, accept the 3/2− and 4/2−adders, are pipelined macros from the Xilinx Core
Generator software [91].

- All multipliers are macros from the Xilinx Core Generator software. These macros use
Virtex-II Multiplier blocks. We generated the macros usingoptimal packing option and
with the maximal number of pipelined stages.

- All RAMS, ROMs and FIFOs are macros from the Xilinx Core Generator software. They
use one-port BlockRAMs of the Xilinx Virtex-II FPGA [81].

- The environment FLTenv from section 5.5 is a Finite ImpulseResponse macro from the
Xilinx Core Generator software. We used a 129-tap symmetricresponse filter with the
constant signed coefficients.

- The algorithms, presented during the description of the hardware architecture (chapter 5),
are implemented directly as state machines using one-hot encoding [81].

The results of the implementation in the Xilinx FPGA are the following. We used Xilinx
Virtex-II xc2v3000-6bf957 FPGA for the implementation of the design withb = 12 processing
elements, and Xilinx Virtex-II xc2v4000-6ff1517 for the design withb = 24. The design was
coded in VHDL with parameters, presented in section 6.1. Theimplementation was made using
Xilinx ISE 4.1.03i software [80]. Results of the implementation are presented in Table 6.6. We
observe substantial increase of the design size using 12 and24 processing elements. The size
of the design influences the minimal clock cycle timeTCLK – it is significantly increased.

The components of the external memory, SDRAMs and FIFOs, areselected using the pa-
rametersN, nr , p anda fw that define the capacity of the external memory system. For the values
from section 6.1 we selected the following chips:

- b SDRAM chips from Micron [92] MT48LC2M32B2TG (2M× 32)
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- b FIFO chips from IDT [99] 72V3xx0 (× 36).

These chips have compatible electrical standards of their interfaces, and can work on high (up
to 133MHz) frequencies. Also, the constraint for the FIFO data access time (tA) is preserved
(section 5.7.9).

Here are some issues of the design implementation, used to increase the performance of our
FPGA design.

- Usage of additional pipeline stages, that are not described in chapter 5. These stages
are required for better “place and route” technique [80], and they decrease the delays of
the signals. For example, additional registers may be inserted before the first level of
the pipelined adder array (environment ADDenv, section 5.8.2). This is done in order to
register the outputs from the processing elements.

- The timing and area constraints were used during the implementation. The design was
divided into time groups, and the specification of the signals from one group to others
was made. This affects the run-time of the Xilinx software, but results in more optimal
implementation of the design.

- Usage of a smaller number of taps in the digital filter (environment FLTenv, section 5.5.2).
The number of taps strongly influences the size of the design,and the quality of the
reconstruction result. The filter characteristics depend on the application of the design,
i.e. what quality of the reconstruction must be obtained using the hardware systems.

- Usage of the newer software releases from Xilinx. The implementation of the design
differs on the different software packages. As en example, we compiled this design on
the previous software release (Xilinx Foundation F3.1i software). The performance was
decreased up to 15-20% compared with result from the ISE 4.1.03i software. The newer
software uses better algorithms and produces faster implementations.

6.6 Simulations

In order to analyze the characteristics of the design and to select the proper approximation
coefficients for the geometry computations we performed different types of simulations.

Geometry Computations
- Programs in C language were written in order to obtain results for fixed-point geometry

computations. These results were compared to the results ofthe same computations using
floating-point arithmetic (see section 6.2).

- The approximation coefficients (their bit-widths) were selected by analyzing errors com-
puted as the difference between the results of the fixed-point and floating-point imple-
mentations.
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- The VHDL implementation of the Geometry Computation Unit was simulated in Model-
SIM XE 5.2 (Starter version) simulator [84, 85]. The resultsof the hardware simulations
were compared to the results of the fixed-point simulations programmed in C.

Backprojection

- The VHDL implementation of the Parallel Backprojector wassimulated in the Model-
SIM XE 5.2 (Starter version) simulator. The result of the backprojection (using arbitrary
dataset) for one radial element was compared to the result from the C program (same
dataset). They were identical. All functions in the Parallel Backprojector, for example,
generation of the write addresses in the PEs, were tested using the C program.

Filtering

- A C program was written to analyze the different filtering kernels, that are applied during
the reconstruction [52, 53]. Using the simulation results we selected the width of the
filtering coefficients.

- The VHDL implementation of the Projection Filtering Unit was simulated in the Model-
SIM XE 5.2 (Starter version) simulator, and the results werecompared to the PC compu-
tations for the same data set (C program). They were identical.

Complete Architecture

Each unit of the hardware architecture was simulated separately. We used ModelSIM XE 5.2
(Starter version). Using this simulator we verified the logic and timing parameters of each
module. The complete design, contained all modules of the hardware architecture (chapter 5),
was simulated in order to verify the computation flow. Because the currently used version
of ModelSIM simulator had no support for the simulation of the Xilinx design and external
devices6, we did not perform the simulation of the complete data flow inour architecture, i.e.
input data → filter → FIFO → SDRAM → Backprojector → output data. We simulated
this flow only partially, without external memory. We concluded, that it is enough to verify the
timing parameters of the external memory components. The control signals and addresses for
the external memory (from the simulator) were verified usingthe C program. The reconstruction
of a complete volume was not simulated, because of the software constraints7 on the size of the
simulated design.

6.7 Conclusion

In this chapter we have presented an overview of the hardwaredesign implementation. The
results of the implementation and the reconstruction examples were discussed. We analyzed the

6behavioral VHDL files from the producers of memory components
7When the size of the simulated design exceeds some level, defined in the software, the performance of the

simulator (XE Starter version [85]) is decreased dramatically.
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parameters, that influence the reconstruction time and the bandwidth of the hardware system.
The time, required by the hardware architecture (withb = 24) for the reconstruction of a vol-
ume, is almost an order of the magnitude smaller than the timeof a PC-based reconstruction
system. We showed, that the speed-up of the system is almost linear with the number of parallel
processing elements. A side effect of increasing the numberof processing elements is the large
size of the design.

We described the results of the simulations that were performed to obtain the preciseness of
the fixed-point geometry computations. We analyzed the impact of the number of elements in
the filtering kernel on the reconstruction quality.
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7
Summary

The problem of high-speed reconstruction is an actual problem for the 3D CT. Existing algo-
rithms are under permanent optimization in order to increase the performance of the 3D recon-
struction. Increasing of the detector data acquired for thereconstruction, for example, using
newer detectors with the larger number of elements, can be handled only by applying the multi-
computer systems. This is an actual and important problem inthe field of NDT [6, 8, 58, 69].
If the reconstruction system has special size constraints (e.g. in industrial applications or in
medicine), the use of currently available multi-PC systemsis limited. Thus, the real applica-
tions force to investigate the alternatives for the large reconstruction multi-computer systems.
These alternative systems must perform 3D reconstruction and have the performance compara-
ble to the currently existing PC-based systems.

One of such hardware architectures for the reconstruction from cone-beam projections is
presented in this work. implemented The modified Feldkamp cone-beam backprojection algo-
rithm (Cylindrical algorithm [59]) was implemented. In order to accelerate the reconstruction
speed, first, the parallel processing technique was applied, and, second, the scheduling of the
reconstruction was performed. All modifications of the original algorithm were formalized.
Special analyses were made in order to define the minimal sizeof the memory, used during
the reconstruction. The reconstruction is performed usingfixed-point arithmetic. The flow
of the fixed-point geometry computations was precisely described. The proposed architecture
combines all steps of the reconstruction process:

- filtering and managing the projection data,

- computing geometry for the reconstruction on-line, and

- weighted backprojection of the filtered data.
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The parameterized architecture was completely described and implemented in Xilinx FPGA.

This parameterized architecture was evaluated. Differentcharacteristics of the implemented
hardware architecture, e.g. size of the design, speed of thereconstruction, were presented. The
impact of the parameters on the precision of the computations and on the speed of the recon-
struction was analyzed. Additionally, the impact of using dynamic memory on the performance
of the reconstruction was analyzed.

It was shown how the preciseness of the reconstruction is defined by the geometry compu-
tations and filtering. The results of the fixed-point geometry computations (simulations) were
compared to the results from the floating-point computations (C program). The constraints of
the hardware computations were defined and the proper bit-widths of the approximations were
selected. The errors of the geometry computations were estimated and their impact on the re-
construction was analyzed. Using simulations, it was obtained that the filtering has significant
influence on the reconstruction result. A Finite Impulse Response filter with a variable length
filtering kernel was used. Obviously, filtering with low length kernel produces results, that re-
quire the post-filtering. However, the size of the filter has agreat impact on the size and speed
of the FPGA design [88].

The performance of the design was evaluated using a minimal clock cycle time of the im-
plementation in Xilinx FPGA. One plane is reconstructed in time about 0.08 s1, depending on
the number of parallel processing elements, the position ofthe plane inside the volume and
the experiment parameters. The 490× 5122 volume in cylindrical coordinates can be recon-
structed2 in 39.22 s using 12 processing elements and in 22.64 s using 24processing elements.
The time for the reconstruction of volumes with the higher number of voxels, e.g. 10243, can be
computed using time required for the reconstruction of one plane (6.4.1) multiply the number
of planes. These computations can be done after the evaluation of the modified design for the
new problem. The clock cycle time of the design can be reducedusing newer FPGA software,
i.e. complete re-placing and re-routing of the design usingnew place and route algorithms.
Nevertheless, the improvement of the design speed is almostunpredictable, because of the long
routing delays of the interconnections in FPGA. We suppose that the result can be improved by
about 10-15%.

The performance of the reconstruction hardware architecture was compared to a recon-
struction system with Intel Pentium 4 2GHz processor. The time for the reconstruction of a
5123 volume from 400 projections is approximately five minutes [6, 7]. The reconstruction of
our hardware architecture is about an order of a magnitude3 faster for almost the same recon-
struction problem. However, the technologies of the microprocessors and FPGAs can not be
compared. An FPGA design has less functionality and is always slower because FPGA is a
reprogrammable logic with long routing delays of the wires between the internal components.
The memory technologies of the state-of-the-art PCs, e.g. RDRAM and DDR RAM, are also
faster than SDRAM used in the architecture. Further increase of the performance of the hard-

1for the 12 processing elements
2512×512 plane square detector, 384 cone-beam projections
3we obtained different speed-up for different number of parallel processing elements
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ware architecture can be achieved by:

- Using several FPGAs (several architectures running in parallel). This leads to a significant
increase of the design size due to the large number of memory chips.

- Implementing the described architecture in a custom ASIC design. This helps to increase
the design speed, which will be bounded now by the memory components of the design.
The side effect of this solution is a high cost of the design.





Appendix

A
Delta function

Here we define the Dirac delta function.
This function belongs to class of so called generalized functions and cannot be treated sim-

ply within the framework of classical analyzes. This is an ideal peak, introduced to describe
special cases. This function cannot be completely defined bygiving the function value for all
values of the argumentx:

δ(x) = 0 if x 6= 0 and
∫ ∞

−∞
δ(x)dx = 1. (A.0.1)

Some properties of delta function are presented below without proofs, which can be found in
[24].

- Shift
∫ ∞

−∞
f (x)δ(x−x0)dx= f (x0); (A.0.2)

- Scale

δ(ax) =
δ(x)
|a|

; (A.0.3)

- Using previous two properties obtain

∫ ∞

−∞
δ(ax+b) · f (x)dx=

1
|a|

∫ ∞

−∞
δ(x) · f (

x−b
a

)dx =
1
|a|

f (
−b
a

); (A.0.4)

- Delta function is an even function of its argumentδ(−x) = δ(x).
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B
Proof of the Central-Slice Theorem

Theorem 1D direct Fourier transform of a projectioňf (p,φd) for the fixedφd is a slice of the
2D direct Fourier transform of the function f(x,y).

f̃ (q ·cos(φd),q ·sin(φd)) = ˜̌f (q,φd)

Proof. We proof this theorem only for 2D case. The extension to higher dimensions is not
difficult.

By definition of the 2D direct Fourier transform we obtain

f̃ (u,v) = F2 f (x,y) =
∫ ∞

−∞

∫ ∞

−∞
f (x,y)e−2πı(ux+vy)dxdy. (B.0.1)

Using the delta function Shift property (A.0.2) this can be rewritten as

f̃ (u,v) =

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
f (x,y)e−2πısδ(s−ux−vy)dsdxdy. (B.0.2)

Using(u,v) = (qcos(φd),qsin(φd)) we obtain

f̃ (qcos(φd),qsin(φd)) =
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
f (x,y)e−2πıs ·

δ(s−xqcos(φd)−yqsin(φd))dsdxdy.

Next, we defines= pq (ds= qdp), this gives

f̃ (qcos(φd),qsin(φd)) =
∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
q f(x,y)e−2πıpq ·

δ(pq−xqcos(φd)−yqsin(φd))dpdxdy.
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The variableq can be factored from the delta function using the Scale property (A.0.3), and

f̃ (qcos(φd),qsin(φd))=

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
f (x,y)e−2πıpq ·δ(p−xcos(φd)−ysin(φd))dpdxdy

=
∫ ∞

−∞

[

∫ ∞

−∞

∫ ∞

−∞
f (x,y) ·δ(p−xcos(φd)−ysin(φd))dxdy

]

e−2πıpqdp.

Now in brackets one can recognize the Radon transformf̌ (p,φd) of the functionf (x,y). Thus

f̃ (qcos(φd),qsin(φd)) =

∫ ∞

−∞
f̌ (p,φd)e

−2πıpqdp

= F1 f̌ (p,φd)

= ˜̌f (q,φd) (B.0.3)

and Theorem holds.
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C
Review of the SDRAM Technique

Structure

Typically, dynamic random access memory (DRAM) and synchronous DRAM (SDRAM) are
organized as a cell array with rows and columns. Such arrays can be combined into internal
banks. The difference between DRAM and SDRAM is in the clock signal, that synchronizes
the internal structure of the SDRAM chip. The control signals of SDRAM are active low, which
is typical for different memory manufactures.

A data access to the SDRAM chip consists of a row access with the row address strobe signal
(RAS) and the bank address (BA). Only one row can be activatedwithin one bank. During the
RAS the row address is decoded and data from the cells of the selected row are moved to the
sense amplifiers that serves as a row cache. Once the selectedrow is loaded, the sense amplifiers
remain charged long enough for the columns to be accessed multiple times. The opening of a
row is followed by the column address with the column addressstrobe signal (CAS). During the
CAS, the column address is decoded and the selected data are read from the sense amplifiers.
The delay between the registration of a read command (columnaddress with CAS) and the
availability of the output data (or the first piece for several output words) is called the CAS
latency. It is a programmable value, typical values are two or three [92, 100].

Before reading or writing from a different row, the current row must be written back to
memory (close the row), and the sense amplifiers must again beprecharged before the next row
can be loaded. For most of the chips the precharge command canbe issued for the opened row
in a particular bank, or for all banks. These time required toaccess the row, column, precharge
the row etc. are different between the manufacturers of the dynamic memory chips.

The dynamic memory must be refreshed: the refresh command must be issued to the chip
once every particular time interval. This is done to retain data in the SDRAM chip.
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Function Symbol CS RAS CAS WE BA A[10] A[9:0]
No operation NOP L H H H X X X
Read READ L H L H V L V
Read with A.P. READAP L H L H V H V
Write WRITE L H L L V L V
Write with A.P. WRITEAP L H L L V H V
Bank activate ACT L L H H V V V
Precharge bank PRE L L H L V L X
Auto Refresh ARF L L L H X X X

Table C.1: SDRAM commands. Abbreviation “A.P.” denotes Auto-Precharge.

Commands
The command to the SDRAM is set by the combination of the inputsignals. Assume that the
row in the bank is already opened. The READ command can be issued. In order to issue this
command during this clock cycle the chip select (CS) input must be low (L), the RAS must be
high (H), the CAS must be low and the write enable (WE) must be high. During this cycle the
address bus (A[9:0]) and BA must contain the valid (V) data. The address line A[10] is low,
defining that auto precharge of the row is disabled. The commands that are used in this design
are presented in Table C.1. For the complete set of commands refer to the chip’s datasheets.

For the random accesses SDRAM has a lot of wait cycles, and therefore this impacts the
performance. The following command sequence is executed toclose the active bank and to
access the row in the another bank1:

1: NOP
2: PRE
3: NOP
4: ACT
5: NOP

Only after the last NOP cycle the new column address can be issued.

Designers introduce some features, that allow to increase the memory performance, e.g.
pipelining data access, programmable burst access for reading or writing a number of elements
or a whole row, interleaved bank access etc. The informationabout the particular chips, their
timing characteristics and constraints are provided by themanufacturers, e.g. Micron [92] or
Toshiba [100].

1The timing constraint “ACT to ACT command” must be taken intoaccount



Bibliography

[1] S. R. Deans.The Radon transform and some of its applications. John Wiley and Sons,
1983.

[2] G. T. Herman.Image reconstruction from projections - the fundamentals of computerized
tomography. Academic Press, New York, 1980.

[3] F. Natterer.The Mathematics of Computerized Tomography. John Wiley and Sons, 1986.

[4] A. K. Louis. Inverse und schlecht gestellte Probleme. Verlag B.G. Teubner Stuttgart,
1989.

[5] A. C. Kak and M. Slaney.Principles of Computerized Tomographic Imaging. IEEE
Press, 1987.
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Heiss. HeinzelCluster: Accelerated reconstruction for FORE and OSEM3D.The Sixth
International Meeting on Fully Three-Dimensional Image Reconstruction in Radiology
and Nuclear Medicine, 2001.

[72] C. M. Chen, S.-Y. Lee, and Z.H. Cho. A parallel implementation of 3-D CT image
reconstruction on hypercube multiprocessor.IEEE Trans. on Med. Imag., 37:1333–1346,
1990.

[73] C. M. Chen. An efficient four-connected parallel systemfor PET image reconstruction.
Parallel Computing, 24:1499–1522, 1998.

[74] J. B. T. M. Roerdink and M. A. Westenberg. Data-paralleltomographic reconstruction:
A comparison of filtered backprojection and direct Fourier reconstruction.Parallel Com-
puting, 24:2129–2142, 1998.
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