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Abstract

Subject of this thesis is the hardware architecture for th@ay<Computer Tomography.
The main aim of the work is the development of a scalable, -pigtiormance hardware for
the reconstruction of a volume from cone-beam projectidnsiodified Feldkamp cone-beam
reconstruction algorithm (Cylindrical algorithm) was ds&he modifications of the original al-
gorithm: parallelization and pipelining of the reconstrar, were formalized. Special attention
was paid to the architecture of the memory system and to tiedsibe of the memory accesses.
The developed architecture contains all steps of the réaanti®n from cone-beam projections:
filtering of the detector data, weighted backprojection andine geometry computations. The
architecture was evaluated for the Xilinx Field Programladbate Array (FPGA). The sim-
ulations showed that the speed-up of the reconstructionaflame is about an order of a
magnitude compared to the currently available PC impleat&mts.

Kurzzusammenfassung

Gegenstand dieser Dissertation ist die Hardware-Arctitdkir die Rontgen-Computerto-
mographie. Das Hauptziel der Arbeit ist die Entwicklungegiskalierbaren, leistungsstarken
Hardware fur die Rekonstruktion des Objektvolumens bei Kdegelstrahlprojektion. Dazu
wurde ein modifizierter Feldkamp-Kegelstrahl-Rekonsinnsalgorithmus benutzt (Zylinder-
Algorithmus). Die Abwandlungen des Original-AlgorithmuRarallelisierung und Pipelining
der Rekonstruktion, werden formal beschrieben. Besosdatgenmerk wurde auf die Ar-
chitektur des Speichersystems und das Timing des Speidréfes gelegt. Die entwickelte
Architektur enthalt alle Schritte der Rekonstruktion \Wegelstrahlprojektionen: die Filterung
der Detektordaten, die gewichtete Ruckprojektion undtEgit:Geometrieberechnungen. Die
Architektur wurde fur ein Field Programmable Gate Arrai?GA) der Firma Xilinx evaluiert.
Die Simulationen zeigten, dass die zur Rekonstruktion dggkdvolumens bendtigte Zeit im
Vergleich zu konventionellen PC-Implementierungen une &mofRenordnung verkirzt wurde.






Extended Abstract

An X-ray Computer Tomography (CT) is a powerful tool for tmwestigations of the in-
ner structure of objects. This technique is particularlpariant in non-destructive testing and
in medical applications. The standard reconstructionrélyos, for example Filtered Back-
projection, have high time complexity. This results in lomgonstruction times. Currently
used state-of-the-art PC-based systems are able to ragdrestolume with 512elements in
approximately five minutes. The reconstruction time is padl) usually, using distributed com-
putations, i.e. a network of computers. Finding speciatiivare-based solutions for the CT
reconstruction is an actual research topic.

This dissertation is devoted to the investigation of a fastitvare structure for the recon-
struction from cone-beam projections. A modification of Bedkamp cone-beam reconstruc-
tion algorithm was used for the implementation. The reaoicsion is performed in a cylindrical
coordinate system. The proposed and formally describemhpeterized hardware architecture
contains all steps of the reconstruction from cone-bearjegtions: filtering of the detector
data, weighted backprojection and on-line geometry coatpmris. High speed-up of the back-
projection, which is the most time-consuming step in theatgm, is achieved by using parallel
processing and pipelining of the operations. For this stepmethod of the memory access was
optimized, and the size of the required memory, dependent the experiment geometry, was
analyzed. The architecture includes a Finite Impulse Resp(-IR) filter with a variable length
filtering kernel, a parallel backprojector with an arbiyraumber of processing elements, and
a module for the computation of the reconstruction geométlycomputations are performed
using fixed-point arithmetic.

The architecture was evaluated using the Xilinx Field Paognable Gate Array (FPGA)
with external dynamic memories. All processing elementsevipdaced inside one FPGA chip.
The results of the simulations showed high speed-up of tbenstruction compared to the
single PC-based system. A volume with 49612 elements in cylindrical coordinates can
be reconstructed in 39.22 s using 12 processing elementsn&®164 s using 24 processing
elements. This result is about an order of a magnitude féséer a single PC reconstruction
system. The relationship between the parameters of the @ariexent and the performance
of the reconstruction was investigated. The errors, thaeatue to the fixed-point arithmetic
and the FIR filter, were estimated. The parameterized hasdar@hitecture is scalable for the
reconstruction problems with volumes that have bigger remobelements such as 1624






Zusammenfassung

Die Rontgen-Computertomographie (CT) ist ein leistuAbgfes Werkzeug zur Untersu-
chung innerer Strukturen von Objekten. Diese Technik iseinzerstorungsfreien Prufung und
in medizinischen Anwendungen besonders wichtig. Die StahBekonstruktionsalgorithmen,
z.B. die gefilterte Ruckprojektion, haben eine hohe Zeitgtexitat. Dies hat lange Rekon-
struktionszeiten zur Folge. Zur Zeit benutzte moderne BSidoende Systeme sind in der Lage,
ein Objektvolumen von 5£2Volumenelementen in ungefahr funf Minuten zu rekonstren.
Um die Rekonstruktionszeit zu verringern, werden nornveése verteilte Berechnungen be-
nutzt, d.h. ein Netzwerk von Computern. Hardware-basgeBpeziallosungen fur die CT-
Rekonstruktion sind Gegenstand der aktuellen Forschuddeatwicklung.

Diese Dissertation ist der Entwicklung einer schnellenddare-Architektur fur die Rekon-
struktion von Kegelstrahlprojektionen gewidmet. Fur biigolementierung wurde eine modifi-
zierte Version des Feldkamp-Kegelstrahl-Rekonstrulstadgorithmus verwendet. Die Rekon-
struktion wird in einem Zylinderkoordinatensystem durefidprt. Die vorgeschlagene und for-
mal beschriebene parametrisierte Hardware-Architekitivédt alle Schritte der Rekonstruktion
von Kegelstrahlprojektionen: die Filterung der Detektdesh, die gewichtete Riickprojektion
und Echtzeit-Geometrieberechnungen. Eine starke Basulgleng der Ruckprojektion, der
zeitaufwendigste Schritt im Algorithmus, wird mit PardéiBeerung und Pipelining der Ope-
rationen erreicht. Fur diesen Schritt wurden der Spemiwtff optimiert und die bendtigte
Speichergrof3e in Abhangigkeit von der Abastgeometradyaiert. Die Architektur besteht aus
einem Finite Impulse Response (FIR) Filter mit variablee®izientenzahl fur die Filterfunk-
tion, einem parallelen Ruckprojektor mit einer variabkemeahl von Verarbeitungselementen
und einem Modul, das die Berechnungen der Rekonstruktemmgtrie durchfuhrt. Fur alle
Berechnungen wird Festkomma-Arithmetik benutzt.

Die Architektur wurde fur einen Field Programmable Gateakr(FPGA) der Firma Xi-
linx mit externen dynamischen Speicherchips evaluierte Alerarbeitungselemente wurden
innerhalb eines FPGAs integriert. Die Resultate der Sitirlan zeigen, dass die zur Rekon-
struktion bendtigte Zeit im Vergleich zur Einzel-PC-Irapientierung erheblich verkirzt wird.
Ein Objektvolumen, das aus 490512° \olumenelementen in Zylinderkoordinaten besteht,
kann mit 12 Verarbeitungselementen in 39,22 Sekunden uh@4nVerarbeitungselementen
in 22,64 Sekunden rekonstruiert werden. Dieses Resudigit lim eine GrofRenordnung unter
dem Wert eines PC-Rekonstruktionssystems. Das Verb&@ischen den Parametern des CT-
Experimentes und der Leistung der Rekonstruktion wurdersatht. Die aus der Festkomma-
Arithmetik und dem FIR-Filter resultierenden Fehler wurddgeschatzt. Die parametrisierte
Hardware-Architektur ist fur Rekonstruktion von gro@erObjektvolumen skalierbar, z.B. fur
Objektvolumen, die aus 1034blumenelementen bestehen.
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Introduction

1.1 X-ray Computer Tomography

The problem of investigating the inner structure of an dbyess always important in different
fields of science and technology. This problem is parti¢ylactual in medicine and in non-
destructive testing (NDT). Among the methods that are useduch investigations the X-ray
Computer Tomography (CT) is a leading one. This is a powéeitihnique that deals with all
types of media.

X-ray CT is based on measuring the attenuation of X-raysqubgsough the object. Using
these measurements, called projections, acquired artvendbject it is possible to compute
(reconstruct) the density of the original object. Mathduoadlly projection is described by a for-
ward Radon transform and the reconstruction is an inveassfiorm [1, 2, 3, 4, 5]. Depending
on the measurements the reconstruction can be two- or thmeensional. The reconstruction
from projections is done using special algorithms with hagierations complexity O(N%)
whereN is a number of detector pixels in one detector row. Large artsoaf data and high
complexity of the algorithms result in long reconstructiimes. For example, a 53oxel
volume can be reconstructed using the state-of-the-drifP&@proximately five minutes [6, 7].
For the time-critical CT applications the performance ipioved by parallel processing, e.g.
distributing the reconstruction task between the computennected by a network. But this
solution cannot be used if the size of the system is limitegl, im the industrial or mobile ap-
plications. Next, the use of new, high resolution detectoir®duces additional problems due
to the increasing amount of data in the reconstruction m®cEéor example [6], using detector
with 1024 pixels the projection data occupies approximately 1.6 GiBtae reconstruction of
the 1024 volume takes 90 minutes on a single PC.

lautumn 2003
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Finding alternative computing structures that can repllaeenulti-computer systems in spe-
cial applications is an actual research topic. These strestare usually made based on special
hardware, such as Digital Signal Processors (DSPs), Fielgrf@nmable Gate Arrays (FPGAS)
or custom Application Specific Integrated Circuits (ASICSpecial hardware provides many
possibilities to implement complex algorithms and datacpssing structures, and to concen-
trate on the optimization of critical performance paramget&uch advances as parallelization
and pipelining of the operations can be easily utilized withe hardware implementation us-
ing, for example, a programmable logic basis.

1.2 Related Work

Solutions for the rapid reconstruction for the CT have b@sestigated for a long time. There
are two main directions: software and hardware reconstructBy software reconstruction
we mean the implementation of the reconstruction using émegal purpose PC systems. The
reconstruction is carried out using one or several PCs ated®y a network. The improvement
of the reconstruction is gained by increasing the numbeiG¥ &d using optimal schemes of
the parallelization. Some examples of such parallel recoctson systems are described in
works [6, 7, 8, 9, 10].

Hardware systems, that are proposed and described in ¢natlite, are made as special
co-processor boards for PC. These hardware solutions lmaddferent techniques, such as
specialized processors, reprogrammable logic or custgio thips.

First Very Large Scale Integration (VLSI) designs for the @Intained simple structures
that have implemented only one part of the reconstructigarghm - the backprojection step
(summation) [11, 12, 13]. These were the custom designshiotwo-dimensional (2D) re-
construction for the parallel-beam CT. Next studies wereleniay Agiet.al. [14, 15, 16] to
combine the custom backprojectors on ASICs with DSP sysims architecture consists of
the pipelined array for forward and inverse Radon transforifihe system was used for the
2D parallel- and fan-beam CT. A similar investigation, botdsed on the 2D parallel-beam
backprojection, was made by Trepang¢ml.[17]. An FPGA was used to implement the back-
projection step.

Nowadays, a more practical technique is the cone-beam t@pbyg This type of CT has
a great advantage: the time required to obtain the X-rayeptigns is small compared to the
parallel-beam tomography. The reconstruction from cogeni projections is a more com-
plex task than the reconstruction from parallel-beam ptames. We are aware of two works
(autumn 2003) on the hardware reconstruction that dealtiwghhree-dimensional (3D) recon-
struction from cone-beam projections. Both solutions uEdkkamp cone-beam reconstruction
algorithm [18]. In the first work from Terarecon [19] the $A\lume is reconstructed in about
128 seconds using CBR-2000 system based on XTrillion ASt€essors. The reconstruction
is performed using fixed-point arithmetic. Second solui®from Mercury Computer Sys-
tems [20, 21]. An FPGA-based architecture reconstructduam@with 512 voxels in approx-
imately 39 seconds. However, no detailed information islalvke for these two solutions, e.g.
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the preciseness of the reconstruction and the informabountghe scalability for reconstruction
of the volumes with higher number of voxels, e.g. 18ZBhis information is important for the
industrial applications. Also, an ability of these systamsise new high-resolutions detectors
is not mentioned.

1.3 Contribution

This thesis focuses on the practical implementation of theC3¥. We provide a study of a
high-speed hardware architecture for the reconstructiom fcone-beam projections. A 3D
reconstruction algorithm, implemented in this work, is atestof-the-art algorithm applied in
the NDT. In contrast to other works in the field of the hardwageonstruction we perform a
formal description and present a specification of the paranzed hardware architecture.

A modified Feldkamp cone-beam backprojection algorithm used for the implementa-
tion in hardware. We formalized all modifications of the algon. These modifications, e.g.
parallelization and pipelining of the computations, sigaintly improve the speed of the re-
construction. Special attention was paid to the architectd the memory system and to the
schedule of the memory accesses, performed during the tmge&pon. All computations are
performed using fixed-point arithmetic.

After the analysis of the algorithm and the specificationhed parameterized hardware,
we implemented the architecture in Xilinx FPGA. The impddbhe different parameters on the
performance, and the precision of the reconstruction weestigated. The simulations showed
that a single FPGA chip with external dynamic memory is alaoubrder of a magnitude faster
than the PC system based on Intel Pentium 4 2GHz processat. [6)Me showed that our
architecture is scalable for the reconstruction of the &igglumes. We evaluated the hardware
architecture for different number of parallel processilegeents. The speed-up of the hardware
architecture was obtained using theoretical and pradtstadulation-based) calculations. The
influences of design parameters on the speed-up and on tlbitaof the architecture were
analyzed.

1.4 Organization of the Thesis

This thesis is partitioned into the following chapters.

Chapter 2 presents an introduction to the field of computerography. It gives a basic
description of the Radon transform and states the inversiglggn. Methods for solving the
inverse problem are described. We focus our discussion eriltered Backprojection, in
particular on the Feldkamp cone-beam backprojection dkgor

Chapter 3 is devoted to the practical reconstruction algari We present a precise descrip-
tion of the reconstruction algorithm, the computation flowd anake an overview of the related
work.
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In Chapter 4 we provide a detailed formal description of tleglifications in the reconstruc-
tion algorithm. We describe now the reconstruction usireggitardware approach, e.g defining
the data flow between different memories and arithmeticsunitVe use parallelization and
scheduling of the computations. Finally, we formulate #h@nstruction algorithm in terms of
the hardware modules.

Chapter 5 presents a detailed specification of the parairetdrardware architecture based
on the formal description. We describe an implementatiat gerforms all steps of the re-
construction from cone-beam projections: filtering of thiejgction data, on-line geometry
computations and backprojection.

Finally, in Chapter 6 we evaluate our design and discussihdts of the implementation in
Xilinx FPGA. The choice of the architecture parameters dnadresults of the simulations are
given.



Computer Tomography

In this chapter the basics of Computer Tomography recoctsbiy i.e. the Radon transform and
its inverse, will be discussed. We restrict this discussiothne standard problem of the recon-
struction of functions from line or plane integrals. Noassdard situations, such as incomplete
projections data, unknown orientations, local tomograpto, are not dealt with.

We use the two-dimensional parallel-beam geometry to explee Radon transform of
the density function. The inverse problem will be discuspessenting different image re-
construction algorithms and comparing their features. Waaen the choice of the Filtered
Backprojection algorithm for our further work and descrthés algorithm here. At the same
time we present the discrete version of this algorithm.olhtiction to Radon transform and its
applications can be found in Dean’s book [1]. Detailed desion of the CT reconstruction
from projections, different methods and techniques carobed in Herman [2], Natterer [3],
Louis [4] and Kak and Slaneley [5] books and in Toft's PhD th¢22].

2.1 Introduction and Definitions

In this part we will discuss the tomography experiment,adtrce the notation and define the
Radon transform.

In many applications, it is necessary to determine theidigion of some physical prop-
erties of an object (e.g. density, absorption coefficieft)e value of the line integral of such
a distribution can in certain cases be deduced from ap@iepphysical measurements. A set
of line integrals corresponding to a particular angle ofwis said to be a “projection” of the
object. A finite number of such projections taken at diff¢r@mgles allows us to reconstruct an
estimated image of the original object. Computed Tomogy4@fi) is a technique for imaging
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Figure 2.1: Principle of the tomography experiment: profets of an object densit(x,y) are
taken by measuring a set of electron beam rays for a numbéiferfesht angles.

cross-sections of an object, placed between the X-ray s@ird the detector, using a series of
X-ray measurements taken from different angles as showngurd=2.1.

Definition 1. The density function fR x R — R maps the coordinates of an objdaty) to
the density values(k,y). Outside the object(k,y) = 0 holds.

We introduce the vector notation &fx,y): f(F) with 7 € R? and(x,y) = . Through this
part we will use both these notations.

Consider Figure 2.2. The intensity of the rhyfrom the X-ray source to the detector is
attenuated by the object. If the initial intensityigsand the intensity of the raly after the object
is |, the attenuation formula is given by

| =lg-e o flxyd (2.1.1)
We obtain the line integral value of the object function as
I
In2= / £(x,y)dL (2.1.2)
L

using relative attenuatioly/l. Hence, the X-ray measurements can be considered as line-
integral values using (2.1.2).
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lo |
L

source

object f(x,y)
detector

Figure 2.2: Attenuation of the ray intensity.

Equation (2.1.2) describes an ideal situation, when thenmieg intensity is attenuated only
by the object (by definition the densify(x,y) outside the object is equal to zero). In practice
this equation changes to an approximation due to such eféegt as detector sensitivity and
beam-hardening. Nevertheless, for the purpose of diswyifise reconstruction algorithm this
is a widely accepted model [1, 2, 5].

There are different scanning geometries, which are depiat&igure 2.3. In all of them,
the object is fixed in the vertical direction. Projections taken using two similar techniques.
The first method is to fix the object and to rotate the “souretector” system in horizontal
plane. The second method is to fix the “source-detector'egysind to rotate the object in
horizontal plane. The first two pictures ((a),(b)) preseva different two-dimensional (2D)
cases. Parallel-beam projection is assumed to be a comnuonegy for the mathematical
model presented below. Fan-beam geometry, showed on FdgR(t®), is another possibility of
projecting, where the line integrals are measured along fahis geometry is a more complex
case, where e.g. spacing between rays must be taken intoracdde 3D analogous to fan-
beam is cone-beam (Figure 2.3(d)), which is widely used in CT

Another type of CT geometry, widely used in medical appl@ag, is helical scanning [23].
In this geometry the object changes it vertical positionmyirotation. We will not discuss this
type of CT experiment here.

By @y we denote the angle between thaxis and the normal vector from the origin to the
ray L. We call this angle a projection angle. This angle changes 0 to 41, i.e. the object is
scanned from all sides. By we denote the distance from the origin to the kay.e. every ray
is defined by the paifp, @q). A projection is formed by combining a set of line integrais &l
rays for the fixed projection anglg (see Figures 2.1 and 2.4).

Definition 2. The functionf : R x [0, 2m) — R maps the coordinate®, ¢y) to the correspond-
ing line integral values.

2.2 Radon Transform

The Radon transform introduces the appropriate matheatdtionalism for solving a large
class of practical problems, which relate to reconstrastivtom projections. Assume some
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X-ray source

X-ray source

Figure 2.3: Different CT geometries: (a) parallel-beam #odfan-beam in 2D space, (c)
parallel-beam and (d) cone-beam in 3D space.
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physical probe capable of introducing projections, tharapimate a cumulative measurement
of some internal structure property of an object. This expes as

physical probe acts ondistribution = projection

and corresponds in the case of Radon transform to

~

Radon transform acts onf (x,y) = f(p,@q).

A complete determination of requires all measurements (projections) for all anglespili-
cations thephysical probe can be X-rays (non diffracting radiation), gamma-rays,ron@ves,
sound waves, etc. And these probes are used to obtain irtforrabout the wide range of
internal distributions: different attenuation coeffidgndensities, isotope distributions, radar
brightness distributions, electron momentum in solids, Beferences to different applications
of Radon transform are given in e.g. [2, 24].

We use the 2D parallel-projection geometry as an examplefioelthe Radon transform.
For the analyses we will use Dirac delta functix), which is defined as

5(x) :Oifx;éOand/w 5(x)dx = L. (2.2.1)

The properties of the delta function can be found in Apperdix

The 2D geometry witlif € R? is depicted on Figure 2.4. Vectdiis a unit vector normal to
the projection beam and defined as follows

€ = (cog @), sin(qy)).

Consider the ray in the projection beam. The distance from the tayo the origin isp
(Figure 2.4(b)). The arbitrary poiiik,y) =T is on the ray iff

—

ri=p (2.2.2)

holds.
By ® we denote an operator of the Radon transform

f=Rf.

The Radon transform of a functidrix, y) is defined as a line integral dffor all linesL defined
by the parametergy andp

f(p,qu) =R f(xy) = /L f(x,y)dL. (2.2.3)
Using Dirac delta function (2.2.1) and

p=F-&=x-cogqy) +Y-sin(qy)
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ray L

v

(b)

Figure 2.4: 2D experiment geometry. Coordinate system efdiject is(x,y). Figure (b)
depicts the coordinates in 2D space used to define Radorfidrans

we rewrite Equation (2.2.3) as

fpa) = [ [ f0cy)-8(x-cosay) +y-sin(a) — p)dxcly

= [ fm-srE-par @2.4)

In 3D the Radon transform of the density functibfx, y, z) is explained using integral plane
and a normal vector to it. In this case the Radon transfornh@f3D density function is pre-
sented by the functiofi of 3 parameters: coordinate system of the dete@iar) and a projec-
tion angleqy. Detailed description of the CT experiment geometries ardtopertiesof the
Radon transform are described in [2, 3, 5, 22, 24, 25].

2.3 Central-Slice Theorem

One of the important properties of the Radon transform isasespondence to the Fourier
transform. This results inentral-slice theorent [3, 5, 24, 26] which will be formulated and

1Linearity, Symmetry, Shifting, etc.
2Another name of this theorem‘iBourier slice theorem”
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discussed here. The reconstruction methods, that will Bertdbed in the following sections,
base on this Central-slice theorem.

By (u,v) we denote Cartesian coordinates anddpypy) polar coordinates in the 2D Fourier
space. The following equations hold

{u = q-cos@)
vV = Q-sin(¢qq).

Using ~ sign we denote the functions in the Fourier space.f8y f — f we denote the
operator of n-dimensional (nD) direct Fourier transforrtieé nD functionf, and by %, 1 :
f — f the operator of the nD inverse Fourier transform. Here weusi only the 1D ;) and
the 2D (72) transforms and their inverses.

Consider functiong)(x) andg(x,y) that are absolutely integrallen (—oo, ) [24]. Then
the 1D direct#19(x) and inversef; *§(x) Fourier transforms are the functions given by

gu = FgKX) :/Zg(x) e 2™Udx (2.3.1)
o = Fgu)= [ awe™ (232)
For the functiorg(x,y) we define 2D directf, and 2D inverseFZ*1 Fourier transforms as
g(uv) = fzg(x,y):/Z/Zg(x,y)e‘zT"(X”+yV)dxdy (2.3.3)
gxy) = fz1g(u,v):/i/ig(u,v)ezm("“*y")dudv. (2.3.4)

For the function defined in Cartesian coordinatesy), its Fourier transform will be in
Cartesian coordinatési, v) respectively. We perform 1D direct Fourier transform of adtion

f(p, @) of the variablep and obtain the functiofi(q, @) with polar coordinatesq, qy)

~

f(a, qu) = 72 (P, ).
Definition 3. By adlice in polar coordinates(g, ¢q) we mean a ray through the origin with
angleqy.

Theorem 1. The 1D direct Fourier transform of a projectiof( P, @) of the variable p for a
fixedqy is a slice with anglepy of the 2D direct Fourier transform of the functiorix y)

f(a-cos(qu),a-sin(gu)) = f(d, ). (2:35)
The proof of this theorem is given in Appendix B.

The central-slice theorem holds only for the parallel-be@ometry. For the fan-beam pro-
jection geometry the projection data must be re-sorted{fireng” technique) into the equiva-
lent parallel-beam projection data [5, 27, 28]. For furtteading about different geometries of
the Radon transform (e.g. fan-beam geometry, helical seghrefer to [2, 5, 23].

Yi.e. [Z,19(0|dx < o0 and [, [, [g(x,y) dxdy < e
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2.4 Inverse Radon Transform

By the termimage reconstructioor simplyreconstructionve mean the process of forming an
object image from its X-ray projections applying some aitipon.

The main aim of the Computed Tomography is the reconstmatiothe object density
f(x,y) from the logarithmic projection data (2.1.2). It is formigd as follows:

f=Rf
find the density (x,y) using known values of th& p, gq) @y € [0, 2m).

This is a well known mathematical inverse problem, and tegrgts an analytic solution, known
as Radon’s inversion formula [3, 4, 29]. It is not used dikert practice for several reasons.
Inversion formulas (like Radon inverse formula) do not exisall cases, e.g. when mathemati-
cal model involves weighted line integrals. However if tiplecit inversion is possible, it is not
evident how one can turn this analytic formula into applleand efficient algorithm, facing a
lot of problems concerning e.g. discretization and sangplin

In practice, the Radon valuef$ P, @) are discrete and they are obtained for a finite number
of projection angles. Rich mathematical apparatus is uspdrform the density reconstruction
from the discrete detector measurements, including Fasiéfolransform, different interpola-
tions, filtering using special functions, decompositiohghe reconstruction, etc. The goal of
this part is to present an overview of some reconstructiohrtigues without detailed formal
description. Comparing all features of these methods wkpigk the optimal method of the
image reconstruction, formulate a practical algorithm deskribe it in continuous and discrete
forms.

There are different types of reconstructed algorithmsgtvban be divided into two primary
classesanalytic reconstruction techniquésansformation methods) ariigérative reconstruc-
tion techniquegalgebraic methods).

2.5 Analytic Reconstruction Techniques
These types of reconstruction methods are based on theaGsinte theorem (2.3.5) and em-
ploy different transformations, convolution, interpadais, etc., which are applied to the dis-
crete projection values.

Analytic reconstruction methods can be subdivided intddliewing major classes

- Fourier based reconstruction methods, and

- Filtered Backprojection (FBP) methods.

4Another classification of analytic reconstruction techig can be found in the work by Waeg al. [30];
methods are divided into exact and approximate.
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2.5.1 Fourier Based Reconstruction Methods

Fourier based reconstruction methods (or Direct Fourighous) are direct applications of the
Central-slice theorem (2.3.5). If we apply the 1D Fouriansform to the Radon dafdp, ¢y)
from the parallel-beam projections we get a 2D Fourier fians of the density functiori (x,y)

as stated by the Central-slice theoréefo.reconstruct the density functiorixfy) we apply the
inverse Fourier transfornas

f(xy) = % *f(q-codq),q-sin(q))
= FH1Rf(p@). (2.5.1)

But in practice an implementation of the Equation (2.5.X)dscrete values faces a problem,
namely the Central-slice theorem gives samples on a paidr(grgy) while the standard in-
verse Fourier transform requires data placed on a rectan¢@hbrtesian) gridu,v). Hence,
resampling to a 2D Cartesian grid is necessary. Interpolaésults in such artifacts as blurring
and ringing, and leads to obscuring and distorting of themstructed image.

The artifacts can be reduced, applying such technique dsligg, which was proposed
by O’Sullivan [31]. In this work the optimal gridding funcim was presented, and successful
results were obtained when applied to the reconstruction.

Another method, called linogram method, was shown in [32je hversion of the Fourier
data was accomplished by, first, applying thiegansform [24] and then computing the Fourier
transform.

For additional information about Fourier based reconsimaanethods, their modifications
and applications, refer to [33, 34, 35].

The so-called “Fast image reconstruction techniques” aseth on the Fourier or FBP al-
gorithms and use different mathematical methods for thenstcuction from projections. The
family of 2D domain decomposition algorithms [36, 37] anachedoeam reconstruction algo-
rithms [38, 39] are based on a common principtaises the hierarchical decomposition of the
linear integral in a given direction into shorter line inte in the same directiorcalled “links”
or “segments”. Adjacent “links” are added up to create ak'liof double length. For grid size
N the complete line integrals are available after,lNgsuch doubling steps. Such reconstruc-
tion techniques use different interpolation methods, Engar, nearest-neighbor; the accuracy
of these methods and computational complexity are stromgiendent upon the specific inter-
polation schemes employed in the projection aggregatibarae. Extensive error analyses are
done in work [40] for the multilevel domain decompositiog@iithm. In this work the authors
determine the correspondence of the reconstruction ertbetvariation of different parameters
of their decomposition scheme and filtering kernels.

2.5.2 Filtered Backprojection Algorithm

Filtered Backprojection (FBP) is a frequently used aldontfor the reconstruction in CT. This
algorithm is essentially a straightforward implementatid the inverse Radon transform for-
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Figure 2.5: lllustration to projection and backprojectior2D case.

mula. The quality of the reconstructed image is high, bug #tgorithm has high complexity.
This is an intuitively simple algorithmthe projection values are backprojected or “smeared
back” along the line, that produced exactly that projectiaiue (Figure 2.5).

Here we present the derivation of the FBP in 2D parallel-bgaometry. Letf(u,v) be a
Fourier transform of the projection dafvip,cpd) (refer to Central-slice theorem (2.3.5)). We
obtain f (x,y) using the definition of the 2D inverse Fourier transform

f(xy) =% t(uv) :/ / f(u, v)Em W dudy,
This can be rewritten usin@, v) = (qcoS@q),qsin(¢@q)) and dudv = qdqdqy, as
21 poo | .
f(xy) = / / f(acos qu), asin(qy))e?maxeos®) Y@ g dq dgy. (25.2)
0 —00
The Equation (2.5.2) can be split into two considemggfirst, from 0 tort, then fromrtto 2r,

T poo .
f(xy) = /O /O f(qcos(qu), gsin(qy)) M AXCOL ) +YSIN®)) g gy dgy

T poo
+ [ Facosiqu+ . asin(s + m)-
GZTUQ(XCOS((Pd+”)+y5i”(‘Pd+“))qdq doy (2.5.3)

and, because
cog@y+T1) = —cog@y) and sif@y + 1) = —sin(qy),
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we obtain
T oo .
/ / f(qcosqu), gsin(qy)) MA@ HYsinG)) g dg dgy

- / | f(~qcosq). ~asin(@u))-
q) (xcoq @g)+Yysin(@y ))Qde(Pd

Next, changing the integration limifso, 0) to (0, —) in the second integral, we write

T poo .
fxy) = [ [ flacosqs),asin(gu))maxeos) )| gl dqdgy
mn 0 _ .
+ [ [ Flacos @), asin(q)@mteose) v ) dqdy

T oo )
— || Tlacosigy), asinqy))em o) 5@ g| dqdgy,
0 —00

(2.5.4)
Let’s introduce two replacements for the simplification25(4):
1. s=xcog@q) +ysin(@y), and
2. the functionNg, : R — R which is expressed as
We() = [ flacos@u).asin(@s))/a ™™g (2.5.5)
Now using this simplified notation we rewrite the Equatiorb(2)
Tt
fixy) = /0 W, (XCOS(@g) + ysin(qu)) dey. (2.5.6)

Equation (2.5.6) describes the backprojection for the 2falfed-projection geometry. The
termWgy, (S), given by the Equation (2.5.5), represents so called filtedperation, where the
filter is given in Fourier space byj|. Thereforé\, (s) is called a “filtered projection” (projec-
tion anglegy) and the Equation (2.5.6) is called the Filtered Backpitapec In section 2.8.2
we present the technique, which avoids the interpolatiohfoém polar to Cartesian grid.

One can see that the integration limits ggrare from O tart. This holds only for the parallel-
beam geometry, because due to the even property of the dettadnf (—p, qy) = f (p, @y +T7),
i.e. this two points are situated on the same ray with apgleFor fan-beam and cone-beam
projections this does not hold [5, 25]. To reconstruct thesitg f (x,y) the projections for all
anglesgy € [0, 21) must be obtained.

Figure 2.6 presents the reconstruction from the para#al projections of the Shepp-
Logan phantom [41] using Filtered Backprojection. The restniction was obtained using
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(c) (d)

Figure 2.6: Reconstruction of the Shepp-Logan phantongysanallel-beam projections. (a) 8,
(b) 16, (c) 64 and (d) 128 projections respectively. Figtmas the reconstructions are obtained
using the program CTSim [42].
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open-source software CTSim [42]. This figure visually destmates the reconstruction using
different number of backprojection steps.

The formula for the 2D parallel-beam FBP is used only to destraie the backprojection
technique. In applications where the real X-ray source bas-beam radiation, some practice
formulas, similar to (2.5.6) must be used. The formula fa tbconstruction of the density
function f (x,y,z) from its cone-beam projections will be presented in se@i@n

2.6 Iterative Reconstruction Techniques

Iterative reconstruction methods use algebraic appr@a@he involve matrix inversion or iter-
ative approximations. The inverse problem is presentedsas @f linear equations: every pixel
of the reconstructed image has its own weighting coefficeik the sum of all elements gives
the value of the line integral (projection value) for one ohyhe projection.The goal of the iter-
ative technique is to find the solution, that represents tbeast approximation to the function
from which the projections were obtainéthe reconstructed image is found iteratively solving
the system of equations (for all rays for all projectiond)evalues of the reconstructed density
are corrected every iteration using a heuristic formula.

There are several different types of iterative reconsiactechniques, that differ in the
sequence in which the corrections are made during eachidgieistep:

- Algebraic Reconstruction Technique (ART) [5, 43, 44, 45],
- Simultaneous Iterative Reconstruction Technique (S[R3) 44],
- Simultaneous Algebraic Reconstruction Technique (SABT36].

Further descriptions of the ART methods and their practioglementation examples can be
found in [5, 47, 48, 49].

2.7 Comparison of Different Methods

A lot of review works, e.g. [2, 5, 29, 50], include comparisaf the different methods and their
variations. The conclusions in these works are dependehieamature of the reconstructed data
and particular implementation features. There is no angwkat method is the best; it is likely
that different methods are better for different applicasio

In terms of speed and accuracy, Filtered Backprojectionrégepable than other meth-
ods [30] and may produce better spatial/contrast resoRitié\nother reason is that this re-
construction technique is more practical; it is straigiviard to implement and has internal

Susing e.g. an iterative scheme proposed by Kaczmarz (1630jve the system of equations
Sfor the image quality discussion of the reconstruction dtgms refer to Wang’s chapter “Computerized
Tomography”in [50] pp.8-24.
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parallelism: every “filtered projection” (2.5.5) can be qaued independently for every pro-
jection angle. Thus, in practice, the backprojection pssaan start during the measurement of
the projections.

On the other hand, Fourier methods are not so straightfdrnamad the interpolation step
requires a large number of computations to avoid the intctdan of artifacts into the recon-
structed image.

The domain decomposition algorithms are very prospectidelave good results in op-
timizing the backprojection. Notable speed up was repong@®6, 37], but currently these
algorithms are under study to obtain error bounds and daitabthematical models.

Compared to analytic methods the iterative reconstru¢éohniques are slow, because sev-
eral iterations are used to obtain the suitable reconstrucésult. However, iterative methods
can obtain an optimal image in cases of noisy or incompletecttar data in real applications,
where the analytic methods have great artifacts.

The complexity of the reconstruction algorithms can be messin terms of the reconstruc-
tion grid sizeN. Normally, the grid size is equal to the number of detectzelsiN in one row,
so the total number of pixels in reconstructed imagd¥4gor 2D case and\® for 3D case. The
backprojection algorithm has complexi®y(N?) for 2D case Q(N*) for 3D case) with the num-
ber of projections irO(N). The main advantage of the Fourier based reconstructiohadés
that no step of the algorithm requires more ttiN?log, N) calculations for 2D case. Domain
decomposition algorithms report to have the same as Felaiged reconstruction complexity
for 2D image reconstruction, but they also require integipoh steps.

Also, the development of reconstruction algorithms id stiry lively, because the new
applications of CT arise almost daily and each one presewsanallenges to the algorithm
developers and numerical analyst scientists.

2.8 Filtered Backprojection in Detail

In the previous section we derived a set of continuous egpsfior the reconstruction of den-
sity function from a set of parallel projections using FBREhique. However, the infinite
continuous equations for FBP can not be applied to the imagmnistruction in practice for the
following reasons:

- there can not be an infinite number@f projection angles, i.apy will be discrete;

- the resolution of the tomography system is limited becaidke finite geometrical size
of the detector elements.

2.8.1 Discrete Variables and Functions

While the theoretical understanding of image reconstoncatequires continuous mathematics,
the practical implementation bases only on discrete veasaost continuous variables there-
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fore must be converted to the corresponding discrete irtbesxeables.

From now on we will use the following notation for the intelwaf the integer variables:

0:K]z=[0,K|NZ VYK € Z.

Definition 4. The number of projection angles ¢g,,,, and the projections are sampled with
radial interval Agy.

Letip <€ [0: @umax— 1]z be a counter for the projections. Using Definition 4, obviguse
have

™o
, 9 € [0 @max— 1z (2.8.1)

max
Suppose the projections contain no frequencies greateramaximum frequenc, i.e.
the projections in Fourier space do not contain any energgiadeifrequency interval-Q, Q).
Hence, data is sampled with interval

G =g Ay, Ay =

d= 20 (2.8.2)
which is known as Nyquist conditidri5, 24].

In the 2D experiment geometry the detector is presented liyeaof elements (similar
name: “a row of detector pixels”). Assume that the numberigélg isN, whereN is even.
Thus, every projection will havid sample values, taken with intengtounting from center of
leftmost detector element.

By X4 € [0:N — 1]z we denote a counter inside the detector row. The coordirignapling
point py is

Px = (X4—N/2+0.5)-d, xg € [0:N—1]z, (2.8.3)

where addition of 0.5 shifts the position of the samplingnpdo the center of the detector
element. Thus, with(py, @g;) We define the discrete point with the positippon the projection
under anglep;.

Definition 5. The discrete function
Pa:[0:N—1zx[0:@dmax— 1]z — R
maps(xq,ig) to the discrete values of the functiéipx, @)
Pa(Xd,ig) = f(Px. @ui)-

We approximate the continuous integral equations usingpil@ving rules:

’or the sampling theorem in signal processing: an analogabigaveform may be uniquely reconstructed,
without error, from samples taken at equal time intervalee $ampling rate must be equal to, or greater than,
twice the highest frequency component in the analog signal.

8we assume that the elements of the detector are close togethe
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- if N; is a number of samples of ang®< [0, 2m7), then the integral can be written using
discrete variabl®; as

2n o1
/0 (000 — TS f(@).

- if Nx is a number of points in the intervgd, b] andAr = (a— b) /N, the integral froma
to b with continuous variable can be written using discrete varialoleas

Ng—1

/ba...f(r)...dr — Ar k;}...f(rk)...

2.8.2 Filtering

Filtering is one of the important parts in the FBP. A lot of pepare devoted to filtering, dis-
cussing different filter functions, their impact on imagalbjly and implementation of filtering.
In this section we derive filtering formulas and discussailéht filter types.

We rewrite the filtering projection (2.5.5) using the Cehslice theorem (2.3.5) as

We,(9) = [ f(acosa),asin(e)) ol g

= /m [/m fv(p,cpd>e—2mqup} |q|€™%dq

—00

= [ ] f(p.qwlale™* P dpda 28.4

Leth: R — R be the functiof that expresses the inverse Fourier transform of the fumctio
[l )
hw) = 7 4(a) = [ jale™™dg (2.8.5)

Using functionh(w) with w = s— p we change the Equation (2.8.4) and obtain the final formula
We,(9) = [ (p.qwh(s—p)dp 2:86)
which is, by definition, a convolution of two functions,f (s, @4) andh(s).

Wy, (s) = (s, @q) *h(s) (2.8.7)

Thus, in order to obtain the filtered projectidp, the projection data must be convolved with
the functionh(w). This convolution avoids the set of complex operations fBPFalgorithm:

%n literature this function is called sometimekernel
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Figure 2.7: Ideal Ramp filtejg| by Ramachandran and Lakshminarayanan. (a) Frequency

domain, (b) discrete functiom(kd) from Equation (2.8.10).

the 1D Fourier transform of the projection data and the ilhg interpolation from polar to
Cartesian grid.

Here we present some generally accepted approximafifhs3, 5, 41, 51, 52] to the func-
tion h(w) given by (2.8.5). When the projections have highest frequ€) the functionh(w)
can be expressed as

Q
hw) = [l o
= Q%(2-sind2rwQ) —sind(2rwQ)). (2.8.8)

where sin¢x) = sin(x) /x. Usingd = 1/(2Q) we obtain
1 . 1 .
h(w) = ﬁsmc(%/v) — Wsmc(;“—g) (2.8.9)

Since the projection data is measured with a sampling iatefd, the functiorh(w) need to be
known only with the same sampling interval. The samplgsl) with k € 7Z are given by [51]

1/(4d%) k=0
h(kd)=¢ O keven (2.8.10)
~1/(kmd)? kodd

This filter, presented on Figure 2.7, is called the Ramaatzemaind Lakshminarayanan filter.

%the function|q| is not absolutely integrable da-co, o)
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The samples of the filtering function are frequently calieghs” or “filtering coefficients”.
The number of taps can be variable upNdor the case of filtering the detector row wibh
elements. This number of taps influences the speed and thigyaidiltering in the practical
applications.

The common weakness of the reconstruction algorithms isthiegprojection data are im-
plicitly assumed to be noise-free (theoretically, the fiortis reconstructed from projections
that contain no noise). However, in practice, one need te talo account the noise of the
detector, the quantization (sampling) errors, etc. Fa phirpose, there is a need to develop
such special filter functions, that are less sensitive teeoiShepp and Logan modified the
Ramachandran’s filter function (2.8.10) and proposed otilesoliow noise filter functions [41],
that in discrete form is given by

_ [ 4/(md?) k=0
h(kd) = { —4/(Ti2(42— 1)) ke {£1,+2,43,....}

These discrete filter functions ((2.8.10) and (2.8.11))@mmonly used in CT applica-
tions. Other filter functions as Hamming, sinc, cosine arubeential are also used in CT for
different purposes. An extensive study on filter functiamtdmography have been made in the
works [52, 53]. All these filters have different impact on thiage reconstruction, e.g. presence
of noise. The “goodness” of a filter depends on what we areitgpit: some filters have bad
results in places, where sharp peaks occur on projectione ditters can be noisy in general.
Thus, a priori information must be used to select the swatéiltér function in real applications
of CT.

(2.8.11)

Definition 6. The discrete function
Wi:[0:N—-1]z %[0 @max— 1z — R
maps(Xq, i) to the discrete filtered projections
Wai(Xd; i) = Wegy; (Px)- (2.8.12)

Using definitions of the discrete functions and variablesawiée the convolution (2.8.7) in
discrete form (withN taps filtering functiorh())

N—-1
k=

2.8.3 Feldkamp Reconstruction Algorithm

Here we present a practical algorithm for 3D cone-beam mgaaction. This is generalized
version of 2D fan-beam reconstruction [2, 5, 54, 55] and thaseanalyzes presented in the
work of Feldkampet.al.[18].

The principle of Feldkamp reconstruction algorithm is lshge the following assumptions:
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Figure 2.8: Introduction of virtual detector makes dedaip of Feldkamp algorithm more
simple.

point X-ray SOurces,

plane detector,

reconstructed object is presented by rectangular voluemsents “voxels”,

experiment geometry: “source-detector” system is fixedl the object is rotated around
the vertical axis inside the cone-beam from source,

the object is situated completely inside the cone-beam.

For the theoretical purposes it is more efficient to assunsence of a virtual (imaginary)
detector, which is placed in the center of reconstructedatlgarallel to the real detector Fig-
ure 2.8. The virtual detector can be obtained using geooa¢scaling.

Consider the geometry of the reconstruction depicted onrEig.9. The distance from X-
ray source to the poir® (center of the object) ISQ The coordinate system of the reconstructed
object is(x,y,z) and it is fixed. The rotated coordinate systempg, z), which is connected to
the (X,y,2) in the following way g axis is the same)

p = X-cogqu)+Y-sin(qy)
{ t —X-sin(@y) +Yy-cog@y). (2.8.14)

The coordinate system of the virtual detectofpsz).
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Figure 2.9: Cone-beam reconstruction. X-tafrom sourceSgoes through element of volume
T (point A) and intersects detector at posititr),z(')]. The coordinate system of the virtual
detector i p, 2).
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Consider a poinf in the object given by the vectdr= (x,y,z). The rayL goes through this
point and hits the virtual detector at the positi@r),z(r)]. A projection of the vector onto
the (p,t) plane is the vectaf;p, onto the(t,z) plane is the vectadt,.
Consider the two triangleSOPandSCAon Figure 2.9(b). These triangles are similar, thus
we can write L L L
SO OoP — SOCA
= : OP: ———
SO+0C CA SO+0C
UsingOC =7-f, CA=T- p andOP = p(T') we obtain the first component of the intersection
point

(2.8.15)

SO-(7-p)

)= "—_ 2.8.16
P(r) SO+r-t ( )
The triangles on Figure 2.9(c$0JandSCA are also similar, hence
SO+0C CA SO+ 0C
UsingCA=T-2 OC=r-tandOJ = z(T') we write

SO (7-2
()= _#j (2.8.18)

SO+t

Definition 7. The function Bb : R x R x [0,21) — R maps the coordinate®,z ¢q) to the
values of Radon transform of the density functior ¥, z).

The Feldkamp Filtered Backprojection of tliéx,y, z) density reconstruction is expressed
as followg?!

02 = g [ SO =2 ropan.a)

2 SOLT.T)2 —
4 Jo L (SO4T-T) /SOZ+p2+22
/ ole?™(P(") P | dp aigy (2.8.19)
In Equation (2.8.19) the terms
SO and SO (2.8.20)

SO 7.T)2 —
(SO+T-1) \/SO + p2+ 2

are weighting coefficients, used to express the contributiothe pointA into the projection
valuePsp (p, z(T), ¢qg).

The Feldkamp reconstruction formula (2.8.19) holds onilfie circular scanning orbit (X-
ray source and detector are fixed and the inspected objatésoithout changing its vertical
position).

1lwe present here only the final formula without a proof. Théva@éions are given in original work [18].
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There exist different modifications of the Feldkamp aldorit Some of them are general-
ized Feldkamp formulas for different scanning geometmésch can be found in [30, 54, 55].
The error analyzes of the generalized Feldkamp algorithth wariable parameterization of
the reconstruction were reported in [56]. This work was $eimental to previous works on
the Feldkamp FBP algorithm, and showed (using simulatitres)the generalized Feldkamp
reconstruction is not sensitive to noise in the input dathalows accurate reconstruction.

2.8.4 Discrete FBP Algorithm

Let's present the discrete interpretation of the Feldkaigprahm (2.8.19). In 3D geometry,
when detector habl rows with N elements, every detector row is addressed witle [O :
N — 1]z. Thus the coordinates of the sampling points in the deterdimg (2.8.3) will be

Px = (Xd—N/2405)-d, x3€[0:N—-1]z
{Zy = (Yy4—N/2+40.5)-d, yq€[0:N—1]z (2.8.21)

where addition of (b shifts the sampling point to the center of the detector elgm
Definition 8. The discrete function

Paap : [0:N—1z x[0:N—1]z X [0 @max— 1]z = R
maps(xd, Yd, i) to the discrete values of the 3D projectiogbPpx, 2, ¢;)

Paap (Xd; Yd, i) = P3p(Px, 2y, @di)- (2.8.22)

Assume that the reconstructed object has a discrete cabedsysten(Xo,Yo,Zo), where
Xo € [0:N—1]z, Yo € [0:N—1]z andzp € [0: N — 1]z. The originO of the reconstructed
object has coordinaté® /2,N/2 N/2).

Now we transform the terms of the Equation (2.8.19) to therdie form setting’ =
(X0,Yo0,20) and using

{r.a = Xo-COY@;) + Yo Sin(@y;)
r-t —Xo - Sin(@y;) + Yo - cog @y;) (2.8.23)
r-z = zo.

First, using discrete variables, the weighting coeffigeare now expressed as

5 =g
(SO+7-1)2 (SO—xo-sin((y;) +Yo - cog(@y;))?’
SO SR SO _ (2.8.24)
SC + 2+ 2 SC+m2+2
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Second, the coordinates of the intersectip(T’),z(r)] are now changed to integral values
using the following technique. Legiy andzy be the integer discrete functions, that define the
integral position of the intersection of the rayhrough the voxe(xo, Yo, Zo) with the detector

Pd (X0, Yo,ig) € [0:N —1]z andzy(Xo, Yo, 20,ie) € [0 :N—1]z V (X0, Yo, 20,ig).

These functions are expressed now using (2.8.16) and & .8s1

) [ 'SO(xo-cosqyj)+Yo-sin(@y;))
Pd (X0, Yo, 'tp) = [S_O—xo-sin((pdi)er(())'COS((Pdi) } int
(2.8.25)
. . SOzp
Zd(Xo,YO, 20, I‘P) - [S_O—xo-sin((pdi)+YO'COS((Pdi)] int

where the notation:|i,x denotes rounding to integer value. Besides simple roundiome
interpolation methods can be used to obtain the right iatdisn values py, ).

Now, using above-defined discrete variables and functemg the definition of the discrete
filtering function (2.8.8), the Feldkamp reconstructiomfiala can be written as

{ g)z-d '
e 2o | (S0~ %0+ SiN@s) Yo c05 )2
N—-1 %

Paap (Xd; Zd (X0, Yo, 20, ig), ig) -
xdzo<,/§)2+p)2(+z§ o ° e

h(pa(x0, Yo, ig)d — xad) ) }. (2.8.26)

Defining the filtering functioMysp (Xo, Yo, 2o, i¢) as

1 (pdmax_l

f(xo0,Y0,20) =

N—-1
WdSD(XOA/O,ZO,icp) = d Z Pd3D<Xd7Zd(X07yO7ZO7i(P)7i(P)'
Xg=0

. SO
h(pd(Xo, Yo, ig)d —X4d) ——= (2.8.27)
SC +p2+2

we rewrite the continuous Equation (2.8.26) in discretenfor

1 @macl 50} -Whzp (X0, Yo, 20; ig)

— __ : . (2.8.28)
2Mmax i Zo (SO—Xo-sin(@y;) +Yo- CO i)

f (X0, Yo,20)

As the number of voxels in the reconstructed objedti¥sand for the real experiment the
number of projectiongy,,isS in O(N), the computational complexity of the Filtered Backpro-
jection algorithm isO(N%). The most computationally extensive step in FBP is the backp
jection, which must be performed for every voxel in the objec every projection. As it will
be shown in the next parts, the modifications of this algarithake it possible to speed-up the
backprojection step.
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2.9 Conclusion

In this chapter we introduced the definitions and derivedah@ulas for the Radon transform
and for the reconstruction from projections. The overvidwhe reconstruction algorithms
gives comprehension of the reconstruction techniquestheadifferent cases of reconstruction
and application-specific features refer to above-mentiditerature. Filtered Backprojection
was chosen as the primary method for the reconstruction fnamections. This method gives
good reconstruction results especially applying to nostrdetive testing, despite the high com-
putational complexity. In section 2.8.4 the discrete \@rsf the Feldkamp reconstruction al-
gorithm was presented. This algorithm will be used as basithke practical algorithm, which
will be introduced in the next section.



Rapid Practical Reconstruction

The reconstruction from projections has a lot of scientifiplecations. The constant expan-
sion of the tomographic applications leads to the contimaarovement of the reconstruction
algorithms and practical scanning methods. There are two agplication fields of the CT:
medical applications and non-destructive testing (NDD). both fields the problem of rapid
reconstruction is one of the most actual.

The clinical applications actively use the tomography drcame one of the most impor-
tant tools in the modern diagnostics. This application faifters greatly from NDT. Positron
Emission Tomography (PET) and Single Photon Emission Toaplty (SPECT) are applied
in the clinical diagnostics [57]. PET and SPECT use differaethods for the reconstruction
from projections including Fourier and FBP reconstructdgorithms.

The NDT requires practical CT reconstruction methods ferrfaterial testing [6, 58, 59]
where the CT can be seen as nondestructive microscopyedelicross sections. CT technique
provides testing of all kinds of materials and product colntwelding joints, flaw detection,
density change, etc. Here, the FBP method suits for the Bgsaf problems, providing the
fast and appropriate reconstruction results.

For higher profitability of the 3D CT technique in practicaDNW applications the recon-
struction methods with the following features are required

an algorithm with reduction of artifacts and noise in theomstructed image,

small numerical costs of the reconstruction for a fastltesitput,

the reconstruction should be done during the projectioeasurements,

the reconstruction time must be smaller or comparable @itlexperiment time in order
to visualize the results of the density reconstruction etathd of the measurements.
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The improvement of the current CT technique for NDT field cardbne in the following
way:

- search for the modification of the FBP reconstruction atgor in order to decrease the
reconstruction time,

- accelerate the implementation of the existing algoritlsmgthe parallel processing tech-
nique,

- apply custom hardware design, that performs the recastgiruusing FBP algorithm.

In this chapter we discuss the modification of the FBP algoritor 3D cone-beam projec-
tions. This is a practical algorithm, that speed-up themstroiction significantly. In section 3.2
the related work in the field of parallel processing will bescigbed.

3.1 Cylindrical Algorithm

The analyses of the reconstruction algorithms and theipehetxperience in applications point
out the Feldkamp FBP algorithm, that gives the best restltiseoreconstruction in the NDT

applications. The Equation (2.8.28), presented in theipusvchapter, can be directly imple-
mented on a PC (Algorithm 1).

Algorithm 1 Feldkamp Reconstruction Algorithm
initialize the 3D density volume
for projectionip = 0 t0 @ya— 1 do
for all voxels(xo,Yo,Zo) do

calculatepy(Xo, Yo, ie) andzy(Xo, Yo, 2o, ig) (Equation (2.8.25)
calculateWysp (Xo, Yo, 20, i¢) (Equation (2.8.2%)
backproject the valu#/sp (Xo, Yo, Zo,ig) (Equation (2.8.2§)
end for
end for

Our goal is to find the fast implementation of the FBP alganitlapplied to the NDT field.
The necessity of the modification and optimization of Algfom 1 is based on the fact, that the
straightforward implementation of this algorithm for theal application is slow:

- the rotation of the whole reconstructed volume by the ampglés a highly time consum-
ing operation,

- all coordinates of the ray-detector intersection ((6§.12.8.18)) and weighting coeffi-
cients (2.8.20) must be calculated for all voxels for eadjgution angle.

All these operations are performed using floating-poirtharetic. Thus, for the rapid imple-
mentation on PC and in hardware, the number of complex dpasate.g. using floating-point
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numbers), performed for one voxel during the backprojectioust be minimized. The method,
that allows the minimization of floating-point calculatsm the Feldkamp FBP algorithm, was
proposed in Fraunhofer Institute for non-destructiveingstand was described in Buck’s PhD
thesis [59]. The Buck’s suggestion was to use the cylintidoardinates in the Feldkamp al-
gorithm for the reconstruction from the cone-beam progagi This allows to simplify the
calculations and to compute all parameters for the recactsbin (weighting coefficients, coor-
dinates of the ray-detector intersection) only once, ferrttation angle equal to’Qand store
them in tables. The cylindrical coordinates allow to openatth the reconstruction volume
without use of transcendental functions and multiplicatperations.
There are several tables that are used in the modified digarit

- the Volume Table,
- the Geometry Table,
- the Weighting Coefficients Table,

- the Filtered Projections Table.

In this section the construction of these tables will be dbed, and they will be used in the
modified FBP algorithm.

3.1.1 Reconstruction Coordinate System

During the reconstruction process the Cartesian grid obthect is rotated around the z-axis
going from projectiong to iy + 1. Normally this (2.8.23) is done using two steps:

1. obtain the values of the transcendental functions wituibcrete angly; of a projection
as an argument, and

2. multiply these values with they andyp values of the Cartesian coordinates.

In this case, to speed-up the rotation, the polar coordsreate preferable.

The FBP using the cylindrical grid does not introduce théaats in the reconstructed
image, as e.g. the Fourier reconstruction method. In thei®&oeconstruction the experiment
data is interpolated from the polar grid to the Cartesian thiglresults in the artifacts in the
final image (section 2.5.1). Apart this, the Fourier recardion method cannot be directly
applied to the reconstruction from the cone-beam projestidn the cylindrical algorithm the
final reconstructed density, placed on the cylindrical gecah be interpolated to the Cartesian
grid with sufficiently small errors.

We introduce thecontinuouscylindrical coordinate§zo,, roa, Po,) for the reconstruction
object. The whole volume is divided into discrete element®xels The cylindrical volume
has the following parameters of the voxel distribufion

LFraunhofer Institut firr Zerstorungsfreie PrifverfanyIZFP), Saarbriicken [60]
2only using “rebinning” technique [5]
3see section 3.1.7 for the formal definitions
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- Zomax 1S the maximal number of planes in the volume,
- I'omax IS the maximal number of radial elements (circles) in ona@la

- Pomax IS the maximal number of voxels, placed on a radial elemeatptane,
and the following counters:
- planes counterp € [0 : Zomax— 1]z

- radial elements counteg € [0 : romax— 1)z
- angle counteqo € [0 : Ponax— 1z.

With this notation the voxeh can be addressed with the discrete indi@sro, ¢o), which are
used to access the values in tables, corresponding to émselA.

3.1.2 Distribution of Voxels

Let’s discuss the parameters of the voxel distributionhdf detector row hall elements, then
the region that can be reconstructed is not more thanN (Cartesian grid) [5, 25]. This is
due to the geometry resolution of the detector. All our ddrons and conclusions about the
distribution will use the fact that the numbiris sufficiently large, e.g. more than 256 for the
real applications. The number of projections is always asth) the increase provides the
better quality of the reconstruction image, but does nohgbkahe geometrical resolution. For
our discussions we assurmg,x < N.

In spite of the notable speed-up of the backprojection wytindrical coordinates [59, 61],
there is one drawback, namely the polar and, accordingdipdrycal grid does not coincide with
the Cartesian grid, and one can note that the voxels, sitaddag the inner radial elements, are
smaller than those along outer radial elements (Figur@B.1for the best reconstructed picture
quality one needs to distribute the voxels with uniform digngAt first, we set the maximum
number of radial elements t¢/2.

Second, as we rotate the cylindrical grid the number of vopédced on a radial element
must be connected to the number of projections, i.e. ratataf the object. This is used in
cyclic addressing of the reconstruction grid. Thus, thegpentegrality condition, that defines
the correspondence of tige,,,,, to the number of projectiongy,,, must be preserved.

Condition 1. The ratio@o,nax/ Pdmax FOr Pomax > Pdmax (&N, accordinglypy max/ Pomax Other-
wise) must be integral.

The smallest angle between two neighbor voxels on a raceaheht (Figure 3.2) can be
obtained as

Ay = arctan(

2
3.1.1
N1 (3.1.1)
so the number of voxels on one radial elemefis Qo4 ~ [2T1/Ay].
There are two possibilities of the in-plane pixel distribaton the polar grid:
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Figure 3.2:Ay is the smallest radial step for the polar grid.

Figure 3.1: Radial distribution of voxels in the reconstaacobject. (a) — in-plane voxel distri-

bution, (b) — object, represented as set of planes in cytabcoordinates.
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1. numberpo,,,x is equal for each radial elememns, and
2. numbenrpo .« IS dependent on the radius of the element

The first distribution leads to the oversampling in centehefpolar grid. The number of pixels
on every radial element in this case is fye Z >,

{(POmax = No* Pdmax ?f Pomax = Pdmax (3.1.2)
®dmax = N Pomax if Pomax < ®dmax

The second type of pixel distribution has variable value®f.,, for each radial element. By
Pomax(l) With i € [0 :romax— 1]z we denote the array @b, values. Algorithm 2 presents the
calculation of the variable number of pixefs,,,,(), which is a modified version of the similar
algorithm proposed in [62]. For this case the ratio betwéenvaluespo, (i) and @y pa, Will
be defined for they(i) € Z Vi as

Pomaxi) = Ng(i) - Pumax if Pomax(i) = Pdmax
{ @dmax = ni(i) - Qomai)  If Pomaxli) < Cma (3.1.3)

Algorithm 2 Calculation of the Variableo,,,y
initialize Qoma()

Pomax(0) — 1 (center pixel of the plane
fori =1toromax—21do
Pomay(i) < [2-TT- (1 —0.5)] (initial Pomax(i))

if (pOmax(i) 7£ Pdmax then
if (POmax(i) > Qdmax then
increas&po,a(i) until the Condition 1 holds foo,ax(i) > ®dmax
else
increasapo,ax(i) until the Condition 1 holds fo@y . > Pomax(i)
end if
end if
end for

For example, in real applications we use= 512 andpy,,,= 400. Using this we obtain:
- The Cartesian grid ha$? = 262144 voxels in one plane.

- The cylindrical grid with constant number of voxels usi8gl(1) haspo,,= 1600 and
romax= 256, the total number of voxels in one plane is 409600.

- The cylindrical grid with variable number of voxels (Algthhm 2) has

Pomax) € {4,...,1600}, romax= 256

and the total number of voxels in one plane is 208535.
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This example shows that the introduction of the cylindrigpadl leads to the increase of the
number of reconstructed voxels. Some of the practical implgations that use polar coordi-
nates [59, 62], have two cases:

1. the variable voxel distribution with the total number ofkels comparable thi?,
2. the constant number of voxels but reducing the number xé#lgamn each radial element.

For example, the coefficien} from (3.1.2) for the second case can be “2” or “3”. This gives t
number of voxels almost the same as in Cartesian grid, arsgepues the reconstructed image
quality, admissible for the NDT applications.

Now and for the future we use for description the constanthermof voxelspo,.x > @dmax
and

Ny = (POmax/(pdmax: 2.
This is done for the simplicity of the description and sudsthe NDT practical applications.

All the formulas, e.g. for the Geometry Table in section B.tan be converted without addi-
tional effort to the case with variable number of voxels.dHy) the maximum number of planes
that can be reconstructed will be defined in section 3.1.7.

3.1.3 Rotation of the Cylindrical Grid

As it was mentioned before, the cylindrical grid gives thstteolution to the rotation of the
object. Here we state and prove the Lemma about the cycladdeasing of the elements
placed on the polar grid using tineodulo computation

y>x (mody) > 0.

We subtract the projection numbgi(recall (2.8.1)) multiplied by, € Z>1 from the address of
the voxel, placed on a radial element in a plane and obtaingtveaddress using modu®,,,.
The following Lemma holds for our assumption of the constamnber of voxelspo,,ax >

(Pdmax

Lemma 1. The pixels on a radial element can be cyclically addressedguhe argument
[(PO —No- i(P} (Mod Qomay) With Ny = POomax/ Pdmax

Proof. Consider the 2D CT experiment. L&y be an angle of the object rotation and the
direction of the rotation is counter-clockwise. The cooede system of the object is polar
<r0a7 (P0a>

In position 2on Figure 3.3 the ralz goes from the source through the pi¥éwith coordi-
nates(roa, ®o,) and hits the detector &. Now, if we consideposition 1 the same ray goes
through the poinA with coordinatesro,, 9o, — Yd) and intersects with the detector at point
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detector

position 1

Figure 3.3: Rotation of the X-ray source - detector systerarbgnglaly.

P. Symmetry gived = P". The angleyy is expressed in discrete form Bg- i, with integer
Ny = Pomax/ Pimax @Nd We obtain the discrete coordinates of the paint

(ro, [(PO —Ng- i(p] (mod Pornay)),

Thus, in order to rotate the polar grid, the modulo compatatan be used applied to the integer
counters. This avoids the use of transcendental functamthé rotation. O

3.1.4 Significant Parameters of the Experiment

The practical algorithm for CT deals with the restrictiomdyich are determined by the real
experiment. We do not discuss e.g. beam-hardening and phyaical effects [2, 5] that
influence the CT experiment. The goal is to take into accdumtitmitations of the geometry,
e.g. physical sizes of the objects, the region that can benstaicted from projections, the
magnification of the object.

In order to determine the region between the source and tteetde that can be recon-
structed from the projections, we present the informatlmruathe characteristics of the practi-
cal CT experiment geometry:

- the half-beam opening angle
- the magnification factom,

- the physical size of the detector elemdnt
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Figure 3.4: Description of the half-beam opening angle (@) the magnification factor (b).

Currently, most of the CT systems use cone-beam X-ray ssaog the half-beam opening
angle for CT experiment is controlled by the distance X-rayree - detector. The geometries
with different source - detector distances are depictedigaré 3.4(a). Moving the detector
closer to the X-ray sourc&increases the half-beam opening angle.

The magnification factom characterizes the enlargement of the part of the recortstiuc
object or the magnification of a small object. Changing thsitpmn of the inspected object
between the source and the detector alters the value of thrification factor. For example,
showed on Figure 3.4(b) for a constant angjlee have

m = SK/SO mp=SK/SG  mp > my.

The physical size of the detector element (pixel) is use@ongetry calculations and defines
the resolution of the detector. As it was mentioned beforagsime the square detector with
N x N pixels. These detector pixels have physical sized, whered is a distance between
the centers of the two adjacent pixels. As in section 2.81dttector pixels are situated close
together. In practice there can be different modificatidithe detectors [63]. The parameters
of these detectors must be included into the calculatiogs)ength and width of the non-square
pixels.

3.1.5 Volume Table

The density function of the reconstructed object (volunse)riesented as a table used in the
backprojection. This table is addressed cyclically dutimg reconstruction, and at the end of
this process consists of the reconstructed density data.

Definition 9. By \;[Zo,ro, @o] we denote the table
Ve 1 [0 Zomax— 1]z X [0 : Tomax— 1]z X [0 : Pomax— 1z — R
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that maps the discrete coordinates of the vazglro, @) to the backprojected values.

The final result, that is located in the Volume Ta¥l¢] can be interpolated to the Cartesian
grid using linear interpolation [64] or Near-Exact intelgaton [65]. This is necessary for the
standard visualization of the reconstructed image, buvitgalization can be performed also
directly in the cylindrical coordinates. This is dependemthe particular application of the CT.
In this work we do not consider interpolation to the Carteged.

3.1.6 Filtered Projection Table

In section 2.8.2 we showed that the projections from theatietenust be filtered through the
convolution (2.8.13) using special Ramp filter functiomy. €2.8.10).

The backprojection requires the projection value addoeggth ray-detector intersection
coordinategp(T),z(r)] given by (2.8.16) and (2.8.18). This projection value iefid and
then backprojected. Hence, in order to reconstruct the ewalume all the projection values
are accessed and filtered. Thus, the equivalent substitwilbbe:

- filter projection data,
- store filtered data in the table,
- access this table during the reconstruction.

The experiment projection data, denotedRayy (X4, Yd,ie) for a projectioniy, is filtered
line by lineyq and stored for the further use. Here we use the definitionepttandz, given
by (2.8.21).

Definition 10. By FD[X4,Yd,i¢] We denote the table
FD:[0:N—1)z x[0:N—1]z x [0: @nax— 1z — R

that maps the discrete coordinate of the square detectoa famojection j, to the filtered pro-
jection data as

SO :
— vxduydal(p'
\/SO +p2+2

By FD[*,yq,i¢ we denote a rowy in a projectioriy; by FD[*, yq, *] we denote one rowy
for all filtered projections. The filtering of a projectiapis presented in Algorithm 3.

(3.1.4)

N—-1
FD[X4,Ya,ig) = d Z)PdsD(kaYdai@h(Xd'd—k'd)
k=
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Algorithm 3 Filtering of a Projection
initialize FD[x, *,iq|
for detector ronwyq = 0toN —1do
for elementinarowy =0toN—1do

FD[Xd,Yd,ig) — dYN 2 Pd3.3<k,yd,i@h(xd-o|—k-ol>iﬁO
- SO +p3+2

end for
end for

3.1.7 Geometry Table

The time consuming part during the backprojection is themeination of the ray-detector
intersection (2.8.25) for each voxel for each projectiohede intersection points can be cal-
culated before the backprojection, because they are ddfindte geometry of the experiment,
but are independent from the properties of the reconsulualtgect. The address of the detector
pixel is stored as an absolute detector address which iees@d ag; - N+ pg.

Definition 11. By INSzp,ro, ¢o] we denote the table
INS: [0:Zomax— 1]z X [0 : fomax— 1z X [0 : @omax— 1z — Z

that maps the coordinates of a voxel onto the absolute detectdress of the ray-detector
intersection
INS[zo, o, Po] = Z3 - N+ pg.

The Geometry Table has the same dimensions as the Volume, Teddause we define the
intersection point for every voxel. This is enough for theamestruction from the projections
and the table is addressed cyclically together with the Mawand the Weighting Coefficients
Tables using Lemma 1. This is described later in sectior®3.1.

In order to calculate the Geometry Table for the whole volume need to obtain two
coordinates of the ray-detector intersection (2.8.25g&mh voxel:

- horizontal intersection coordinafg, and

- vertical intersection coordinatg.

Horizontal Intersection Coordinate

To obtain the horizontal intersection coordingtewe discuss the geometry of the plane that is
situated in the center of the object. We call this planeentral plane For each pixel in this
plane we consider a ray, that goes from the X-ray source gffirthe center of the pixel and hits
the detector (2.8.16). Figure 3.5 shows the geometry of xperenent for the central plane.
Let X X; be a detector row, that lies in the same horizontal planeeaXtay source. Usualfy
this is a row with the vertical coordinayg = N/2.

4special turning of the X-ray tube and detector positions
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| /y virtual
1 detector

Figure 3.5: Calculation of the horizontal intersection@boate. Only the points that are inside
the circular region can be accessed.

The distanceDR on Figure 3.5 is the maximal radilRmax Of the reconstruction, i.e. all
points, that are inside the circular region WRhay can be reconstructed from the projections.
We obtain this value using known parameters of the CT gegmiétkX; = d - N/2 is one half
of the detector, then using two triangl8®RandSK> and magnification factam we have

Rnax=OR = SO sin(a)
SK

= S -coga). (3.1.5)

Using Rmax We can define now the distanfeo between the centers of two adjacent pixels
and the physical distance from the origin of a plane to theatatementro

2Rmax

roa="ro- Aro, Aro = ,
2romax—1

ro € [0 :romax— 1)z- (3.1.6)

By analogy with (2.8.1) we define the radial interval for thgets on a radial element.
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Using@o as a counter we obtain

I
, @0 € [0:Qomax— 1z- (3.1.7)

max

Qo = Qo -A¢o, Ao =

Using discrete coordinates of the piXe(ro, @o) and taking the triangl8CAwe obtain the
following:

OA = loa
CA = roa-Sin(go,)
SC = SO-ros-coYqo,). (3.1.8)

Consider two triangleSCAandSOP. As these triangles are similar, we write

op = SQCA_ SOroa-sinGos) (3.1.9)
SC SO-roa-COg@o,)

The ray from the X-ray sourc@goes through the pixél and hits the detector at the poit

KP— 0P m— SO fou:SiNG0,)
SO—ro4-COY¢o,)

3

(3.1.10)

Thus we obtained the intersect point of a ray for the pixel the central plane. Using

_P:_P+(g—1).d

we write the integral horizontal coordinate

1 SO-m-rog-sin(o,) | N

S 3.1.11
M= SO—roa-cog¢o,) 2 ( )

All horizontal intersect points are centered with the teéidy2 — 1), because the detector
elements in the detector row are counted in the detectornawX to X; (from O toN — 1).

Absolute Intersection Coordinate

Before we obtain the calculations for the Geometry Table eednto determine how many
planes can be reconstructed using the restrictions of herement geometry. The total number
of planeszomay is less than the number of detector roiWsand depends on the experiment
geometry.

Consider Figure 3.6 where we take only the upper part of thecbbcounting from the
central plane. We need to find the part of the volume, whiclormmpmetely covered with X-
ray radiation. This part can be reconstructed from the ptmes. For example, the part of
the object with the heigfBD’ can not be reconstructed, because some part of the prajsctio
information is missing [25].
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Figure 3.6: 3D reconstruction geomet@B — half of the reconstruction heigh{D consists of
N/2 detector rows.

The heightOB of the reconstruction cylinder can be obtained as followsn@ similar
trianglesSRB’ andSOD)

OB=RPB oD -

_ _—— SR
SC

oo.>——

oD (1- —).

In the triangleSORthe distanc®©R is equal toSO- sin(a). Thus

OB — OD/-(1—SO%'£<°‘))

= OD-(1-sin(a)). (3.1.12)

The part of the detectd(D is equal toN - d/2 andOD’' = KD/m= N-d/(2m). Using that the
heightOB is only the half of the reconstruction cylinder heigitwe obtain this value

Zh:2-—B:N—r;]d-(l—sin(cx)). (3.1.13)

For the reconstruction volume we want to have almost cubxelo Thus we need that the
height and the width of the voxel must be equal. Hence

Azo = Aro, 2o = Z20-AZ0. (3.1.14)
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Figure 3.7: Obtaining the vertical rdy- detector intersection coordinate.

The intervalZ, haszomax planes with heighfAzp, thus

Z,  N-d
Azo  m-Arg

ZOmax= -(1—sin(a)). (3.1.15)

Figure 3.7 depicts the geometry of a non-central plane Wwighvertical coordinatep,. The
ray L from the source& goes through the voxélp with the coordinate$zo,, roa, Po,) and hits
the pixelPo of the detector. Using the geometry similar to the centraihpl(3.1.8)-(3.1.11) we
obtain the vertical intersection coordinate

gy — 1.50M (20— 2oma/2)-B20 N _ (3.1.16)
d  SO—roa-cogqo,) 2

The planes are counted from the upper face of the reconsttivciume and the central plane
will be zomax/2— 1. There is a termap — zomay/2 that aligns the plane relative to the center of
the reconstruction volume. The teMdy2 — 1 is used for the same purpose. The plape- 0
access detector rows counting from the upper detector rbereas the central plane access the
row with coordinate/g = N/2—1.

Now, using two coordinategy (3.1.11) andy (3.1.16), we can write the absolute detector
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address of the ray-detector intersection

N+ pg

SO-N-m- (2o — Zomax/2) - 20
SO-Troa" COY¢o,)
1 SO m-roa-Sin(go,)
d SO-ro,- cogqo,)
N N

+N-(5-1)+5 -1 (3.1.17)

INS[Zo,r0, 0] =

Ol N

Algorithm 4 provides the calculation of the geometry matrix

Algorithm 4 Calculation of the Geometry Table

initialize INS ]

Rmax<«— coqa) - N-d/(2m) (the region of the reconstructipn
Aro < 2Rmax/ (2romax— 1) (size of the voxegl
ZOmax <— %‘r‘o -(1—sin(a)) (the maximal number of planes

for planezg = 0 t0 Zpy,5x— 1 dO
for ro=0toromax— 1 do
for @o =0 to Qo ax— 1 dO

Pd— 5 %“;Oé—m +5-1 (the horizontal coordinae
74 — %Sﬂé(}zﬁ;?g‘%%“o + % -1 (the vertical coordinaje
INSzo,ro,@0] « z4-N+ pg (store the absolute addrgss
end for
end for
end for

3.1.8 Weighting Coefficients Table

In this section we discuss the computation of the weightogjftcients. Equation (2.8.24) gives
the discrete form of the weighting coefficients, that mustéakeulated for every voxel during
the reconstruction.
The weighting coefficient
SO

ST+ p2+ 22

is used during the filter operation described by AlgorithmThis coefficient is not stored,
because it is a part of the calculation of the Filtered Ptaecrlable.
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Figure 3.8: Two reconstruction coordinate systems, Cartesnd polar.

We represent another weighting coefficient from (2.8.24patar coordinates. Consider
Figure 3.8. The polar axis coincides with the Y-axis in Xé&pé and has an opposite direcfion
The transformation from one coordinate system into anathexpressed as:

{I’oa = /%02 + Y02 and {XO =0a°COY@0, — 5) = T'0a" SIN(¢oa) (3.1.18)

Po, = 7 +atan? Yo =T0a- SiN((Goa — 3) = —Toa" COY¢o,)
We plug the formulas foxpo andyp into (2.8.24).
SO B
(SO—Xo - sin(@u;) + Yo - COS@y;))?
s
(SO—roa-sin(@oa) - SIN(@;j) —roa* COYPog) - COL Py;))?
s
(SO—roa- COSQo, + i)

Recall thatpo,a= No* Gdmax USINGAQ; = Ny- Ao, the sum of the discrete angl@go, + ¢u;)
can be expressed as

@& = Qo Ago+ip Ay
= Q@o-APo+ip-Ny-APo

= [(@o+ng-ig) (M0 gora] - Ao,

5This direction of the polar axis was selected in order to dgmyith the Buck’s implementation of the Cylin-
drical Algorithm [59]. Any other directions in XY-plane apssible, but the translation (3.1.18) between the polar
and Cartesian coordinates systems must be modified.
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i.e. the position(rog, @) corresponds to the poifito,, @o,) rotated by the angley;. Thus, we
can precompute the values of the weighting coefficientsiferdiscrete angles and use it with
special addressing (Lemma 1) during the backprojectiom gsetion 3.1.9).

Definition 12. The table
WT:[0:romax— 1z x [0: Pomax— Lz — R

maps the coordinate of the plane elemény, o) to the value of the weighing coefficient for
this element
[Ye3 o3
WT“O?%] = 2=~ 2
(SO— roa: cos((poa)) (SO— ro-Arg-cog@o - A(po)>

This Weighting Coefficients Table is the same for every pladhnes it is only necessary to
calculate the table for one plane. The calculation of thegitang Coefficients Table is given
in Algorithm 5.

Algorithm 5 Calculation of the Weighting Coefficients Table
initialize WT[ |
for ro=0toromax— 1 do
for o = 0 t0 Poa— 1 dO
WT[ro, Go] SO’Z/(%_ roa* Cos((pOa)>2
end for
end for

3.1.9 Modified FBP Algorithm

All the definitions, presented in previous sections form nlegymodified Feldkamp FBP Algo-
rithm called a Cylindrical Algorithrfi[61]. We formulate the algorithm in the similar form, as
the straightforward implementation (Algorithm 1). The @grical FBP Algorithm is described
by the Algorithm 6.

At first, the Geometry and the Weighting Coefficients Tablesaalculated (Algorithms 5
and 4). Next, for each projectiag the projection dat&y3p (*, *,i¢) is filtered row by row and
stored in table=D[x, x,iq| (Algorithm 3). The backprojection is performed for each ebfor
each projection and consists of the several operations:

1. obtain the address of the voxel for the current projectiro, @) using cyclic rotation
(Lemma 1),

Sor Cylindrical FBP Algorithm
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2. fetch the coordinates of the intersectignandz, for this voxel from the Geometry Table
using the addreso,ro, ®o):

- pq is a coordinate in the detector row and can be obtained freraltisolute detector
address atNS[zp, ro, @o| (mod N),

- Z4 is a detector row counter and can be computed from the alesbéictor address
as|INSzo,ro, ¢o]/NJ,

3. obtain the filtered projection valeD[py, zg, iq),

4. fetch the weighting coefficieM T[ro, @o] for the current voxel and multiply it with the
ValueFD[pdvzdv i(P]a

5. fetch from the Volume Tabl¥;[zo,ro, @], sum this value with the weighted projection
value (operation 4) and store it back into the Volume Table.

Thus, during the reconstruction we rotate only the Volumel§aaddressing the voxels on a
radial element cyclicly using Lemma 1. Other tables, therGetoy and the Weighting Co-
efficients Tables, are addressed linearly. That is the mdwaradage of the Cylindrical FBP
Algorithm.

Algorithm 6 Cylindrical FBP Algorithm
initialize tablesVe[ ], FD[ ], INS | andW T[]

calculate Weighting Coefficients TabléT] | (Algorithm 5)
calculate Geometry Tabl&\ S | (Algorithm 4)
for projectioniy = 0 t0 @y a— 1 dO

Filter detector data and obtaiD[x, *, i (Algorithm 3

for zo = 0 t0 Zoax— 1 dO
for ro=0toromax— 1 do
for o = 0 t0 Poa— 1 dO
(perform the cyclic rotation using Lemma 1

Q—@o—Nyp- i‘P(mOd (POmax)
(obtain the horizontal intersection coordinate

pa < INS[zo,r0, @] (Mod N)
(obtain the vertical intersection coordingte

Zg — [INSzo, 10, 90] /N|
(perform the backprojectign
VC[ZO7 ro, (P] — VC[ZO7 ro, (P] + FD[pd7 4, |(p] 'WT[rC)? %]
end for
end for
end for
end for
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The output of the Cylindrical Algorithm is a reconstructdgext density. The density val-
ues are placed on a cylindrical grid. For the purposes ofalization the interpolation to the
Cartesian grid can be carried out.

3.1.10 Analysis of the Cylindrical Algorithm

The analysis of the Cylindrical Algorithm is performed ugithhe following practical consider-
ations:

e the number of elements in one plan@dgnax: Pomaxc O(N?),
e the number of planes Bmax < N,

e the number of projections iy, < N,

e the total number of voxels is i@(N3).

The time complexity of the whole algorithm remai@$N*) for the reconstruction of the 3D
volume from cone-beam projections. The parts of the FBP Hayéollowing time complexi-
ties:

the computation of the Geometry Table has time complexity®);

the computation of the Weighting Coefficients Table hagtaamplexityO(N?);

the filtering using convolution has time complexidyN3);
- the backprojection has time complexifN%).

The transformation of the cylindrical volume into the Caié@® coordinates has time complex-
ity O(N3).

The impact of the cylindrical grid on the image quality in fR€ implementation was ana-
lyzed by Buck in his thesis [59]. There was reported, thatsieed-up due to the introduction
of the Cylindrical Algorithm was more than 3 times fdr= 512 compared to the straightfor-
ward implementation of the FBP for 3D CT. For the non-desivedesting [61] this meant a
notable reduction of the reconstruction time for industasks, e.g. testing some products for
cracks.

The space complexity of the modified algorithm is obtainetbdsws:
- the Geometry TableN S]] hasO(N?) elements,
- the Weighting Coefficients Tabl&/ T[] hasO(N?) elements,

- the Filtered Projection TablED| | has@ym.y- N2 elements (it can be decreasedNb,
storing the filtered data only for the current projection),
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- the reconstructed Volume Tablg | hasO(N?) elements.

Precise values of the required space can be obtained facydartexperiment parameter — half-
beam opening angle (recall equation for the number of pléhésl5)). For theN = 512 there
are more than 130.(° elements in Geometry and Volume tables.

The Geometry, Weighting Coefficients and Volume Tables ecessed sequentially, but the
values of Filtered Projection Table are accessed randoftiys, the optimization of memory
allocation and further modifications of the Cylindrical Algthm is necessary for the rapid
implementation. These changes will be discussed in the sepotions during the hardware
description.

3.2 Reconstruction Using Parallel Processing

Algorithms improvement and parallel processing technigigethe solutions, used to get over
the long reconstruction time and big memory requirements.

3.2.1 Overview of the Related Work

Parallel processing systems are based on a number of Arec&dsments (PEs). Each PE has
its own memory and/or access to the main memory of the sys&qD’, MIMD & processors
and Transputers [66, 67], combined into complex systenesther examples of the PEs for the
CT reconstruction applications in different fields.

Parallel processing uses the distribution of the recoostm problem between PEs. The
partition of reconstruction is based on the four forms ofrémonstruction parallelism, defined
by Nowinski [68]:

1. pixel parallelism(voxel in 3D case) — all pixels are independent of each other,
2. ray parallelism—rays can be considered independently during the recatisiny
3. projection parallelism- each projection can be handled separately from others, and

4. operation parallelism- the low level operations such as additions and multipbcetare
performed in parallel.

Software Reconstruction Systems

Different CT algorithms implementations were investigater the large class of the com-
mercially available SIMD and MIMD machines: CM-5, iPSC/2tdl Paragon, Alpha and
Cray [8, 9, 10, 61, 69, 70, 71, 72, 73, 74]. Searching for tfieieht interconnection schemes,

’SIMD: Single-Instruction Stream Multiple-Data Stream
8MIMD: Multiple-Instruction Stream Multiple-Data Stream
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task distributions and communications between PEs are #ie aspects of these studies. Al-
most all works have practical background, and obtaineditestere used for the real-world
medical and NDT applications. Among the manufactures ofctiraplete CT solutions, that
use multiprocessor systems for the 3D reconstruction heréaFP Saarbriicken [6, 8, 60, 69],
Hapeg [75] and SKYSCAN [7].

Hardware Reconstruction Systems

Several dedicated hardware implementations were progostte reconstruction. The PEs can
be presented either by Digital Signal Processors (DSPs) tirdocustom designs implemented
in the Field-Programmable Gate Arrays (FPGAS) or Applmatspecific Integrated Circuits
(ASICs).

A structure made from the DSPs connected into the hypercasepnoposed for the FBP
and ART reconstructions [76, 77]. Analyses of the suitab&B were made in [14, 78], in-
vestigating the characteristics of such processors andgbgormance applying for the FBP
task. As DSPs are optimized for the multiply/accumulat&uttions, high performance of such
hardware systems was reported. Such systems provided the&j@s reconstruction from the
fan-beam projections and constructing the 3D volume frooh sonages.

The custom hardware designs compete with DSPs and geneaige processors because
of the flexibility in control and computation. The earlieraemples of the VLSI structures for
the CT are givenin [12, 13], where the geometry calculatisitls interpolation and 2D back-
projection were implemented in VLSI as a pipelined struet@ptimal realization of the inner
products in the FBP algorithm was studied in [11], whereedéht accumulation and multipli-
cation stages were made for the fast 2D reconstruction.

Some studies applied the computer graphics [48] and thesdized volume rendering hard-
ware [79] to solve the reconstruction problems in medicpliaptions. The effective implemen-
tation of the iterative reconstruction techniques (ARTRIAwas reported.

The pipelined structure on ASIC for the reconstruction of Ribages was build by
Agi et. al. [15] and with the multi-DSP system applied for tieeonstruction task [16]. Pro-
jection filtering using Fast Fourier Transform (FFT) andaflatv management were done by
DSPs, whereas the backprojection was made by the pipelingctiges on VLSI chips with
external memory.

Development of the FPGA technology opened new perspedtivéise reconstruction hard-
ware and the new reconfigurable systems were developed(L9TRese solutions provide the
fast reconstruction for different fields of tomography aggions. The great speed-up (com-
pared to the workstation) was achieved in one of the dedicateks for the 2D parallel-beam
FBP by using the commercially available board with Xilinx@Rs [17]. The floating-point
calculations were transformed into the fixed-point withaitedical estimation of the error. Fil-
tered backprojection using pre-filtered data was impleetkmis parallel balanced pipelined
architecture with on-chip and external memory.



3.2. RECONSTRUCTION USING PARALLEL PROCESSING 51

3.2.2 System Design Considerations

All works perform either fan-beam 2D reconstruction, or @mnmg the 3D volume from the
obtained 2D images. None of the currently proposed and dpedlhardware systems provide
the “on-chip” solution (all stages of the algorithm) for tBB cone-beam FBP reconstruction
for the purposes of industrial NDT.

Studies in the field of the hardware reconstruction pointgdtbat:

- a modification of the reconstruction algorithm must be perfed in order to satisfy the
constraints of the applied hardware, e.g. limited bandwidtthe memory system;

- the selected number system for the calculations has ingrathe speed of the recon-
struction, e.g. fixed-point arithmetic [17] or sign / loghm number system [11];

- pipelining of the calculations and parallel data streanog@ssing give a fast reconstruc-
tion flow.

3.2.3 Hardware Base

Field-Programmable Gate Array (FPGA) is an integratedudirthat can be bought off the
shelf and reconfigured by hardware designers themselvésA§Bffer a lot of advantages for
many kinds of applications. The internal structure of th&PRprovides resources for building
high performance data processing systems. FPGAs can iraptevii.SI parts (over 1Dgate
equivalents) within a single device. Among the market FPG@édpcts from Altera, Atmel,
Lattice and Xilinx the decision to use of Xilinx FPGAs [80]rfsystem design was made based
on the following factors:

- high density and functionality of the current Xilinx FPGA&wces;

large number of available libraries and Intellectual Rrty (IP) cores: optimized adders,
multipliers, dividers etc;

large number of accompanying programs for the design: c.8gnulator, FPGA Editor,
Core Generator, FloorPlanner etc;

- full description of the FPGA devices.

The detailed description of the Xilinx FPGAs can be founddh][ The manufacturer provides
highly optimized implementations of the standard desigruhes, such as pipelined adders,
multipliers, filters, standard interfaces etc.

A tool-independent VHSIC (Very High Speed Integrated Gi)ctlardware Description
Language — VHDL [82, 83] is used to describe the structureadgsagn. Hardware description
language allows the specification of the function of desigisg programming language forms.
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The standard libraries, such as IEEE STDGIC and UNISIM, are included and used in the
design.

The design is implemented as a “system on-chip” with exte8RRAMs and FIFOs. This
architecture is validated via gate-level synthesis foiinXilVirtex Il FPGA and emulated on
a ModelSIM XE 5.2 simulator [84, 85]. These low-level expeents provided timing and
complexity estimates for the proposed design.

3.3 Conclusion

This chapter provided one of the practical reconstructigorithm for the cone-beam tomog-
raphy that is currently used in the NDT field [6, 8, 61]. The mvew of the fast parallel
reconstruction solutions showed the techniques of thedastputations including hardware
structures. Some requirements were pointed out for thentaslware reconstruction, includ-
ing the hardware base. The description of the reconstimuegiproach followed by the parallel
reconstruction structure will be discussed in the next tdrap



Formal Description

The previous discussion about the FBP algorithm showedlleanain problems in the imple-
mentation of the FBP algorithm are the large number of opmratthe large memory size and
the random access to the Filtered Projection Table.

The modified Algorithm 6 performs the reconstruction usirsgacalled “projection by pro-
jection” reconstruction sequence. In order to minimizestered amount of data we changed
the Cylindrical Algorithm in such a way, that now it perfortihe reconstruction not “projection
by projection”, but in “plane by plane” order. With this ait@tion the reconstruction process
requires much less memory. We keep only parts of the FiltBregection, Volume, Geome-
try and Weighting Coefficients Tables, that are requirecetmnstruct the current plane. This
reduces the amount of used memory and gives the possilalitgrf optimization of memory
accesses. The side effect of this modification is that thenstcuction now cannot be performed
along with the projection measurements.

The following sections of this part present the transforamadf the Cylindrical Algorithm.

In section 4.1 we start with the sequential backprojectiioa @dial element in a plane. Then,
we introduce the parallelization scheme of the sequentiakjrojection in section 4.2 and
provide the correctness of this scheme. After this, théh&rrmodification - pipelining of the
parallel backprojection, is presented in section 4.3. gdrese modifications we describe the
reconstruction of a plane and the reconstruction of a volursections 4.4 and 4.5 accordingly.

4.1 Sequential Backprojection

This section presents the description of the sequentiahsgouction of a radial element. We
consider here only the backprojection process itself. #&lkeo calculations, i.e. filtering and
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geometry computations, will be defined later.

We map the tables of the Cylindrical Algorithm into the cepending memories. During
the description we assume that the required data from thbsestare available.

4.1.1 Memories of the Sequential Backprojection

For the sequential backprojection we present the followegnories and their correspondence
to the tables of the Cylindrical Algorithm. These memorieswsed here only for the descriptive
purposes. The memories of the design are defined later irtaatap

The memonEFM is a mapping of the Filtered Projection Table. This memoydapacity
of N2 @yax €lements. For the elemefdy,Yq) X4,Ya € [0 : N — 1]z of the projectioriy € [0
®imax— 1]z the following holds:
EFMIN-yqy+Xq,ig] = FD[Ya, Xq; ig).

Other memories save the data required for the reconstructithe particular radial element
in a plane. These memories have capacity®gf,,, elements. We discuss the reconstruction of
the radial elementp € [0 : romax— 1]z in the planezg € [0 : Zomax— 1)z

- The weighting memoryW T M consists of the elements of the Weighting Coefficients
Table

WTMgo] =WT[zo,ro, ¢o] Vqo.

- The intersect memoryN SM consists of the elements of the Geometry Table
INSMgo] = INS[zo, ro, 9o] V¢o.

- The volume memory M consist of the elements of the Volume Table

V M[¢o] = Ve[zo,To, ¢o] V¢o.

4.1.2 Sequential Backprojection Flow

Using the above defined memories we can express the backjwoj@f a radial element as
follows. Assume the reconstruction of the radial element [0 : romax— 1]z in the plane
2o € [0 : zomax— 1]z. Recall the description of the Cylindrical Algorithm in $en 3.1.9. We
repeat here the backprojection step:

for ig= 010 @yma—1dO

for o = 0 t0 Poa— 1 dO
pa < INS[zo, o, go] (ModN)
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Zy < |INS[zo, 10, 9o] /N|
VC[ZO’ ro, ((PO —Ng- i(P> (mOd (pomax)] — VC[ZO7 ro,
(@o —Ng-ip) (MOd Pomay)] + FD[pPd; Z,ig] -WT[ro, ¢o]
end for
end for

We write this part of the algorithm now in memory notatioro(fr previous section) as

for ip = 0t0@ypa—1do
for o =0 to @o,ax— 1 dO

VM[(go —Nng-ig) (MOd Qomay)] < VM[(Go — Ng-ig) (MO Qom,y)]
+EFM[INSM[(po],i(p] W T Mo

end for
end for

Setting
Y= (Po— Ne- i(P) (mod (POmax)
and writing@o = (Y + Ny- i) (Mod Yoy, We obtain

VMW« VMIY]+EFM|INSM(W+g-ig) (MOd Gomay)]:io|-
WTM(W+ng-ie) (Mod @omay)]-

Consider fixed valuéy € [0 : @4max— 1]z. The memory locatioW M[y] is updated exactly
once, namely bypo = (P + Ny - i) (MOd @o,y- It is updated by the solution of the equation

Y= (¢o—Ng-ig) (MOdPomay) -

There can be infinitely many solutions because of the moduigpaitation

(w+n(0'i(0) (mOd(pOmax>+k'(pOmaxv ke Z\{O}-

Whereas the loop fapo is generated fogo € [0 : Qomax— 1]z andng € Z>1, we have only one
solutiony.

Finally, the update of each location in memafi¥|[] can be rewritten setting

@ == (@o+nNg-ig) (MOod@omay)

as a sum
Pdmax—1

VMgl =y EFM[INSM[(d],i(p] WTMg]. (4.1.1)
ig—0
We write now the part of the backprojection of a radial elemen
for @o = 010 Popa— 1 dO
VM[go] — i‘f’;‘:mgx_lEFM[lNSM[(d],i(p] WTMg]
end for
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detector

common
——projection
data

Il X-ray I
i1 cone-beam i

Figure 4.1: Projection of the two planes into the detector.

Equation (4.1.1) is a straightforward implementation & backprojection of a radial ele-
ment. We address memowM linearly, whereas other memories are accessed with theeoun
after cyclic rotation. This will be the model of the backpctiion of one voxel on a radial ele-
ment. Later we will show that the parallel and the pipelinadaiel backprojections schemes
can be transformed into this model.

4.2 Parallel Backprojection

The speed-up of the sequential backprojection is done Isgheduling of the operations and
the correspondent modification of the memory structure. @¢edbe how the sequential back-
projection is transformed into the parallel backprojettio

4.2.1 Selection of the Parallelization Method

The reconstruction of several planes in parallel requiresédundancy of the filtered projection
data, because the planes can be projected into the same cégiee detector (see Figure 4.1).
Thus, this common data will be accessed during the recarsiruof each plane. This requires
a complex control and scheduling during the reconstruction

For the same reason the parallel backprojection of sevadshlrelements in one plane
can not be performed without the scheduling of the accessdg®tcommon data, required to
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reconstruct these radial elements.

The parallel reconstruction of the radial element is anctiffe way to speed-up the re-
construction. During the backprojection g, pProjections are accessed sequentially and
independently from each other. This is used in the parafiabn of the backprojection. All
projections are divided into several groups. Each groupatos an equal number of projec-
tions. The accesses inside these groups are performedns@djyewhile the accesses to the
groups are done in parallel.

Let b be the number of groups of the projections. Each group has

— (pdmax

p- b

projections, wherep,,5 and b are selected in such a way, thatis a power of two. The
indexi € [0 : b— 1]z will denote now the number of the group and the index[0: p— 1]z
will be used inside this group. Obviously, for some projectj in the group we can obtain the
valuei as follows

ip:=1-p+j.

Each group of projections is stored in a separate memorg,weuhaveb such memories.
These memories are required to reorder the weighted valaestf projections, because they
correspond to the different voxels. These memories aresaeden parallel using a common
address. This address is taken from the intersect memomwy.irfifrsect memory is accessed
sequentially withpo € [0 : @oax— 1]z. With each access to the filtered projections we fétch
filtered values simultaneously. These values are weightidaxxzommon weighting coefficient
and stored in intermediate memories. Afgey;,,,- b many values were fetched and weighted,
they are accumulated. This process is repeateg fones.

There is a possibility to avoid the additional intermediagmories by using copies of the
intersect and weighting memories. The access addressfortdrsect and weighting memories
must be precomputed for each voxel. But the side effect efdtructure is, that if we will use
the dynamic memory for the filtered data, the output valudisaginon-synchronous. So, using
the common address for all external memories we have théigdémemory functioning, i.e.
all accesses and memory control are identical for all chips.

4.2.2 Memories of the Parallel Backprojection

The schematic of the memory structure for the parallel baajkption is depicted on Figure 4.2.
The memoriesNSM, WT M andV M stay the same as for the sequential backprojection. By
Vv MU} we will denote the contents of the memar after the roundj. This is used for the
description of the accumulation.

We introduce a new notation for the memories, that store lfeedfd projection data. There
are nowb such memories. BEFM() we denote the memory, that consists of the projections
of thei"group. Each projection ha¢$? elements. Th&FM{) corresponds to thEFM in the
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voxel address ¢q
4

v
INSM

v v

EFM© EFM®  [--e-] EFM®T WTM
‘ multiplier ‘ ‘ multiplier LI multiplier ‘

v v v
IFm(0) IFm(1) oo IFM(®-1)

y Y
to adder to adder to adder

Figure 4.2: Memory structure of the parallel backprojettio

following way
EFMO[x, j] <= EFM[xi-p+j] j€[0:p-1]z i€[0:b—1z. (4.2.1)

Obviously, the total capacity of ab memoriesEFM()is equal to the capacity of theFM
memory from the sequential model.

We introduce a new memory structure, that is required forpiuallel implementation of
the backprojection. Before the summation, the weightedtidata is reordered using the group
indexi and the projection index. The data from th&€ FM({)is stored in thé"intermediate
filtered memory denoted by thHEM (). Each of these memories storgs;,,., elements.

4.2.3 Parallel Backprojection Flow

Consider the reconstruction of the radial elemeft [0 : romax— 1]z in the planezo € [0 :

Zomax— 1]z. The backprojection of the whole radial element is dividetb ip rounds with
the round countej. Each round consists of two stages: processing of the filtdeda and
accumulation.

Processing of the Filtered Data

The memoryiINSM is accessed sequentially usipg as an address (see Figure 4.3). This is
done for allgo,,5, €lements in one roung The values of the intersect memory are used as the
common addresses for &F M) memories:

EFMO[INSMgo], j] Vi.
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access with a linear address

01 nyp-1 01 nyp-1
? INSM ? WTM
2 2
b-1 b-1
access with ajcommon address
T T [ -
i erm©@ i erm(?) i erm®1)
|
f
f e O o
access with a precomputed address for each memory
01 ngPp-1 01 nyp-1 01 nyp-1
? IFM(O) ? J IFM(1) ? IFM(b'1)
2 2 e o o 2

b-1 b-1 b-1

Figure 4.3: Access to the different memories of the parbiekprojection. Recall thgk, .=
Ne* Pdmax= N~ P-b. The example on this figure uses valges= ny- p+1 andj = 0.

The filtered projection data, fetched from the memo&#sM(), are multiplied with the
weighting coefficients. These coefficients are fetched ftbemmemoryW T M using the ad-
dressgpo. The memoryW T Mis accessed sequentially as the memdi$$M. The products of
the multiplication are stored in the intermediate filtereehnories FM ()

IFMO[¢] := EFMO [INSM[(po], j] WTMgo] Vi (4.2.2)

using the address
¢ = (Po—Ng-(i-p+j)) (MOd Pora)-

This is called aeordering process- sequentially accessed filtered data from bhmemories
are stored in the corresponding intermediate memoriesaditieess in these memories depends
on the current roungl and the index of the projection groupThe following Lemma provides
the correctness of the data reordering.
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from IFM(i)

i

VM
L

Figure 4.4: Accumulation stage for parallel backprojectio

Lemma 2. Let@:= (@o+Ng- (i- P+ j)) (MOd Qomay) fOr go € [0 : Poyax— 1lz. For an arbitrary
round j€ [0: p— 1]z the following holds

IFM©[go] = EFM®) [INSM[(p],j] WTMg Vi. (4.2.3)

The Equation (4.2.3) describes the parallel access tb themoriesEFM({) . Each access
to i"memory is performed as for the sequential backprojectioh 1% We computep for the
roundj. Then we access all memorie§ M) and write the fetched values into the correspond-
ing intermediate memorid&M (). The write address for these memoriegis

Proof. We express the indegp using the indexpas
Po = (@—ng-(i-p+])) (MO Poray)-
Insertingqo into the the Equation (4.2.3) gives the Equation (4.2.2)
IFMU[(@—ng- (i p+ 1)) (Mod o] = EFM®[INSMg), j|-WTMg. T

After the roundj the intermediate memories consist of the weighted filtelexthents fronb
projections. These elements are used during the accuomktage of the parallel backprojec-
tion.

Accumulation

During the accumulation stage Almemoried FM () are accessed in parallel with the common
addresspo € [0 : Qoax— 1jz. The data, fetched from the intermediate memories are accu-
mulated with the result of the previous round (Figure 4.4)e Tesult is stored in the volume
memoryV M

vMU} o] := EjIFM(i)[(po] +VMU ). (4.2.4)
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We ensure that before the first accumulatipa=(0) all elements of the memokyM are equal

to zero. Equation (4.2.4) means that in the roynsle accumulate the weighted filtered data
from the projectionsi- p+ j) for all i. After p rounds the memory M will store the result of
the backprojection of a radial element.

4.2.4 Correctness of the Parallel Backprojection

The correctness of the parallel backprojection of a radeent is given by the following
Theorem.

Theorem 2. The result of the parallel backprojection of a radial elerhgma plane is the same
as the result of the sequential backprojection of this radiement.

Proof. We will show that the parallel backprojection, describedHnguations (4.2.3) - (4.2.4)
can be transformed into the sequential backprojection. euds the reconstruction of the
radial elementg € [0 : romax— 1]z in the planezg € [0 : Zomax— 1)z-

Let@:= (Po+Ny-(i-p+ j)) (Mod Ponay- Applying Lemma 2 to the sum

b—1
Z) IFM D o]

from the Equation (4.2.4), for app rounds we obtain the following:
VMU go] = pibiEFM(i) [INSM[(p], j} WTMg.
S0is
Using the correspondence (4.2.1) of BEM({) to the memonE FM we write
VMIPHgo] = FibiEFM INSMI@,i-p+ | -WT Mg,
j=0i=

The double sum is nothing else than the sum of the weightedalegr all projections. Recall
thatiy:=1i-p-+ j. Introducing the new variable

¢ = (go+ng-ig) (MO Gomay
and combining two sums we have (see (4.1.1))
Pdmax—1

VMPlgo] = S EFM[INSM[(p(],i(p} WTM¢]. O

ig=0
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voxel address ¢q
4

v
INSM
v v
EFM© EFM®  [--e-] EFM®T WTM
‘ multiplier ‘ ‘ multiplier LI multiplier ‘
v
Fm(©) Q) .. Fmb-1)
Al B A i B Al B
to adder to adder to adder

Figure 4.5: Memory structure of the pipelined parallel jaoection of a radial element.

4.3 Pipelined Parallel Backprojection

The parallelization scheme described in the previous@ecpeeds up the backprojection in
the Cylindrical Algorithm. This modification can be optirz using the pipelining technique.
During the parallel backprojection, when the fetch of theefédd data is performed, the part
of the resources for the accumulation stage is idle. Thisagdn is changed when we try to
re-schedule the backprojection using pipelining.

4.3.1 Memories of the Pipelined Backprojection

The memory structure of the parallel backprojection musthenged in order to perform the
pipelined computations. The memory structure of the pigeliparallel backprojection is de-
picted on Figure 4.5.

For the pipelining we use the doubled memory structure. nsigis of two memories with
equal capacity. These memories are denoted for simpligith land B. For the pipelining
process these memories are used in the following way: oneameis available for reading,
another - for writing, and then the functions of these mee®are interchanged.

The intermediate filtered memory uses this doubled stractuthere are totaly b such
memories. ByFM((:';‘) we denote the memory for reading access and:lmg\’,é) — for writing
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access. The type of the access to the internal memories iedddy the indexy

(ij) _ IFMy  jis odd Wi IFMY  jis even
IFMCI’ - O s IFMCW = i .. .
IFMg’ jiseven IFMg’ jisodd

Such construction of memories provides the following prope

IFMET o] == 1IFMEY [90] Voo. (4.3.1)
In another words, the data that was written in the roynid available for reading in the
round(j +1).
There are two memories that are used to store the interneadisitilt of the backprojection
and one memory is used to store the final result of the badkgtiopn. The memories, used for

the intermediate computations are denote(si/IMésr) andV M((:s\fv. They are used for reading and
writing accesses, accordingly.

VMp sisodd VMp Siseven
vME = T VME, =3 DA
VMg siseven VMg sisodd

The memory that stores the final result of the reconstrucsicienoted by Mo.
Other memories are the same as defined in section 4.2.2. Timem&FM()is used for
the filtered data, thENSM for geometry data and th& T M for the weighting coefficients.

4.3.2 Pipelined Parallel Reconstruction Flow

We describe the pipelined parallel backprojection of aakeliement. The pipelined schedule
of the backprojection of several radial elements will bespreed later.

Consider the reconstruction of the radial elemeft [0 : romax— 1]z in the planezp €
[0 : Zomax— 1]z. The backprojection of the radial element is performeg iounds. In each
round j the filtered data is fetched from tHememoriesE FM({) using the values from the
intersect memory as the addresses:

EFl\/l(i)[lNSM[cpo],j} Vi, Yo,

The weighting memory is also accessed sequentially @it each round. The filtered data
from each memongFM()is multiplied with the weighting coefficie' T M[go]. Using the
address

@ :=(@o—ny-(i-p+j)) (Mod oy

theitM product value is stored in th¥intermediate memorfFM ) as

IFMUD @] := EFM® [INSM[(pO], j} ‘WTMqo)] Vi. (4.3.2)
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D[ =0 = | = 5 S =2 1 | idle
write IFMg,, | =0 =1 =2 /| =2 j=p-1
accumulate in VM(CJ;)W W j=1 j=2 ) ? j=p-2  j=p-1 V\m‘g

A
round number | j=0 j=1 j=2 =p-2 i j=p-1 =p

Figure 4.6: Pipelined parallel backprojection of a radlahgent.

This is done for alb memoriesIFMg\’Aj,) in parallel for p rounds. Lemma 2 provides the cor-
rectness of the data reordering.

Data, that is fetched and reordered in the rognds accumulated in the round + 1).
Figure 4.6 provides the graphical description of the pipef process. For the description we
use the following property of the doubled memory structure

VMU o] := VMY (o). (4.3.3)

Ineach round € [1: p— 1|z the data from théF M((:r [po] is accumulated with the preV|ous

result, which is found in the memoWMCr [@o]. This sum is stored in the memdvWICW This
is done for eaclpo € [0 : Ponax— 1z

VMY o Z)u:lvlcr 0] +V MY [go). (4.3.4)

In the first round of accumulation all elements in the memomélr) [@o] must be equal to
zero. Using the property (4.3.3) this is expressed as

VM2 [@o] :=0 Vo (4.3.5)

After p backprojection rounds all required data are fetched franfiltered projection mem-
ory. To obtain the result of the backprojection one more dogsmeeded, because weighted and
reordered data from the round= p— 1 was not yet accumulated. During this additional round,
the result of the backprojection is stored in the membilo (Figure 4.7)

V Moo Z)IFMCr [90] +VMP o). (4.3.6)

The data fetch and the accumulation are carried ogtriounds, but accumulation starts later,
in the roundj = 1. Counting the additional round, we have totab/ 1) rounds for the back-
projection of a radial element. Later, when the whole plarlélve reconstructed using the
pipelined parallel backprojection scheme, we will showt #ach radial elementis reconstructed
in prounds. This is possible, because the idle rounds at thehiegi of the backprojection of
the radial elements are removed.
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(i.J)
from IFMCr

wWo || avmO)

Figure 4.7: Accumulation stage for the pipelined paralhprojection of a radial element.

4.3.3 Correctness of the Pipelined Parallel Backprojection

The correctness of the presented pipelined parallel récarti®n, described by the Equa-
tions (4.3.2)-(4.3.6), is provided by the following Theware

Theorem 3. The result of the pipelined parallel backprojection of aigdlement is the same
as the result of the sequential backprojection of the sard&alalement.

Proof. We will show that the Equations (4.3.2) - (4.3.6) can be ti@msed into the non-
pipelined parallel backprojection of a radial elementrirsection 4.2).

The contents of the memof\yMé‘:) is the sum of the weighted filtered data fetched in

the (p— 1) rounds. Using that the memory elements of Vrmélr) are equal to zero (4.3.5),

the contents of the memo\oyMé'?) Is expressed as
(») (p-1) " )
VM lgo] =VME, Vol = 5 3 1FME ol
=1 i=

We plug this into the Equation (4.3.6) and obtain the follogvformula

b—-1 .
VMolgo] = _Z)IFMg;p)[cpoHVMéﬁ’)[cpo]
2

= i.p) bt )
= S IEMUP o] + IFMED (o]
2, /FMer @+ 3 5 IFMc:

p b-1

_ ()]
,-; ;)'F'V'u [90]
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The last equation can be represented using the propertyt 48

p b-1 .
VMolgo] = 3 Z)'FMc(:'od”[cpo]
==

p—1b-1 (i.j)
= IFMEY [go] -
J%izj Cw

Applying Lemma 2 to the new notatiomF(Mg(Aj,)) we express now the data, stored in the

memoryl FM((:i(Aj,) as

IFME) [9o] = EFMO | INSMg), | -W T Mig)

where the indexpis expressed ap:= (¢o —Ng- (i- P+ j)) (Mod Qo4 - These data are accu-
mulated in the memory Mg as follows:

p—1b-1 ()
VM = EFMYIINSMa], j| -WTMq.
olool =3 5 [INSMgl, j] -WT Mg

The obtained equation is a parallel backprojection of aaladément, described in section 4.2.3.
By Theorem 2 the result of the parallel backprojection ofdiakelement is equal to the result
of the sequential backprojection of the same radial element O

4.4 Pipelined Reconstruction of a Plane

Using the pipelined parallel backprojection of a radiahsd@t we describe now the reconstruc-
tion of a plane.

The reconstruction of a plane consists of the backprojeafdhe radial elements and the
geometry computations. The geometry data, required forabenstruction of the radial ele-
ment is computed before the backprojection of this element.

4.4.1 Geometry Computations

The significant part of the reconstruction are the geomeaingputations. The Cylindrical Al-
gorithm increases the efficiency storing the pre-computsahgetry information, the intersect
addresses and the weighting coefficients, in the GeomettWw¥gighting tables accordingly.
But this large amount of memory)(N2)) is not efficient for the hardware reconstruction.

In our design we use the Geometry and Weighting tables orlyaig. We compute and
store only those elements of tables, that are required nsdaict the voxels of one radial
element. This modification of the Cylindrical Algorithm sifjcantly decreases the amount of



4.4. PIPELINED RECONSTRUCTION OF A PLANE 67

memory required for the geometry data. The reconstructihredule allows to perform the
geometry computations in parallel with the backprojectbbthe radial element.

The geometry and weighting tables are stored in the correBpgQ memories, used dur-
ing the backprojection (recall their definitions from senté.1.1). For the reconstruction of a
plane we modify these memories. Now, the memories have delbstructure similar to those
described in section 4.3.1.

The Intersect memory consists of two memories, A and B. Eaanaony inside this structure
has a capacity afo,ax€lements. ByNSl\/ﬁ we denote the Intersect memory that is accessed

for reading and byNSI\/éSV)V— for writing. The internal memories are selected dependmthe
parametes

INSI\/@: INSMy 5fsodd andINSI\/@v: INSMy 3fseven.
INSMg sis even INSMg sis odd

The Weighting memory has the similar structure as the lattreemory. ByWT I\/g)
andWT I\/@v we denote memories for reading and writing accesses aogydi

w

WTM(:S): WTM, sisodd WTN[(:S)— WTMa siseveq
' WTMs siseven WTMs sisodd

The above defined memories have the following property

INSME™ [qo] := INSMS) [qo]

and
1
WTMS Y [go] =WTMS 0] Vo,
The computation of the geometry data — intersect coordsnael weighting coefficients

will be described in section 5.6, where the constructiorhefwhole Geometry Computations
Unit will be discussed.

4.4.2 Reconstruction Schedule

For the description of the reconstruction schedule we usadtation presented in section 4.3.

Consider the reconstruction of the plargc [0 : zomax— 1]z. Each radial element is re-
constructed using the pipelined parallel backprojectieor.the reconstruction of several radial
elements the backprojection flow (section 4.3) is modifiethefollowing way.

The reconstruction flow is presented in Algorithm 7. In thedofor all radial ele-
ments (lines 2-18) two processes are performed in pargiégimetry computations (lines 3-5)
and the backprojection of the radial element (lines 6-1He Graphical representation of this
flow is depicted on Figure 4.8(a).
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Algorithm 7 Reconstruction of a Plane

Require: memoriesEFM{) consist of filtered projection data
1. compute geometry data fop = 0
2: for ro=0toromax— 1 do
3. if ro<romax— 1lthen

4: compute geometry data fop + 1
5. endif
6. for j=0top—1in parallel for each group of projectionso
7: for o = 010 oa— 1 dO
8: @ (go—ng-(i-p+])) (MOd Qo)
o: IFME (@ — EFMO [ INSME? go), |- W T ME? go
10: if j =0then
11: VMY [go] 0
12: VMolgo] — 5P IFME [go] +V MY (o)
13: else _
14: VMEalgo] — 5P 1FME;” o] +V M o)
15: end if
16: end for
17:  end for
18: end for

compute _ _ _ = Oir—r _
geometry| 070 o= 072 || &2 5ons!]
I
backproject - - =r -3 r=r, -2r=r, -
radiarljelfement W 0=0 o1 ) ) G oms 0oma? '070ma!
(@)
radial element rq radial element r5+1

el 55 [ e e e e
v ol SV 72|77 5 SR LR | e e R

round number =0 =1 =2 =p-2  j=p-1 | j=0 =1 =2 =2 =1 =0

(b)

Figure 4.8: Reconstruction of a plane. (a) Two processed@id¢construction - geometry
computation and backprojection. (b) Backprojection okesal/radial elements.
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Before the reconstruction of a plane starts, the geometgy (@@ersect points and weight-
ing coefficients) are computed (line 1). These data are uséudki reconstruction of the first
radial elementro = 0). During the geometry computations the geometry datahfernext

radial element are written into two memories: intersect mMNSI\/[(:rVCy and weighting mem-

oryWT I\/[(;V‘a). Selection of the internal memories is done using the imgeot the current radial
element.

The reconstruction of a radial element is performed as itdeseribed in section 4.3. The
only change for the pipelined parallel reconstruction ofeap is made in the schedule in order
to eliminate the idle rounds:

the reconstruction of the new radial element starts withl&#st round of the back-
projection of the previous radial element

This last round is denoted by “writé Mp” on Figure 4.8(b). During this round the mem-

oryVMé?,%, is cleared. This is done in order to add zeros in the next rowhén the accumula-
tion for the new radial element starts (line 14). Thus, tlirineement for the pipelined parallel
backprojection of a radial element is fulfilled (section.2)3

At this point, we discuss the geometry computations on tisgratx level, without any spec-
ification. They will be formally defined in section 5.6. Nowgvassume that the geometry
computations for one radial element are performed notiftiséa the backprojection of a radial
element.

4.5 Reconstruction of the Volume

To describe the pipelined parallel reconstruction of thellvolume we will use the previously
introduced reconstruction of a radial element and a plareeh&ve described all processes and
requirements for the reconstruction of a plane, except hewvdata is filtered and stored in
memorieE FM({) .

We will analyze the consumption of the projection memoryhe Cylindrical Algorithm,
and introduce memory structure for the filtered projectiatad At the end of this section we will
describe the pipelined parallel reconstruction of the r@irom the cone-beam projections.

4.5.1 Projection of a Plane

The part of the object, that is reconstructed later as a plangojected into the region of the
detector. The height of this region is a number of detectasrdVe will use this information to
define the capacity of the filtered projection memory in oLgigie.

Definition 13. A set of detector rows, that contains the projection of a pla) is defined as

lines(zo) = {Yd | Pasp|[*, Yd,*] required to reconstruct the planeo Z [0 : Zomax— 1|z }-
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Figure 4.9: Projection of two planes into the detector.

The cardinality of the sdineszp) is a number of detector rows, required for the recon-
struction of the planeo.

The reconstruction process is started from the upper platheva move down, reconstruct-
ing plane by plane sequentiatlyFor the reconstruction of some plazgwe need to know how
many detector rows were already filtered and used in the staartion of the previous planes,
that are situated upper than our current plane (see Fig8je Bhus, the detector rows which
were used to reconstruct planes before the current @greae defined as

Linegzo) = [ J lines(2).

0<z<zp

Definition 14. A set of detector rows for the reconstruction of the plafelzat must be filtered
and added to the already available rows is

Alines(zp) = lineg(zp) \ Lineg 7o) .

The number of detector rows, required for the reconstraatifothe plane is dependent on
the parameters of the experiment. This will be analyzed latthe evaluation chapter.

Definition 15. By DLC[zp| we denote the table

DLC: [0:Zomax— 1]z — Z

1The reconstruction can be started from the arbitrary planée volume and move further in the arbitrary
direction (up or down). In this case the talleC must be changed.
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that maps the coordinate of the plang & [0 : Zomax— 1]z in the volume to the corresponding

value fines(0) f
| #lineg0 ifzo=0
DLC[zo] = { #Alines(zo) if 20 # 0

computed for some particular half-beam opening argle

The first element of this table contains the number of deteaciws, that must be filtered
initially to start the reconstruction of the volume. We assfithat the setines(0) contains de-
tector rows fromyq = 0. The tableDLC is mapped into the memoBLCM that containZomay
elements of the tablBLC.

One particular important property of tabld C is that for the real experiment parameters
(see chapter 6) the following hold®LC[zp] = 1 for almostall zo > 1. There are non-one
values, e.g. “zeros” and “twos”, but they arise seldom onlg tb the rounding during the com-
putations. Therefore, in some of the future timing diagrama®nly show one cadeLC[zp] =1
for zo > 1 for simplicity.

The maximal number of detector rows, required to reconstriptane in the current volume

is
Lmax:= max  (#linegzp)).
20€(0:Zomax—1]z
Let
ny = 2[10%2(Lmax)] (4.5.1)

be the number of detector rows, that are stored in the merBgrgefinitionn, > Lynax Hence,
for the reconstruction of each plane the memory will corslishe sufficient amount of filtered
detector rows. In chapter 6 we will analyze the impact of tkeeeiment parameters on the

valueLmax

4.5.2 Filtered Projection Memory

For the minimization of the amount of memory used for the nstaction, we store only the
part of the filtered detector data, which is required for #monstruction of one plane.

Consider the reconstruction of the plargc [0 : zomax— 1]z. The filtered detector rows
required for the reconstruction of the current plane areestin the memory structueFM() .
There ardo memories, each consistsmffiltered detector rows fop projections. The capacity
of eachi"memory isn; - p-N elements. The total number of the filtered detector elements
available in the system i% - Ggax: N-

For the reconstruction of the next plamg+ 1, the memorieEFM(i) are updated. We fil-
ter and store Mines(zo + 1) detector rows in th& FM® This process is performed in the
following way. During the reconstruction the memoreEM() are used in each cycle of the

2In practice we eliminate the unused detector rows and stariting from the first detector row, that contains
the projection information.
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backprojection. That's why the input filtered data are starethe intermediate memories de-
noted byEIFM() . Each filtered projection memoBFM() has the corresponding intermediate
memoryEIFM{) | All EIFM) together hold data for one detector rgyve [0 : N — 1]z for all
projectionsip € [0 : qumax— 1]z, i.€.

EIFMD[j-N+x4] = FD[xq, Y, ig] VXa-

When the detector row is completely filtered (for all projens) and the filtered data is written
into the intermediate memories, we wait until the end of #n@nstruction of a plane. After
this, the data is transferred from tB#FM®into the EFM{)in parallel for allb memories.
Using the address of the roy (mod n;) the new data is written over the old data that was
already stored in memorigsFM()

EFMD[yy (modn)+xq, j] — EIFMO[j-N+x4] V,Va,Xd.

During the reconstruction of the whole volume with},,,, planes the filtering and data transfer
between memories are done for all detector rgyvs [0 :N — 1].

The correctness of the memory update for the reconstruofi@ach planeg is provided
by Lemma 3 in the next section.

4.5.3 Filtering of the Projection Data

The filtering of the projection data is performed using theecti implementation of the con-
volution. Recall definition of variables from section 2.8h€Tfiltering is a computation of the
Filtered Projection Table (3.1.4):

N—-1 %

FD[Xd7Yd7|(p]:d %Png(k,yd,kp)h(de—kd) — \V/Xd,Yd,icp
K= \/SO + P+ 2

which is mapped into the memori&=M®) . The input projection datBj3p must be already
pre-weighted

d-SO

Pd3DW(Xd7yd7i(P) = Pd3D(Xd7yd7i(P) ' — } \V/Xd,Yd,i(p-
\/SO +p2+2

This is included in the preprocessing conditions (secti@n?j.

Filtering is done for each detector row sequentially fopatljections. Each row is filtered
and saved into the intermediate memot&M () (Algorithm 8). After the row is filtered, data
from the memorie€ IFM () is transferred into th& FM{) (Algorithm 9).

Recall the description of the sBhegzp). For the reconstruction of each plane the cor-
responding numberlithes(zo) of filtered detector rows must be available. We need to add
detector rows, that are contained in the ABheszp), to the already filtered rows. Thus,
the preparing of the detector rows for the reconstructiothefplanezo will be the follow-

ing:
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Algorithm 8 Filtering of a Detector Rowy

1: for ig = 0t0 Qypax— 1 dO (counter of projection)s

2. forxg=0toN—-1do (counter in a roy

3 i lig/P] (compute the projection’s group numper
4: j —ig(mod p) (compute the offset in a groyp
5. EIFMU[j-N+xa] — 530 Pasow(k. Ya,ig)h(xa-d —k-d)

6: end for

7. end for

Algorithm 9 Data Transfer to the Memori&sFM()

1: for j=0top—1do (counter in groups of projections
2. forxg=0toN—-1do (counter in a roy
3 EFM®[yq (modny) +Xq, j] — EIFM®[j-N+xg]

4: end for

5. end for

1: for all yy € Alinegzp) do

2.  filter detector rowyy _ (Algorithm 8
3:  transfer filtered row into the FM({) (Algorithm 9)
4: end for

The following lemma summarizes the above presented déiscrip

Lemma 3. The filtered projection data required for the reconstruntaf the arbitrary plane @
is obtained after filtering and addingAlines(zo) detector rows into the memory struc-
ture EFM®

Proof. We will prove this Lemma by induction over the planes.

1. Consider the upper plane of the volurag £ 0). Before the reconstruction of this plane
we need to filter and stordi#es(0) detector rows (the valueLCM|0]). These processes
are described in the Algorithms 8 and 9. By definition

#lines(0) < Lmax < ny.

As the memory structur&FM() has the total capacity af; - Qumax: N elements, the
amount of filtered data is not greater than this capacitysTallprojection data, required
for the reconstruction of the upper plane will be availableiemorieEE FM() after the
end of filtering.

2. Consider an arbitrary plarzg. We need to filter and add¥#ines(zo) into the memories
EFM® . There can be two situations.

- #Linegzo +1) < n;. In this case we simply add new filtered ronslithes(zo) into
the memorie&€ FM() ,
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- #linegzo+ 1) > n,. We need to overwrite some or all previously stored rows be-
cause the memory consists of at mgstows for each projection. Assume we add
some rowyy € lines(zo). We store this row using the addreggmodn;), and the
row, previously stored at this address, will be overwritt€he row with the address
yq and the row with the addregg — n, cannot both belong thines(zp), because in
this case #nes(zo) > n;. This is a contradiction.

After the filtering process we will have in memory the filterddtector rows that are
in lines(zp), because

#Alines(zp) < #lines(zo) < Lmax< ny.

The data, that is overwritten during this process, is notireg for the reconstruction of
the planez. O

4.5.4 Pipelined Reconstruction Schedule

The reconstruction of the volume is performed using thelpipd parallel reconstruction of
the planes, contained in the volume. The filtering is perfminm parallel to the reconstruction
process. Algorithm 10 presents the computation flow.

Algorithm 10 Pipelined Parallel Reconstruction of the Volume
1: for yg =0toDLCM[0] — 1 do

2. filter detector rowyy (Algorithm 8)
3: transfer filtered row into the FM{) (Algorithm 9)
4: end for
5. for zo = 0 t0Zoax— 1 dO
6:  reconstruct plangp (Algorithm 7)
7. if Zo < Zomax— 1 then (filter data for the next plane
8: for k=1toDLCM[zp+ 1] do
9: filter row yg +k (Algorithm 8
10 transfer filtered data te FM(®") (Algorithm 9)
11: end for
12: Yd < Yd + DLCM[zp + 1] (update the row counter
13:  endif
14: end for

Before the reconstruction of the upper plane the nurbth&M[0] of detector rows is filtered
and stored in the memori&sFM() . After this the reconstruction of planes starts. The loop
(lines 5-14) goes through all planes sequentially from tppen plane. Two processes are
performed in parallel - the reconstruction of a plane (lineaBd the filtering of the detector
rows, required for the reconstruction of the next planesfif-12).
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Figure 4.10: Reconstruction of the volume. (a) Pipeliniidgh@ two processes. The phase
“filter and store data forg” contains filtering and transferring the detector rowse lines(0).
(b) Reconstruction of a plane in detail (see Figure 4.8).

The graphical description of these two processes is predeont Figure 4.10(a). By
“write” we denote the process when the filtered detector rewransferred into the memo-
riesEFM() (Algorithm 9). We depicted write phases of the same lengitgdneral the length
is variable and the phase might be missing in case when wetdamdany new filtered detector
row.

Figure 4.10(b) describes the reconstruction of a planemmection to the filtering process.
The geometry computations for the first radial element inam@lare performed during the
transfer of the filter data, before the start of the recowrsivu itself. The reconstruction of the
first radial element in a plane starts when the data transferished and the required filtered
data is available.

After the end of the reconstruction of the last radial elenieia plane, the data which was
filtered during the reconstruction of the current planesassferred (Algorithm 9). At the same
time the last round of the accumulation is performed.

4.5.5 Performance Analysis

Modifications of the Cylindrical Algorithm, described inglchapter, accelerate the reconstruc-
tion of the volume from cone-beam projections. These matibos are parallelization and
pipelining of the backprojection, special scheduling dgrihe reconstruction of the volume.

Table 4.1 presents the information about the main opemtitivat are performed for the
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Part Description of operations Number of operations
Backprojection| access t&EFM, Pomax’ Momax: P
of one plane | multiply-accumulate
Geometry compute intersect points | Qoax: Fomax
computations | and weighting coefficients
Filtering multiply-accumulate, N? - Qqyax- DLC[Z0]
of one row write intoEIFM
Data transfer | copy fromEIFM toEFM | N- p-DLC|z]

Table 4.1: Main operations, performed for the reconstamctif one plane.

reconstruction of one plane. Obviously, number of operatioequired for the reconstruction
of the whole volume is obtained multiplying by the number &neszo, NO additional
operations are required between the reconstruction of taoes. The longest computation
is the backprojection, but the number of operations is redwsignificantly using parallel
memories, and performing the geometry computations inlgata the backprojection.

Time required to perform the operations described in Tabdstdifferent for all of these
operations. Itis implementation specific for each openratio the next chapter, during the spec-
ification of the hardware architecture, we show that duriipglned execution, throughput of
the computational modules is one operation per cycle. Algihg multiplication of two operands
is performed in three cycles. Another significant reductbthe number of operations is done
using the Finite Impulse Response filter. This decreasesuh#er of multiply-accumulate
operations tiN - @y, fOr the filtering of each detector row.

4.6 Conclusion

In this section we described the modification of the CyliodriAlgorithm. The parallelization
of the backprojection was presented. It was shown that tfiereint computational tasks of
the reconstruction can be scheduled in order to minimizenthie time, i.e. when the one
task waits for the result of the another task. The implentantaof the presented pipelined
parallel reconstruction of the volume from the cone-beaajgations will be described in the
next section.



Reconstruction Hardware

This section provides the description of the hardware g&chire for the reconstruction from
cone-beam projections. The hardware architecture is b@séae description of the pipelined
parallel reconstruction presented in the previous chapter

5.1 Notation

For the description of the hardware system we use the simof@tion as it is defined in [86]:

for bitsx € {0,1} and natural numberg we denote bx" the string consisting af copies
ofx, e.g. # =00, 14 = 1111;

we usually index the bits of strings from right to left withet numbers from O ta— 1

a=ap1...a0€{0,1}" or a=an—1:0];

we denote the natural number with binary representatias

<a>:E:a;-2i e{0,...,2"—1};

fractional numbers are represented as follows:

let aln—1:0 € {0,1}" and f[1:p—1] € {0,1}P 1,

then(aln—1:0.f[1:p—1]) :ﬁia"ziﬁzllf‘ 27
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Name Width
number of planegomax Zy = [1095 Zomax|
number of radial elements)ay r'w = [100>rOmax]
number of voxel$poax @w = [100, Pomaxl
detector elements counter n=log, N
width of the control bus for SDRAM aw+5
weighting coefficients WCQy
input projection data ady
filtering coefficients fky
filtered data afy
weighted data aWy
result of the reconstruction resy

Table 5.1: Widths of the design variables and constants.

we permit the cases = 0 andn = —1 by defining

(a)=(a0)=(a), (.f)=(0.f);
the obvious identities follow directly

(0a.f) = (a.f) = (a.f0) and(a.f) = (af) - 27 (P71,

Data Width
Table 5.1 presents the widths of the design constants ambies. The precise values for the
variable widths will be introduced in the evaluation of thesn.

Basic Circuits

Figure 5.1 denotes the symbols used for gates in drawingitsrcThe standard blocks, such
as multipliers, dividers, FIFOs, RAMs etc., are depictethwectangles and have the names
MULT, DIV, FIFO and RAM, accordingly. The signalk denotes the clock signal of the design
and the signatlk denotes the inverse of this clock. The sigold is not shown as an input
for the environments. Constang,,,. 'omax Zomax &re the design constants and they are not
shown as inputs of the environments.

All figures showing circuits are bounded by a dotted rectaniginoting the circuit'ster-
face Signals appearing left of or over the rectangleiapits right or below —outputsof the
circuit. Signals, that were named in a figure may be used hy tiaene in other parts of the
figure; a single signal can be selected from a bus by the nanpart?of the environment can
be accessed with the name of the environment module and th&gme. For example, the
port Din of the environmenAenvis denoted by théenvDin. The abbreviation I/O denotes
Input-Output.
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%><F j}
NOT \ AND
Din |
‘ 'Dout

. Muitiplexer | Flip-Flop (Registerﬂ

Figure 5.1: Symbols for basic gates.

Process Flow Description

The architecture consists of several units, each contamsyaer of environments: circuitry
and control. The contents of the circuitry environmentgaesented using Figures, whereas the
control environments will be described by the functiongbaithms-. This allows to emphasize
the functional principles more clearly. In particular, weeuhe following statements

the conditional statement:
if conditionthen {statement 1 else{statement 2 end if

the iterative statementvhile conditiondo statemenénd while

thefor-loop:
for i from ...to .. .do statemenénd for

thewaitfor statement
waitfor condition

In the conditional statemenif) one of the statements (1 or 2) is executed in the same clock
cycle after the condition is checked. In the iterative stegpts the operations are executed
sequentially each clock cycle. When thaitfor statement is used, no other operations are per-
formed, until the condition is fulfilled. After the condinas fulfilled, the algorithm continues.

If the step size in thér-loop is unspecified it is 1 by default.

The notatiora' means the state of the sigraain the cyclet. The notatiora < a+ 1 means
altt =al + 1. For signals, that are active only one cycle, we use thevitig notation

a — 1
a —0/1/0 = {atﬂ 0

We ensure that the signalat cycles andt + 1 is not changed anywhere else.

lthese algorithms are directly implemented in VHDL
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5.2 Overview of the Architecture

The design, described in this chapter performs all staggeqgdipelined parallel reconstruction
of the volume from cone-beam projections (part 4). The widglsign is placed in one Xilinx
FPGA chip, except the memories with the filtered projectiatad

We present in this chapter a parametric design, i.e. theesalticonstants and the bit-widths
will be discussed in the evaluation chapter.

5.2.1 Structure

The reconstruction hardware, called3D Backprojector” , is presented on Figure 5.2 and
consists of an FPGA chip and external memory. The recorigirutask is divided into several
independent tasks, that are performed by the modules ofthigrl

e DESIGN CONTROL The reconstruction of the volume is managed by the Contrdl WAH
modules of the design are dependent from this unit. It sdeedhe processes running in
the design.

e MEMORY STRUCTURE The filtered projection data is placed in the external (bifpg
memory. Our design supports dynamic memory chips. The degisity FPGA provides
enough resources to place all other memories, used dumngtonstruction, on-chip.

e PROJECTIONFILTERING The detector rows are filtered by the Projection FilteringtUn
and then stored in the external memory using intermedi&©§

e GEOMETRY COMPUTATIONS The calculation of the Geometry and the Weighting Co-
efficients tables are done by the Geometry Computation Uiié computed values are
stored in the Data Control Unit.

e RECONSTRUCTIONThe Parallel Backprojector, based on the Processing ElsniieRs),

performs the reconstruction of the volume. The managenfeéheaxternal memory and
the data flow in the Backprojector are done by the Data Cohhnatl

5.2.2 Requirements of the Design
Here we describe the requirements and the interface of cigle
Application

The design is developed as a system that consists of one FRE@,and SDRAM chips. This
system must be controlled by the higher level system. Duittiegdescription we call it an
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Figure 5.2: Main components of ti3® Backprojector.

81



82 CHAPTER 5. RECONSTRUCTION HARDWARE

“external device”. This can be a PC-based system, conné¢otdte design using one of the
standard interfacés

Preprocessing Conditions
Our design has the following requirements.

- The input projection data must be already pre-weighted tié coefficient (recall defi-
nition of py andz, from section 2.8.4)

d-SO

\/ﬁ)z+p§+z§'

In real applications this is done during the logarithmicmalization of the projection
data, acquired from the detector using an Analog-Digitati@otor. The values, that are
received by the design, aael,-bit unsigned integers.

- The design is implemented in FPGA using pre-defined pamnsigte. it can reconstruct
the volume £omax omaxPomax from cone-beam projections for some constant vaNies
d, a, mandSO(see description of the Cylindrical Algorithm in sectioriB. The main
constants of the design are the following (summarizing ftbenprevious chapters):

1. the experiment parameters (from section 3.1) are:

— the half-beam opening angie

— the magnification factom,

— the physical size of the detector elemdnt

— the distance “X-ray source”-“rotation axiSQ

N =2"wherene Z,

romax.= N/2,

®imax= P-bwhereb, p e Z* andp is a power of two,

@Omax-= No- PdmaxWhereng € Z>1,

Zomax 1S computed using Equation (3.1.15) from section 3.1.7,

N o g bk 0w N

ny is computed using Equation (4.5.1) in section 4.5.1.

- The values of the DLC table, that are computed for the erpant parametett (sec-
tion 4.5.1), and the discrete values of the(gisnd co$) functions are stored in read-only
memories on chip. They are design constants.

- The filter, used in the design, has constant fixed-pointfmierts (discrete values of the
filter kernel).

%the bandwidth of the design is discussed in the evaluatiaptehn
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Figure 5.3: Protocol of the data exchange between the dasignhe external device. (a) Re-
guest of the projection data. (b) Download the reconstoaatesult from the design.

Design Interface
The interface of our reconstruction system consists ofaleviing inputs:

the initialization (reset) signast,

the “start reconstruction” signgkstart,

thead,-bit busPDin and the “data valid” signadwr,

the signake_vmused for reading the reconstructed radial element.

The output of the design has the following busses and signals

the “filtered data request” signdtq,

the “ready” signatrdy for the reconstructed radial element,

theres,-bit busV Moutused to transfer the result of the reconstruction,

the signalrrec is a “done” signal, activated after the end of the reconstracof the
volume.

Data Transfer
The protocol of the data transfer between the design andxtieenal device is presented on

Figures 5.3(a) and (b).



84 CHAPTER 5. RECONSTRUCTION HARDWARE

(a) The request of the projection data is initiated by thagtessing the signatirg. The
external device transfers the detector row that corresptinane projection elements).
The detector rows are counted from the upper ygw= 0 to N — 1, and the projections
from O to@y— 1. The data are transferred on the Blin using the “data valid” signal
drw. The period of the data request

clock cycles, wher@yit is @ number of clock cycles between the request of the data and
the activation of the signawr from the external device, andP is a number of filtering
coefficients (taps). In order to filted elements a special digital filter (section 5.5.2,
Figure 5.11) requires to be cleared (zero-padding). Tlarghk filtering ofN elements
totaly N + T P cycles are required.

(b) The result of the reconstruction of a radial element @ilable in the design after the
activation of the signalrdy. The reconstruction result is computed in two’s complement
format. The signatirdy is activated at the start of the last accumulation roundnduri
the reconstruction of each radial element. After this, tkiermal device must activate
the signalre.vmand hold it forgo,,4« Cycles. The design send®,,,, elements of the
reconstructed radial element using the ¥dout These elements are send starting from
the element with addregg = 0. The radial elements are reconstructed from g, —

1 from the upper plane to the lower. The period of the sigindl is

Tre > P Qomax

because of the wait cycles required to operate with the eatelynamic memory.

5.2.3 Reconstruction Flow

The design is an implementation of the pipelined parallebnstruction of the volume from
cone-beam projections (see formal description in sectibh 4

The top level control (Algorithm 10) of the reconstructi@yprovided by the Control Unit.
This unit performs the control of the processes running mlpel: the filtering of the projection
data, the geometry computations and the reconstructiorptdree. Every process, started by
the Control Unit, has an acknowledge (“done”) signal on taation.

The filtering is initiated by the Control Unit and is done byetRrojection Filtering Unit
(Algorithm 8). This unit requests detector data from theeexdl device, filters this data and
stores the result of the filtering in the external memory. faesfer of the filtered detector data
in the external memory is performed by the Data Control UAligorithm 9).

The calculation of the intersect addresses and the valugwofieighting coefficients are
done by the Geometry Computation Unit. The result (parthefGeometry and Weighting
Coefficients tables) are stored in the memory of the DatarGbunit.
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The reconstruction of the volume is performed in “plane bgne!’ order. Each plane is
processed from the center using the pipelined parallettire (section 4.3). The reconstruc-
tion of the plane is initiated by the Control Unit. The managat of the data, required for
the reconstruction of a plane, is done by the Data Controt.Ufihe data from the external
memory is received by the processing elements of the PhBatkprojector. Every process-
ing element weights the input data and reorders it in theesponding intermediate memory.
The summation of the weighted data is performed by the nmytit pipelined adder in the
Parallel Backprojector. The result of the reconstructibrach radial element is placed in the
result FIFO of the Backprojector. At the end of the recortam the signalrec is activated,
signaling to the external device that the reconstructiamefwhole volume is finished.

5.3 Control Unit

The control logic of the design is combined into the ContraiitU It includes the manage-
ment of all processes, that are performed during the reearisin of the volume (described in
section 4.5).

Interface
The input signals to the Control Unit are:

- the signarst that is used for initialization of the design,
- the signalgstartthat is used to initiate the reconstruction process,

- the busrdy that consists of the acknowledge signals from the differsatiules of the
design.

The output signals are:
- the busst contains the start signals for the modules of the design,
- the busY contains the address of the filtered detector row.

- the output signalrec is a “done” signal for the reconstruction of the whole volume

Two bussesst andrdy, are used in the design for the control of the design modulas.
ble 5.2 shows the components of these busses.

Structure
The Control Unit consists of three environments and one nmgnide structure is depicted on
Figure 5.4.

- The environment CCenv performs the top-level control efréconstruction of the whole
volume.
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Bus | Component Purpose Direction
flt start data filtering to Projection
Filtering Unit
wr transfer filtered data | to Data Control Unit
st PE start reconstruction | to Data Control Unit
INS start geometry to Geometry
computations Computation Unit
flt filtering is done from Projection
Filtering Unit
rdy wr data transfer is done | from Data Control Unit
PE reconstruction of the | from Data Control Unit
radial element is done

Table 5.2: Control busses of the architecture.

- The environment FCCenv is used for the control of the datrifilg.

- The environment PECenv controls the Data Control Unit.ctivates the reconstruction
of a radial element, and initiates the transfer of the filletata in the external memory.

- The read-only memory DLCM consists of the table DLC.

Computation Flow

The design must be initialized with the sigmsl before the reconstruction. The reconstruction
of the whole volume starts after the sigiggtartis activated. The reconstruction is performed
from the upper plane of the volume. First, the value from tleemaryDLCMIQ] is fetched. This

is the number of detector rows, that are required for thensiraction of this upper plane (see
section 4.5.1). Under the control of the environment FCQérge detector rows are filtered
and stored in the external memories (Algorithms 8 and 9). dralel to this, the Geometry
and Weighting Coefficients tables for the radial elentent 0 are computed. AfteDLCM][0]
detector rows are filtered, the system is ready for the renget®on of the first (upper) plane.

The environment CCenv manages two processes during thastegction: the backpro-
jection of a plane and the data filtering. This environmemtegates the control signals to the
PECenv and FCCenv. It also processes the signals receadliese two environments.

The management of the backprojection is done by the envieohPECenv. It includes the
scheduling of the backprojection of a plane itself and thematation of the geometry data (in-
tersect addresses and weighting coefficients). When tine jdaeconstructed, the environment
PECenv signals to the CCenv. After this, the PECenv is readthe reconstruction of a new
plane.

The filtering process is controlled by the environment FGCeris environment gener-
ates the control signals for the Projection Filtering Udihe FCCenv receives the number of
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Figure 5.4: Control Unit structure.

detector rowsDLC|zo]), that must be filtered and stored in the external memoryherécon-
struction of the planep. After one detector row for all projection is filtered, thevennment
FCCenv waits until the backprojection of a plane is readg, thien copies the filtered data into
the external memories. This process (filtering and datateahis doneDLC[zp] times. The re-
construction of the new plane starts when the required gtioje data DLC|zp] detector rows)
is ready in the external memory (acknowledge from the FCQGerire CCenv).

After the reconstruction ofoax planes is done, the signedec is issued to the external
device.

5.3.1 CCenv Environment

The main purpose of this environment is the top-level cdrafahe reconstruction process
of the volume. Algorithm 11 describes the management of éeemnstruction process. The
interface signals of this environment are combined in Tale

The environment is initialized or reset. All internal vdoies and output control signals are
cleared.

1: if rst = 1then
2. Zo+0,nz<—0,nzf«+ 0,wrf « 0, sins< 0, rrec<— 0
3: end if

When the input signajstartis activated by the external device, the reconstructiorhef t
volume begins with the preparation phase (lines 1-4). Theprocessing of data, required for
the reconstruction of the upper plane. The detector rowsired| for the reconstruction of the
first plane are filtered and stored in the external memory utidemanagement of the environ-
ment FCCenv (start signak f). The data transfer is enabled from the beginningff+* — 1)
in order to perform the non-stop filtering and transfer offiltered rows.
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Algorithm 11 CCenv Algorithm

Require: signalgstartwas issued in the previous cycle

1:

el ol =

14:
15:
16:
17:
18:
19:

2,0
sing «+0/1/0
nzf+l—0/1/0
wrfttl — 1
waitfor rf =1
wrf <0
for zo = 1 t0 Zo;ay dO
nz «— 0/1/0
if Zo # Zomaxthen
nzf —0/1/0
end if
waitfor rz=1
if Zo # Zomaxthen
wrf «—1
walitfor rf =1
wrf <0
end if
end for
rrec— 0/1/0

(start plang

(start geometry computations

(start filtering

(enable data transier
(data is ready for the reconstructjon
(disable data transfer

(start reconstruction of plape

(start filtering except the last plane

(end of the plane reconstructijon

(enable data transier
(filtered data is copied
(disable data transfer

(reconstruction of the volume is done

Table 5.3: Interface of the CCenv environment.

Name| I/0O | Width Purpose
rst I 1 reset signal
gstart| | 1 global start
rf I 1 plane filtering “done”
rz I 1 plane reconstruction “done”
20 @] Zy | current plane for filtering
nz @] 1 start reconstruction of a plane
nzf | O 1 start filtering
wrf O 1 start filtered data transfer
sins | O 1 start geometry computations
rrec | O 1 volume reconstruction “done



5.3. CONTROL UNIT 89

In parallel to filtering, the geometry computations for thstfradial element of the upper
plane are performed. They are initiated by the sigad

After all required data for the reconstruction of the upgang is ready, the main loop starts
(lines 7-18). The loop counter goes from 1zig,,x instead of 0 t@omax— 1 because it is used
only as an address of the mem®iCM. The projection data for plar is filtered during the
backprojection of the plang), — 1 (see pipelined reconstruction schedule in section 4.514g
reconstruction of plangy — 1 is started by activating signak (line 8). After this, the CCenv
waits for the end of the reconstruction of a plane (signgland then activates the transfer of the
filtered data\yrf < 1). When the indexp is equal to the maximum valug),,a the filtering
is not performed (lines 9-11 and 13-17). The signakc is issued to the external device at the
end of the reconstruction of the whole volume.

5.3.2 FCCenv Environment

The environment FCCenv performs the control of the dataifiige which is done by the Pro-
jection Filtering Unit (see description in section 5.5).€eTtontrol of the filtering is described
by Algorithm 12. The interface signals are shown in Table 5.4

Algorithm 12 FCCenv Algorithm
Require: signalst was issued in the previous cycle

1: if NL # O then (check if nothing is to filter for this plane
2. ycnt—1

3:  whileycnt< NLdo (filter all lines that are im\lines(zp))

4 sflt—0/1/0 (start filte

5: waitfor rflt =1 (end of the filtering of the rojy
6: waitfor wrf =1 (enable data transfer from CCé@nv
7 swr« 1 (start data transfer
8 waitfor rwr =1 (data transfer “dong”
9 swr« 0 (stop data transfgr

10: Y «—Y+1(modn,), ycnt— yent+1
11:  end while

12: else (NL = O, wait for the activation oivr f)
13:  waitfor wrf =1

14: end if

15: rft «0/1/0 (filtering is doné

For the reconstruction of a plaizg a number of detector rows must be filtered (recall the
definition of the tableDLC from section 4.5.1). This number of rows is fetched from mgmo
DLCM using addresgp[zy— 1 : 0] and is received by environment FCCenv on pett (see
Figure 5.4).

3see Figure 4.10(a)
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Name| 1/0O | Width Purpose
rst I 1 reset signal
st I 1 start signal
NL | | log,ny | input valueDLCM|[Zg)]
wrf I 1 enable transfer of the filtered data
rflt I 1 row filtering “done”
rwr I 1 data transfer “done”
rf @] 1 plane filtering “done”
sfit @] 1 start row filtering
swr | O 1 start data transfer
Y O | logyny | current detector row

Table 5.4: Interface of the FCCenv environment.

After the signalst is activated by the CCenv (signak f), environment FCCenv starts. It
controls the filtering oNL detector rows. This is a two stage process for each row., Biesstow
is filtered for all projections (lines 4-5) (this is done betRrojection Filtering Unit). Second,
this filtered row is transferred into the memorieB M) from the memorie& IFM() (lines 6-9)
(this is done by the Data Control Unit). The data is writtetiBFM() using row addres¥.
After the data is transferred, the next detector row is 8lief NL > 1.

During the reconstruction of plare the filtering is performed for the plarg) + 1 (see
Figures 4.10 and 5.5). When the detector row is filtered wé wvdil the end of the reconstruc-
tion of the plane (line 6), because the external memoriels thi¢ filtered projection data are
busy during this process and we cannot write the new filteatd. d' his new filtered projection
data is transferred after the reconstruction of the plamensplete (lines 7-9). INL > 1 (see
Figure 5.5(b)) we filter and transfer data for the next detew etc. untilNL rows are ready.
This process is performed now without additional waitinggl6), because the signat f stays
active (lines 14-15 in Algorithm 11). After all required reware filtered, the environment sends
the signakf to the CCenv.

If NL =0, i.e. there is nothing to filter for the next plane, we simpbit (line 13) until the
signalwr f is activated by the CCenv.

The variables and output signals are initialized on reset.

1: if rst=1then
2: sflt—0,swr—0,rf —0,Y <0
3: end if

5.3.3 PECenv Environment

The reconstruction of the plane is performed under the hegal control of the environment
PECenv (Algorithm 13). Table 5.5 shows the input and outuitads of this environment.
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Figure 5.5: Two processes running in parallel: reconsacnd filtering detector rows. (a)
DLC[zo] = 1. (b) DLC|[zo] = 2. Abbreviations: “DCU” is the Data Control Unit, and “PFUE i
the Projection Filtering Unit.

Algorithm 13 PECenv Algorithm
Require: signalst was active in the previous cycle

1: for ro=0toromax— 1 do

2. sPE «0/1/0 (start reconstruction of the radial element
3:  waitfor rPE=1 (end of the reconstruction of the radial element
4: end for

5: rzt < 0/1/0 (plane reconstruction is done
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Name| 1/0 | Width Purpose
rst I 1 reset signal
st I 1 start signal
rPE I 1 radial element reconstruction “dong”
rz 0] 1 plane reconstruction “done”
sPE | O 1 start radial element reconstruction

Table 5.5: Interface of the PECenv environment.

The environment PECenv is initialized on reset:

1: if rst=1then
2. SPE~—0,rz«—0,ro«0.
3: end if

The environment PECenv starts when the sighaé activated by the CCenv (signad). It
sends the signaPEto the Data Control Unit to initiate the reconstruction otdial element.
The same signal is used to start the Geometry Computatioitgddmext radial element (see
Figure 5.4). The environment PECenv waits until the end ef rdconstruction of a radial
element (line 3). When the radial element is reconstructed, the Ratairol Unit activates the
signalrdy.PE, which is connected to the inptRE of the PECenv. Afteromax radial elements
are reconstructed, the signalis sent to the environment CCenv and the reconstruction of a
plane is finished.

5.4 Memory Subsystem

Due to the large size of the filtered data required for thenstaction it cannot be placed in
the RAM inside the FPGA chip. Thus, an external memory stmacis required.

5.4.1 Selection of the Memory Type

The amount of filtered data, that must be stored for the rénact®n of an arbitrary plane can
be estimated as follows. For the reconstruction of one g - @y, filtered elements must
be stored. Taking the following parameted$= 512, n, = 64, @4,.x= 384 and the width of

the elementsf, = 16 bit, we obtain that the whole memory with the filtered petin data

has the capacity of 24 MBytes. This amount of data must beedlacitside the FPGA chip.
Comparing static and dynamic random-access memories (SR#d SDRAMS), the usage of
dynamic RAM keeps the price of the system reasonable for aoubunt of data. The usage

4the geometry computations are always faster than the recetion of a radial element; thus we wait until the
end of the reconstruction
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of SDRAM simplifies the scale of our hardware system for theatgr problems, e.g. with
N = 1024 and highét

We will describe the memory subsystem based on dynamic menidre corresponding
module - Data Control Unit, supports all the required operatfor dynamic memory. In case
of using static memory the Data Control Unit can be simplified

Dynamic memory is organized as a cell array with rows andrmakl Each memory chip
consists of multiple cell arrays that are called banks. Ageas to the data in the SDRAM chip
consists of a row access with the row address strobe sig@&)Bnd the bank address (BA).
The opening of a row is followed by the column address withcblemn address strobe signal
(CAS). The consistency of data in dynamic memory is providedhe periodic access to all
memory cells, i.e. performing refresh of the memory. Moraied description of the SDRAM
technique is presented in Appendix C.

We describe the design with SDRAM chips, which have the ¥alhg structure. The chip
contains two internal banks (bank select sighd), each bank has, rows and each row has
2"-1 elements (columns). For the simplicity of the descriptiwn,treat the input and output of
SDRAM chip as two separate busses with equal Widithe sequences of commands, e.g. ac-
tivating/deactivating a bank, are descriptive, i.e. simgwnly the logic sequence of operations.

5.4.2 External Memory Structure

The external memory structure is used to store the filteregegtion data. The memories of
this structure were defined during the formal descriptiosgation 4.5.2.

Structure

There areb modules in the external memory structure (see Figure 5.6y are connected
to the common busses: the address ®Asthe input data bus Din and the control bu€F.
Each module has it's own output data bus. Figure 5.7 preskatstructure of one module.
The memoryEFM() | defined in section 4.2.2, is implemented as a SDRAM chip, thed
intermediate memorgIFM() | defined in section 4.5.2, is a FIFO.

Memory Module Interface
The FIFOs in the external memory modules have the comarigtbit input data bus Din and
they are controlled using the b@$-. This bus consists of:

- the FIFO “write enable” signalwel) i € [0:b— 1]z,
- the FIFO “read enable” signa.

Each signaCF.wel) is connected to the correspondifFIFO. The “read enable” sign@lF.re
is connected to all FIFO chips.

Susing detectors with a greater number of elements
6normally, SDRAM chips have bidirectional data bus
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Figure 5.6: Connection of the external memory modules.
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Figure 5.7: Internal structure of ti external memory module.
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The SDRAM chips are controlled by the b0#é. This bus consists of the following signals:
- theay-bit wide address bu&fa, — 1 : 0],

- the signal “bank addres8A,
- the signal “chip selectCS

- the signal “write enableWE,
- the signal “row addresRAS

- the signal “column addres€AS

The common control bu€A allows to operate with alb SDRAM chips in parallel, access-

ing, writing and refreshing them simultaneously. This difrgs the data management of the
memory system.

Eachi"external memory module has ari,-bit output data bu®E", which is an output
of thei"SDRAM chip.

Internal Data Storage

The filtered projection memorgFM{) from the section 4.5.2 is mapped into the SDRAM chip
as follows (see graphical description on Figure 5.8). Rehal the number of projections is
Qimax= P-b, and than, is a maximum number of detector rows, required for the retroason

of a plane. We describe the allocation of the filtered datherS8DRAM chip for the case, when
one row in one internal bank consistsf2 columns. For the case of bigder the appropriate
memory chip must be selected, e.g. with the higher numberttefnal banks.

- The index of the module, that contains the projectipis defined as
i:=lig/pP].

- The address of the elemex, yq,iq| inside this module is computed as follows. The
internal bank, that contains this element is

Ap = [2-X4/N].
The address of the eleméRry, yq, i¢] inside the banldy, for is (forig € [0 : Qumax— 1]2z):
A=N-n-Ap+N-A +A, (5.4.1)
where
Ap:=ig(mod p) (projection addre3s
A i=Yyq (modny) (row address
Ao :=Xxg (Mmod (N/2)) (offset inside the row,)

The usage of the external memory is described in section &atenthe interface of the
design to the SDRAMs is presented.
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internal bank 0 internal bank 1
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Figure 5.8: Filtered data allocation in the SDRAM chip. Bveow in each bank habl/2
elements

5.5 Projection Filtering Unit

The data from the detector, required for the reconstruatiaie volume is received and pro-
cessed in the Projection Filtering Unit. This unit is colied by the environment FCCenv of
the Control Unit.

Interface

The filtering is initialized by the Control Unit using the mipsignalst. flt. The ad,-bit input
busPDin transfers the projection data into the environment, whigtiggms the convolution of
the input data with the filtering kernel. The sigribdr is activated when the data on the bus
PDinis available. The design signidt is used for the initialization of the unit.

The af,-bit output busFDin transfers the filtered values into the FIFOs of the external
memory structure. Output buBF consists of “write enable” signals for the external FIFOs
(control signals signals are “active low”). Output sigdad) is used to request a detector row
for filtering from the external device. Output sigmdl. flt is an acknowledge for the Control
Unit when the filtering of the detector row is done.

Structure
The structure of the Projection Filtering Unit is presermad-igure 5.9.

- The filtering process is controlled by the environment RDéingenerates the request for
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Figure 5.9: Structure of the Projection Filtering Unit.

the new projection data, and controls the write of the fileralues into the FIFOs of the
external memory.

- Environment FLTenv is a pipelined filter. It is an implematdn of the convolution of
the input projection values with the filter kernel.

- The delay lineDL compensates the pipelined delay of the FLTenv for the outprite
enable” signal.

- The decodeded) processes the binary value of the projection group counterder to
select the external memory module to store the filtered galue

Computation Flow

The filtering of the projection data is performed in the fallng order: the detector row is
filtered for all projections from O tqy,,,5— 1 Sequentially. The filtering process is initiated by
the activation of the input signat. flt from the FCCenv in the Control Unit. After this, the
signaldrq s activated signaling for the external device that the netector row is waited. The
projection values are received by the FLTenv using theliis. The signabwr is active when
the data is transferred on the beBin (refer to Figure 5.3(a) in the description of the design
interface in section 5.2.2).

Environment FLTenv has a pipelined structure for the dateriiig. It implements the sym-
metric Finite Impulse Response (FIR) filter with a pre-dedimeimber of coefficients (taps).
This number is a design constahP. The data load into the FLTenv can be initiated either
by the external device using the sigriatr, or by the FDenv using the signap. The FDenv
controls the data input into the FLTenv in such a way, thafittex pipeline is cleared after the
filtering of each detector row (zero-padding technique) FhTenv outputs the signed filtered
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values in two’s complement format because the filtering é&gnas positive and negative values.
The filtered values belong to the interjal22™—1: 2alw—1 _ 1], The output of the FLTenv is
connected to the busDin which is common for all FIFOs of the external memory struetur
The output “write enable” signal/f from the environment FDenv is active when the FLTenv
performs filtering. This signal is delayed for the time of thipeline delay of the filtered data
output. Afterp projections of one detector row are filtered and saved ineoRIFROEIFM () |

the indexi of the projection group is incremented and the next extemm&inory module is
selected.

5.5.1 FDenv Environment

The control of the filtering unit FLTenv is provided by envirnent FDenv. Algorithm 14
specifies the filtering control.

Algorithm 14 FDenv Algorithm
Require: signalstwas issued in the previous cycle

1: drg' + 0/1/0 (request data from the external deyice
2: waitfor dwr=1 (wait for the first input projection dafa
3 wf—1 (enable output write signgl
4: waitfor dwr=20 (end of the input daja
5 wf«0 (disable output write signpl
6: ( clear the pipe in FLTeny

7 itIO — itp—l +1 (counter of the projections in a group
8: if ip = pthen

9. ip—0 (reset the countgr

10:  ite—it"141
11: if i=Dbthen

12: it—0 (reset the group counler
13:  endif

14: end if

15: rfltt < 0/1/0 (row filtering is dong

When the FDenv is started (sigrstl flt) it requestdN elements from the external device,
that provides the projection data. The time between theestqof the datadrq = 1) and the
arriving of the dataqwr = 1) is the waiting timet(yait). This parameter is used in the analysis
of the implementation. The signadf is activated (line 3) when the data is availaldew = 1).
After all N elements are loaded into the FLTenv, the input sighat is deactivated (line 4).
This is a condition to stop writing the output elements. ltane by setting the signalf to
zero (line 5). The signakf is delayed (see Figure 5.9) by the delay line in order to algn
“write enable” signaCF.wel!) to the output of the FLTenv.

When the filtering is done, we reset the environment FLTerfolésvys.
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( clear the pipe in FLTeny =

1: fork=0toTPdo

2. zp«1 (write TP+ 1 zeros into the FLTenv

3: end for

4: zp<—0
This process is called zero-padding [87]. After the pipehim ELTenv is cleared, the new data
can be processed. We increment the counter of the proje¢famone group ofp projections.
When this counter is equal fm we reset it and increment the counter of the groups of projec
tionsi (line 10). The binary value of this counter is decoded, aedthrresponding signal after
the decoder selects the external memory module (see FigR)ehis counter is cleared when
it's value is equal td, i.e. the detector row for all projection,,,,= p-b was filtered. The
acknowledge signalflt is send to the Control Unit after the filtering of eadhelements (one
detector row).

On reset the following sequence is executed

1: if rst=1then

2. i<0,ip0 (reset the counteys
3 rflt —<0,wf—0,drg—0

4:  (clear the pipe in FLTeny

5. end if

5.5.2 FLTenv Environment

The discrete convolution of the projection data and therfikegnel (see section 2.8.2) is done
by the environment FLTenv. This environment is a direct ienmpéntation of the FIR filter [87]
with the coefficients that are pre-defined during the desiihe number of filtering coefficients

is denoted byl P and can be up tbl. The filtering described by (2.8.2) can be rewritten now as

TP-1
Wolxaig) =d Y Pa(xa—kig)-h(kd) Vg€ [0:N-1z,
k=—(TP-1)

where the functiorPy is zero for all(xq — k) ¢ [0 : N —1]z. This condition means, that we
have to inserfl P zeros between any two sets fdata values, i.e. one detector row for one
projection. Thus, we havgN + T P) cycles for filtering ofN values. The number of taps also
defines the period of data request for filterifig := N + TP+ Twat. The multiplication by

d is included into the weighting of the input projection dasad pre-processing conditions in
section 5.2.2). Obviously, the number of taps influencegjtiadity of filtering. The discussion
is presented in section 6.3.

The FIR structure is shown on Figure 5.10. As the implememntaif the FIR filter we used a
highly optimized IP Core from the Xilinx Core Generator st which employ no multipliers

’Xilinx FIR IP Core can be configured to load new filter coeffitie
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Figure 5.10: Block diagram of the FIR filter in the FLTenv. Etionh() is a kernel of the filter.

in the design, but only Look-Up Tables (LUTS), shift registand an accumulator [88]. The
selection of the IP Core from Xilinx is made only for efficigneasons.
The interface of the FLTenv consists of:

- the input buDin for the values of the detector elements,
- the input signalveis used to load the values on the s,

- the output bu®out is used to transfer the filtered values from the FLTenv. Theeson
this bus are numbers in two’s complement format.

Figure 5.11 presents the timing diagram of the Projectidiefing Unit. The elements of
the detector row are received by the filter FLTenv throughinipeit busDin under the control
of signalwe (Figure 5.9). The circuitry of the FLTenv is clocked with thiginalclk. After
(TP+1) clock signals the filtered values are available on the outpeDout of the FLTenv
which is connected to the b#Din. The filtered values are stored in the FIFBi&=M () of the
external memory structure.

The width of the output filtered data is obtained as follow&][8The input data isd,-bit
wide unsigned integers. The coefficients of the filteringction are signed values. They are
normalized, and belong to the interyall, 1]. We represent them as signed fixed-point numbers
with fk,-bit fractional part. The products of the input data with tiftering kernel are signed
(adw+ fky)-bit numbers. There afEP such products, that are accumulated together. The result
is (@dy + fky +tpw)-bit signed number

afy:=ady+ fky+tpw

wheretp,, := [log, TP]|. For the case of constant filter coefficients, the Xilinx FRRCore is
optimized to reduce the number of output bits [89].
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Figure 5.11: Timing Diagram. Filtering.

5.6 Geometry Computation Unit

The Geometry and Weighting Coefficients tables are compuatpdrallel to the backprojection
process and stored in the on-chip memory. In this sectionaeseribe the the whole process of
the geometry computations.

5.6.1 Geometry Computations

For the hardware implementation, Algorithm 4 and the eguatifrom section 3.1.7 must be
optimized. As it was described, the computation of the Gepniable (with the values of the
ray-detector intersection addresses) has two indepenelens: horizontal and vertical inter-
section coordinates (Equations (3.1.11) and (3.1.16Xhdrhardware implementation one part
from these equations is calculated for both terms.

Transformation
Recall the Equation (3.1.17) from section 3.1.7 for the GetoynTable

INSzo,r0,00] = Z4-N+pg
_ N O‘E(ZO—ZOmaX/2>'AZO+N'(E_1>
d SO-roa" c0gq0,) 2
1 SO-m-rog-sin(@o,) N
+= = 1.
d SO-r0a-COSGog) | 2

Basing on the definitions of variabl&so andRyax from section 3.1.7, we make the follow-
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ing simplification

2:Rnax M
2-Tomax— 1 d
2-N-d-cogJa) m
2-m(2 romax—1) d
N-coqa)

2-Tomax—1

Aro-

o3

We use the definitions afp, := Arpo - ro andAzg := Arp from section 3.1.7, and set :=
Z0 — | Zomax/2]. Henceforth we compute valug),,/2 rounded down because we use only
integer (fixed-point) values during the computations. Vémsform and regroup terms in the
equation fodNS[zo, ro, @o] as follows
Aro-m/d N
INS[ZO7rO7(pO] = N-Z- l—rOCOi(PoaOArO/%_'—N(E_l)

Aro-m/d N N

1-ro-cod@o,)-Aro/SO 2

N
= N-2-C(ro.q0) +N- (5 1)

. N
+ro-sin(¢o,) - C(ro, ®o) + 5 1,

+ro-sin(@o,) -

Y

where
N-coga)/(2 - romax—1)

1-ro-cog@o,) - Aro/SO

Clro, o) = (5.6.1)

is a “common term”.

Calculation of the Intersect Address
Using this transformation the computation of each intdisaccoordinate for the voxel
(20,70, %0) has several stages.

1. Compute the valu€(ro, @o).
2. Compute the horizontal coordinate

Pd =ro-Sin(¢go,) -C(ro, o) +N/2—1. (5.6.2)
3. Compute the vertical coordinate

zg=12-C(ro,0)+N/2—1 (modny). (5.6.3)

From now on we compute the coordinagemodulon, because during the reconstruction
of a plane we work with maximum, filtered detector rows (recall the description of the
projection of a plane in section 4.5.1).
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4. Obtain the intersect vali¢- zy 4 py. This is a(log, n, 4 n)-bit wide value.

All fractional parts of the variables in presented formwestruncated during the conversion
to the integer values. This simplifies the hardware impleatem.

Calculation of the Weighting Coefficients

In order to calculate the value of the elements of the Wenghfiable the computation of
the “common term” can be used partially. Recall the definitod the Weighting Table (sec-
tion 3.1.8):

[Ye3
WT[r07 %] - (%_ roa‘ COS((pOa))Z

Using the above introduced reordering, obtain:

1
(L—ro-cogqo,) -Aro/SO?2

WT[ro, @] = (5.6.4)

5.6.2 Variables and Constants

For the real square detector, e.g. with parameters0.4mm andN = 512, we limit the half-
beam opening angle to the interval[2.5°,7.5°]. We introduce the constants and variables of
the computations and define the range of each vafable

Na:=N-coqa)/(2romax— 1), Na€ (0,2)

SORc= Arp/SQ SOReE (0,1)

- CW:=1/(1-ro-cog¢o,) - SORg,CW € (0,2)

CW?2 < 2 andCW-Na< 2

The constants of the design have the following represemfati

1. the constanlais an unsigned fixed point number
(Nanay: Q]) - 27 "aw,

2. the constanBORds an unsigned fixed point number

(SOR¢sy—1:0])- 27,

8Using the above mentioned parameters we computed the \@flttessconstants and variablé$d, SORGCW
andCW?) for the valuesx € [2.5°,7.5°]. The result of the computations defined the bounds of thesst@ots and
variables.

9recall thatN = 2"
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3. the values of the transcendental functions are storeabies in the following way. The
QPomaxMany values of the transcendental functions corresporitetevhole period & (re-
call thatAg:= 21t/ o, iN Section 3.1.7). These values are unsigned fixed-pointieusn
that belong to the interva0, 1]:

(sint[siy : 0]) - 2~Sw and(cosfca, : Q]) - 27w,

The signssnegfor the sir() andcnegfor the cog) functions are computed using the value
of the voxel countego

sneg — 0 ifge [O, 0.5- (Poma)J (5.6.5)
1 if go € [0.5 Qomaxt 1, Pomax— 1] -

[

[

cneg — 0 if o €[0,0.25- Ponad U[0-75- Pomax Pomax— 1]
1 if @o € [0.25- Pomaxt 1,0.75- Gomay— 1] '

The output values of the geometry computations have theviollg representation:
- the intersect coordinate is an unsigned integer number

(ingin+log,ny —1:0]),

- the weighting coefficientvcoec (0, 2) is an unsigned fixed-point number

(wcoéwcay : 0]) - 27w,

5.6.3 Architecture Overview

The Geometry Computations Unit is controlled by the enwiment PECenv of the Control Unit.
It performs the calculation of the intersection addresselthe weighting coefficients for one
radial element.

Interface
The input signals of the Geometry Computation Unit are:

- the signabkt.INSthat is used to start the geometry computations,

- the signafst that is used for the initialization.
The output of the Geometry Computation Unit contains thievahg busses and signals:

- the data bussess|n+log, n; — 1 : 0 andwcodwcaq, : O] that are used for the intersection
address and weighting coefficient values accordingly;

- the signalsve.ins andwe wc are “data valid” signals. They correspond to the bugses
andwcoe
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‘ sneg —sneg ‘
L do do cneg cneg cw cw wcoe wcoe
st.INS — st os bs cost cost WCOEenv ‘
rst rst sint — sint o C
<T> TSCenv COMTenv Ly C ‘
: T
| Zro z Z ZOO ins - ins
‘ o o zneg zneg ‘
we_ins ZCenv sneg— sneg
|| iNscenyWewe sit—sint |Nsenv | |

we_wc we_ins

Figure 5.12: Geometry computation unit.

Structure
The geometry computations are carried out in a specializadtare presented on Figure 5.12.
It consists of the following environments:

- the environment INSCenv is used for generation of counggrso, Zo and for the control
of the whole flow of the geometry computations,

- the environment TSCenv provides values of the transceaatiemctions and their signs,
- the environment COMTenv performs the computation of tr@fmon term” value,

- the environment ZCenv computes the plane shift relatiteéaenter of the volunté,

- the environment WCOEenv computes the weighting coeffisien

- the environment INSenv calculates values of the inteimecbordinates.

Computation Flow

The Geometry Computation Unit calculates the followinguesl the intersection addresses
and the weighting coefficients. These values are computetido/oxels of the particular radial
element in the plane. Computations are fully pipelinedhestandard arithmetic module has a
particular number of stages.

The environment INSCenv performs the scheduling of the edatfwns using the control
signals. It receives the start signal and begins to genénateounterpo. Data from the ta-
ble cost() fetched using this counter (TSCenv) is send to the environi@®MTenv. This en-
vironment is used for the computation of the “common terntie Bigns of the sif) and cos)
functions (5.6.5) are computed using the value of the cougend the constants in the envi-
ronment TSCenv. As the computation of the “common term” pefined, the fetch of the sjin
value and the computation of it's sign are delayed. This isedio the INSCenv using delay
lines and a special counter.

19.e. 2 == 70 — | Zomax/2]
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The environment COMTenv provides the “common term” for th® tenvironments -
WCOEenv and INSenv. The WCOEenv computes the weightindicieeits, and outputs these
values using the buscoe

The INSenv computes the intersect address value using phe data from different en-
vironments: the “common term” from the COMTenv and the valtighe plane counter from
the ZCenv. The environment INSenv uses the values of thg &inction with the sigrsneg
The output of the INSenv is the value of the intersection do@ate, combined from the vertical
and horizontal intersection coordinates. The values oirteesection coordinates are available
on the output bugns. The signalsve ins andwe wc are active when the output bussass(
andwcog contain the valid data.

The geometry computations for one radial element are peddrfaster than the backpro-
jection of one radial element. Therefore, no acknowledgehfe Control Unit is required after
the end of the geometry computations.

5.6.4 Control Environment INSCenv

The whole geometry computation process is controlled bylli&Cenv. This environment
generates the signals and counters required for the cotigngén the Geometry Computation
Unit.

Interface
The input interface of the INSCenv consist of two controhsilg: start signalst) and initial-
ization signal {st). The output of the INSCenv has the following signals:

the buszp[zy — 1 : O is used to transfer the values of the plane counter,

the buso[rw—1: 0] is used to transfer the values of radial elements counter,

the bussespo[@y — 1 : 0] and @[ — 1 : O] are used to transfer the non-delayed and
delayed values of the voxels counter respectively,

the signalsve.wc andwe.ins are “data valid” signals for the outputs of the Geometry
Computation Unit.

Structure and Data Flow
The internal structure of the INSCenv is shown on Figure 5Ek®ironment INSCenv consists
of environment AGenv, delay lines and a special countegdbas the incrementor.

The countersz, ro, @o) are generated by the AGenv. The values of these counteusade
by other environments in the Geometry Computations Unitifenment AGenv outputs also a
control signal, namelwen This signal is delayed by the three delay linB&{, DL, andDL3).
These delay lines are implemented as shift registers.
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Figure 5.13: Structure of the INSCenv.

First delay lineDL; compensates the delay of the logic, contained in the COMT&he
output of the delay line (signalen) is used to generate the values of the delayed couwjer
for the tablesint() in TSCenv. The values are generated using the incrementoaranstored
in the intermediate register. The delayed values are dlaitan the output bugs[@y — 1 : 0].
Whereas signakren(and the signatenrespectively) stays active ongy,,,,, many clock cycles
(see Algorithm 15), the generated valugsbelong to the interval0 : o,.— 1]z When the
signalcenis low, the output register (and the complete incremené&seld counter) is cleared
using the multiplexer controlled yen(Figure 5.13).

Second delay lin®L, is used to compensate the delay of the environment WCOEémy. T
output from the delay line, signale wc, is the “data valid” signal for the weighting coefficient
values.

Third delay lineDL3 is used to compensate the pipelining delay of the INSenv.oLitgut
signalwe insis the “data valid” signal for the intersect values from tN&SEnv.

Algorithm 15 specifies the AGenv. Environment AGenv staftsraactivation of the signal
st. The computations are performed from the centgr=£ 0) of the upper planep = 0. These
computations are done for all voxels on one radial elengytrg) only. This is the inner loop
in the computation of the Geometry Table (Algorithm 4). Tbegs for the radial elements and
planes are done by the environments of the Control Unit: PEQ&lgorithm 13) and CCenv
(Algorithm 11) respectively.

First, the signalvenis activated. This signal stays active @, cycles (lines 2-4) when
the values of the countgp are generated. Aftego,,,,many values are generated, environment
AGenv waits until the geometry computations are done, i.éemwthe signaive.ins is low
(line 6). Next, the value of the countes is incremented and the environment AGenv waits for
the next activation of the signat. When the geometry data for all radial elements in one plane
are computed, the plane counter is incremented (line 1@¢r 24,,,.x planes are processed, the
counters of the AGenv are initialized to start the compategifrom the upper plane.

The control signalvenand the counters (in AGenv) are cleared on reset.
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Algorithm 15 AGenv Algorithm
Require: signalstwas issued in the previous cycle

1: werd — 1

2: while @o < Qo5 d0 (generate countego)

3 ghe—ght+l

4. end while

5: werl «— 0

6: waitfor wi=10 (wait for the end of the computations

s e gt (next radial elemet

8: if ro =romaxthen

9 r5<0 (start from the center of the plane
10: Zye— 75 +1 (next plang
11:  if Zo = Zomaxthen
12: Zy 0 (initialize for the upper plane
13:  endif
14: end if

1: if rst= 1then
22 @ <«—0,ro0—0,zp —0,wen—0
3: end if

5.6.5 TSCenv Environment

The values of the transcendental functions are providechbyetivironment TSCenv. These
values are stored in read-only memories (ROMs). The signs@mnputed in parallel with the
access to these memories. The exploitation of symmetridseairanscendental functions are
not used, because this requires more complex control logithé current environment.

The input of the TSCenv consists of two bus@gip, — 1 : 0] andgs[@y— 1 : 0. The address
values for the access to ROMs are transferred using thesediubhe output of the environment
TSCenv consists of the following busses and signals:

- the bussesostandsint are used to transfer the unsigned values of th¢)casd sir{)
functions accordingly;

- the signalnegandsnegare the sign signals for the corresponding values of th€)cos
and sirf) functions.

The structure of the environment TSCenv is depicted on Eigui4. It consists of two
ROMSs with the values of the tablessnt andcost, and the logic for the computation of signs
(5.6.5). The value of the countgp is used as an address for the memoogtand is an input
of the comparators. The value of the €plinction and it’s sign are ready at the output at the
same time (the busostand the signatnegrespectively).
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Figure 5.15: Circuitry of the COMTenv.

The memory with theint values is accessed using the addresses from thgsbd$ie same
values from the bugs are used to compute sign of the Qirfunction. Both, the values of
the sir() function and the signs are ready simultaneously at the ¢a$jnt andsneg

5.6.6 Computation of the “Common Term”

Environment COMTenv provides the computation of the “comnterm” (Figure 5.15). This
environment is an implementation of the Equation (5.6.1).

Two constantsNaandSORGg¢ are used to obtain the output values

1
CW .=
1—-SORGro-cog¢o,)
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and
Na

1—SORcro-cog@o,)
The computation of both values is performed sequentially pipelined structure: for a fixed

value of the counterp in each cycle the new valwmstand the sigrtnegare received from the
TSCenv.

The result of the multiplication

C:=CW-Na=

MM = SORGro- cost{@o) = SORGro- |cog¢o,)|
is an unsigned fixed-point number
(MM[ry + COy + Sy : O]) - 2705w,

Because the cosine value can be negativeed= 1), it goes through the multiplexer that is
controlled by thecnegsignal

(MM) if cneg=1
MCirw+cC 0)=4q — .
(MClrw+cOw + w2 0)) {(MM) +1 (mod Zwtcowtswtl) if cneg=0

We invert the valueMM when co$) function is positive, because of the substraction in the
divisor of the “common term”. To compensate the delay of twdtiplications, the signatneg
is delayed by the delay linBL (shift register).

Before the division, we add the constant value toNf@

<MD[rW—|—CQN+SW : O]> = <MC[rW‘|’CQN+SW : O]> 4+ 2COw+Su

This corresponds to the addition of 1 to a fixed-point numbié & (coy, + Sy)-bit fractional
part.
The computation of th€W (5.6.6) is done using a divider. We divide a constant by the
fixed-point number
(MDJrw+coy+Sy:Q])- 27w S,

Taking into account the fractional part of the divisor, tlemstant dividend is
(100w Hsw) |

The output of the divide€EDiv[rem, + 1 : 0]) - 2-"®™~1 js rounded using an incrementor - we
add one to the lowest Bit i.e. performing “round nearest up”.

(CDiv[remy+1:0)+1 (mod Zemwr2)

The valueg{CW[remy : 0]) - 27" js obtained takingremy+ 1) leading bits after the incremen-
tor.

Hn literature this rounding technique is called also anéatjon based rounding”. For details refer to [90].
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Figure 5.16: WCOEenv Environment.

The “common term” valuéClremy + nay : 0]) - 2~ "™ ~"av is computed multiplying the
constanNawith the valueCW. This is a(remy + nay + 1)-bit wide value, because- Na < 2
(we ignore the unused leading bit of the multiplication f§su

The multipliers and the divider are the optimized pipelifie€Cores provided by Xilinx [80,
91]. We apply them (instead of “hand-written” modules) inr @esign only for efficiency
reasons.

5.6.7 WCOEenv Environment

The environment WCOEenv is presented on Figure 5.16. lopad the calculation of the
output weighting coefficient valugcoeby raising the input valuEW to the second power, and
rounding this value using an incrementor.

The variable(CW T[2rem, + 1 : 0]) - 2-2®™ contains the result of the multiplication
(CWT[2remy+1: Q) = (CW[remy : O]) - (CW[rem, : 0]).
We perform the “round nearest up”
(Tweay+1:0)) = (CWT[2rem, : 2remw—wcay — 1) +1 (mod 2Vew+2)

and ignore the highest bit of ti@&V T because the weighting coefficients belong to the interval
(0,2) (see section 5.6.2). The value of the weighting coefficiemtitained truncating the last
bit of the variabler

(wcoéwcay : 0]) = (T[wecay+1:1]).

5.6.8 ZCenv Environment
The environment ZCenv is used to compute the the index ofurewt plane

Zc =20 — |Zomax/2] ,
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Figure 5.17: ZCenv Environment.

which is aligned relative to the center of the volume. Thedtire of the environment ZCenv
is depicted on Figure 5.17.

The signaknegis used to indicate the sign of tlzg It is defined as

if zo > 2
Zneg— 0 i 20 > Zomax/2
1 if 20 < Zomay/2-
The signaknegis an output of the comparator.

The valuez; is computed as follows. We compute first the offset of the @kanm the center
plane

(Z0[zw—2:0) = (zo[zw—1:0)) + (1Zomadzw— 1 : 1) +1 (mod Z+~1).
After this, we invert the valu€oif zneg= 1 and obtain the absolute valuezf

(Zojzy—2:0]) if zneg=0

(Zelzw—2:0) = {<m> +1 (mod Z+°1)  if zneg=1

5.6.9 Intersect Values Computation

The environment INSenv computes the intersection addsdesehe voxels of the radial ele-
ment. The internal structure of this environment is preseioin Figure 5.18. It consists of two
parts that perform the computations of the vertical and tivezbntal intersection coordinates.
These two values combine at the output the intersectioreaddr

Vertical Intersection Coordinate
This part of the environment is the implementation of the &opun (5.6.3). The coordinatg
is computed using a multiplier, an incrementor and an adéer.the implementation we use
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Figure 5.18: INSenv Environment.

Zy = n. This equality arises because the maximal number of plasgsis comparable to the
number of detector rowl (see (3.1.15) in section 3.1.7), amé- [log,(N)] = [10g,(Zomax) | =
Zy.
The absolute value of produgi- C is a fixed-point number
(ZM[zy+remy +nay — 1 : Q) - 2~ MW"
which is computed as
(ZM(zy+remy+nay—1:0)) = (C[remy+nay: 0]) - (Z[zy—2:0]).
We takez, — 1 leading bits of the resulM and truncate other bits
(ZMdzy—2:0)) := (ZM[zy+remy+nay— 1 :zy+remy+nay—n+1}).

The vertical intersection coordinate is obtained depandim the signaknegq i.e. the sign of
the indexz.
|z;-C] if zneg=0

modn
—|z.-C| if zneg=1 ( )

zg=N/2-1+ {
We use thalN/2(mod n;) = 0 because both values,(andN) are powers of two. For the case
zneg= 1 we have
(z) = (N/2—1+((ZMc[zy—2:0))+1)) (modn;)
= (ZMc[zy—2:0]) (modny).
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Thus, the vertical intersection coordinate is computed as

[ (zMdzw—2:0) + (1Y) (modny)  if zneg=0
) = (ZMc[zy—2:0) (modny) if zneg=1"

If the valuez; is negative£neg= 1), the planeg is projected into the upper part of the detector,
I.e. if the plane is situated higher than the central planeaeeess detector rows with indices
from 0 toN/2— 1. If the plane is lower as the central plazgié positive), we access another
part of the detector. Thus, for the cameeg= 0 the addition of the constant valb&/2 — 1 =
(1"-1y is required.

The valueznegis delayed using a shift register to compensate the deldyeahultiplication
C- z; and the delay of the incrementor. The valag/log,n, — 1 : 0)) is delayed after the adder
in order to align it to the computation of the valtiasin—1: Q}).

insin+log,n; —1:n| = zy[logyny —1: O
Horizontal Intersection Coordinate

The horizonal intersection coordinapg is calculated using (5.6.2). The computationpgf
uses two multipliers, a multiplexer and an adder.

The absolute value of the variald®V is a fixed-point number
(RW[ry + remy + Nay + Siy : 0]) - 27 eMv—naw—Shy
computed using two multiplications
RW=rqo-sint(go) -C=ro-|sin(¢o,)|-C.

We truncate the result of the multiplicati®wW and take(n — 1) bits. The leading bit of the

RW s ignored, because the absolute value of)sianction is at most one.
(TRIN—2:0)) := (RW[rw+ remy+ nay+ Sy — 1 : ry + remy+ nay + Siy —n+ 1))

The valueT Re [0:N/2— 1]z is computed relative to the center of the detector'fown order
to obtain the componemiy of the intersection point, we have to add the constant vs|(2- 1.
ro-|sint(@o)|-C if sneg=0

=N/2-1
Pd / +{—ro-\sint(cpo)|~c if sneg=1

For the cassneg= 0 we have(0TRIn—2:0) + (01"1). For the cassneg= 1 we have to
invert the valuel R
(ATRN—2:0)+1)+ (01" ) (mod 2) =
(A1TRN—2:0)+ (10" (mod 2") =
(0TRn—2:0])

12j e. relative to the central pixel with addre¥g2 — 1
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Combining two cases, the output val{iesin — 1 : 0]) is computed as

(OTRN—2:0)+ (01" 1Y) if sneg=0

<ins[n_l:OD:{<0TR[n—2:0]> if sneg=1"

5.7 Data Control Unit

The Data Control Unit together with the Parallel Backprtpeags an implementation of the
pipelined parallel backprojection of a radial element {(g&c4.3).

The Data Control Unit performs the scheduling of all proessgvolved in the reconstruc-
tion of a radial element. It handles the geometry data, tatied by the Geometry Computation
Unit, initiates the reconstruction of a radial element aadtwls the backprojection flow. The
unit has an interface to the SDRAM chips that are placed irexternal memory.

Interface

The input signals of the unit come from two modules of the giesirom the Control Unit and
from the Geometry Computation Unit. The signals, used tialize the processes inside the
Data Control Unit, are issued by the Control Unit:

- the signakt.PE is a start signal for the backprojection of a radial element,
- the signakt.wr is used to initiate the transfer of the filtered data in theexdl memory,
- the busy([log,n, — 1 : 0] is the row address for the data transfer in the external mgmor

The data from the Geometry Computation Unit are receiveaigusie inputs:

the busnsin+log, n, — 1 : 0] is an input of the elements of the Geometry Table,

the signawe.insis a “data valid” signal for the busis,

the buswcodwcay : 0] is an input of the elements of the Weighting Coefficients &abl

the signalwe wcis a “data valid” signal for the buscoe

The design signatst is used for the initialization of the unit.
The output of the unit consists of the following signals anddes:

- the busCAlay, + 4 : 0] and the signaCF.re are the outputs connected to the external
memory system,

- the bussedemw[@w—1: 0 andjem[log, p—1: O] are the address busses for the Parallel
Backprojector,

- the signaWwrFM is a “data valid” signal for the data from the external memory
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Figure 5.19: Structure of the Data Control Unit.

- the signaktADDis a “start” signal for the Parallel Backprojector,

- the buswcoe flwcaqy : 0] consists of the weighting coefficient values, required for t
reconstruction of a radial element,

- the output acknowledge signatsy.PE andrdy.wr for the Control Unit.

Structure
The unit structure is depicted on Figure 5.19 and consistewdral environments.

- The control environment DFCenv performs the generatiotmefcontrol signals and the
address values for the memory access.

- The environment GMenv stores the values of the geometeyréatived from the Geom-
etry Computation Unit. It has two memory structures for thieisect addresses and for
the weighting coefficients.

- The environment IFCenv is the interface to SDRAM chipsuftgorts the required oper-
ations to work with dynamic memory.

- The environment DSenv is used to delay the control sigfidis.delay is a compensation
of the latency of the dynamic memory access, and the deldyeafivironments.

Computation Flow

Several different tasks are performed by the Data Contrdt: Wme access to the filtered pro-
jection data (read, write and refresh), the generationettmntrol signals for the Parallel Back-
projector and the management of the input geometry data.
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Depending on the input signals, one of two different operathodes of the Data Control
Unit is selected: the “data transfer” or the “reconstructionode. The signalr from the
environment DFCenv is used to indicate the active mode.

- The “data transfer” modenf = 1) is activated when the input signstiwr is high. In
this mode the transfer of the filtered data inside the exteneanory is performed (Algo-
rithm 9 in section 4.5). Environment DFCenv starts to getecitze values of the counters
@o (for the elements) ang (for the rounds). These counters are available in the Data
Control Unit on the busse& ), and |, accordingly. The value&)y, are combined with
the data from the input bo& The busy consists of the address value of the filtered detec-
tor row that must be transferred into SDRAMs. The SDRAM if#ee IFCenv receives
the value after the multiplexer and issues the write comma@nasCA) to SDRAM chips
in the external memory. The filtered data, that is writtew IBDRAMSs, is fetched from
the corresponding FIFOs (to these SDRAMS) under the coatrble IFCenv. When the
complete row is transferregb( N elements irb external memory modules) the acknowl-
edge signatdy.wr is activated.

- The “reconstruction” modenfr = 0) is activated by the input signal.PE. In this mode
the Data Control Unit performs the reconstruction of a radlament. The DFCenv
generates the countegs and j. The valuespo on the busAyy, are used to read the
intersect memory in the GMenv. The output intersect valueseailable on the bussf.
These values are used in the IFCenv as the address valudw fexternal memory. If
the row/bank change is required during the access to SDR&M$usysignal is issued
by the IFCenv. This signal stops the update of the intermtedegisters and the flow
in the environment DFCenv. When the reconstruction of aataelement is done, the
acknowledge signatly.PE is activated.

The value@o and the signat (from the DFCenv) are used also to access the weighting
coefficients memory (in GMenv). These values are delayetdipSenv in order to compensate
the latency of the SDRAM. The busymr and the signady v from the DSenv are connected to
the weighting coefficients memory structure in the GMenve Dltput busvcoe f consists of
the weighting coefficient values, that are aligned to theouvalues of the external memory.
They are used further in the Parallel Backprojector.

The Data Control Unit generates the control signals for taaliel Backprojector. These
are the delayed counter of the elemengig)(and the counter of the roundg)( The output
signalwrFM is a “valid” signal for the data fetched from the external noeyn This signal is
generated only in the “reconstruction” mode.

In the “reconstruction” mode the DFCenv generates the sgjat the end of each round
This signal is delayed by the DSenv. The corresponding @agignalstADDis a “start” signal
for the Parallel Backprojector.

Environment GMenv receives and stores the geometry daliaylated by the Geometry
Computation Unit. Using the corresponding “data validrets (ve.ins andwe wc) the data
from the bussemsandwcoeare stored in the RAMs of the GMenv. This process runs in [eral
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Figure 5.20: DFCenv environment.

to the reconstruction of a radial element, i.e. in paralleghwhe access to the geometry data,
stored during the reconstruction of the previous radiahelet. The GMenv has two memory
environments: for the intersect data and for the weightogffecients. These environments are
the implementation of the doubled memory structure intoeduin section 4.3.1.

5.7.1 DFCenv Environment

The environment DFCenv is a control environment in the Daiat®l| Unit. It generates the
counters and the control signals for other environments®fuinit. The structure of the envi-
ronment DFCenv is presented on Figure 5.20 and consiste @@Cont module and the set of
the output registers. The interface of this environmentésented in Table 5.6.

Algorithm 16 presents the algorithm of the DFCenv. On resstt=€ 1) the signals is
initialized to 1 and the round countgrto 0. The signak is set to 1 in order to select the
memories in the GMenv, that will be filled with the geometryadfor the first radial element
before the start of the reconstruction of the upper plane Adgorithm 7 in section 4.4).

The module DFCont of the environment DFCenv starts, wherobtiee interface signals is
active.

DFContst:= DFCenvstv DFCenvswr

Depending on the input signalr the environment DFCenv has one of two operating modes
(they are operation modes of the Data Control Unit).

- The “reconstruction” modéswr = 0). In this mode the DFCenv controls the reconstruc-
tion of a radial element. The address coumggiis generated from O t@o,,,— 1 for p
rounds, andvr = 0.
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Name | /0 | Width Purpose
rst I 1 reset signal
st I 1 “start” DFCenv
swr I 1 “start” data transfer
busy I 1 wait signal of the SDRAM
@o @] @y | address counter
| O | log, p | round number
S O 1 select memory in GMenv
wr O 1 “data transfer” mode
wrp @] 1 “data valid” for the external memory
stADD | O 1 “start” Parallel Backprojector
rwr O 1 data transfer done
rpe @] 1 reconstruction of the
radial element is done

Table 5.6: Interface of the DFCenv environment.

Algorithm 16 DFCont Algorithm
Require: signalst was issued in the previous cycle
1: if swr=1then

2. wr—1 (“data transfer” mode
3: whilej<p-1do
4: for go =0toN—-1do (elements of the detector rw
5: waitfor busy=1 (busy is active loy
6: end for
7: O | L L (next roundl
8: endwhile
90 j'e—0,wrt—0 (disable data transfer
10:  rwrttl.-0/1/0 (data transfer is doiye
11: else (“reconstruction” modg
12 & — =g L wrptt—1 (“data valid” for the external memoyy
13:  while j < p-1do
14: for o =0 to Qo,ax— 1 dO (voxels of the radial element
15: waitfor busy= 1
16: end for
17: ¢ 0, jt—j1+1 stAl—0/1/0 (next roundl

18: end while

19: wrpt—0,jt«<0

20: rpe*tl«—0/1/0 (reconstruction of the radial element is dpne
21: end if
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Figure 5.21: Timing diagram. Output addregsof the DFCenv is used to access the intersect
memory INSMenv of the GMenv. The valuesf is received by the IFCenv and is decoded
there. Thebusyis active low when the row of the SDRAM is changed by the IFCenv

- The “data transfer” modgswr = 1). In this mode the DFCenv controls the transfer of
the filtered data in the external memory. The address coygptés generated from O to
N — 1 for p rounds, andvr = 1.

After start of the DFCont, the count@p is generated in every cycle, when the sigmasyis
high, i.e. there are no wait cycles of SDRAM Wfisy= 0, the valuepp remains the same. This
situation is expressed on the timing diagram of the “reqocibn” mode on Figure 5.21. For
simplicity, by INSM(A) we denote the value fetched from the intersect meffosyssume that
the valuegNSM(AO0) andINSM(A1) are the addresses of the elements, placed on the same row
and in the same bank in the SDRAM, but the elem&BM(A2) belongs to the different row.
When the valuéNSM(A2) is received by the IFCenv this environment activdtesy(signal is
active low), and the output registers of the DFCenv areestalThe DFCont generates the next
value@o and waits. After the row is changed, the IFCenv deactivatsyand the generation
of the gp continues.

In the “reconstruction” mode, the DFCenv generates thet*smnal stADDfor the Parallel
Backprojector. The signatAis activated at the end of each round It is delayed by the
delay lineDL (shift register), which compensates the SDRAM latency dmeddelay of the
environments GMenv and IFCenwv.

The signalwrp is active in the “reconstruction” mode. It is a “valid” sigrfar the data,
fetched from the external memory.

At the end of the process (the reconstruction of a radial etgror the transfer of the filtered
data), the corresponding acknowledge (“done”) signaltisated:rpe for the “reconstruction”

13For the intersect memory see description of the GMenv in #x section. For the commands of the IFCenv
refer to the description of the SDRAM interface in section.5.
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Figure 5.22: The structure of the environment GMenv.

mode andwr for the “data transfer” mode.

5.7.2 GMenv Environment

The geometry data, required for the reconstruction of tHmralement is placed in the environ-
ment GMenv. This environment is depicted on Figure 5.22 camsists of two equal structures
for the intersect and weighting memory. Each structuraudhes:

- the input and output registers,
- the environment Alenv that is used for the generation ofthite memory address values,
- the doubled memory environment for the geometry data.

The intersect addresses and the weighting coefficient sadoe stored in doubled memory
structures (defined in section 4.3.1) - in INSMenv and in WHNeaccordingly.

Interface
We divide the input of the GMenv into the several groups, ay tre used inside the environ-
ment. The input of the intersect memory structure consigtseofollowing signals and busses:

- the busins|n+log, n; — 1 : 0] with the input intersect values and the corresponding “data
valid” signalwe.ins,
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- the address busy, [@y— 1 : O] for the access to the intersect data in the environment
INSMenv,

- the signaky is a memory select signal for the INSMenv.

The inputs of the structure WTMenv are similar to the inpofgtfe INSMenv) described above:
the input values are received using the buogwcq, : 0] and the “data valid” signalve wc;
the bus with the read address value&isu:[@y — 1 : O] and the memory select signaldg .

The common inputs are thist used for the initialization, and the sigrialsyused to control
the output flow.

Data Flow

The geometry data is stored in the GMenv using the doubledanestructure (see description
in the next section). The intersection addresses are stotkd INSMenv. The memories of the
INSMenv store § + log, ny)-bit elements. The weighting coefficients are stored in WM
The width of these elements iw¢o, + 1)-bit. The signals)y andsym are used to select the
memory inside the corresponding environments.

The reading from the INSMenv and WTMenv is performed usirggualues from the ad-
dress busse&, and Ay mr accordingly. The output values are available on the buissds
andwcoe fthrough the corresponding output registeisandRW. These registers are required
to align the output data with the data flow in the Data ContnoitUf busy= 0, the register for
the intersect data is not updated because it is clocked bsighel

doe:= clk A busy.

This is done to stall the data flow in the “reconstruction” raad the Data Control Unit. The
outputwcoe fis not stalled because the access to the weighting memoeyfrsrmed using the
delayed address counter (see description of the DSenv).

The INSMenv and WTMenv receive the values from the input ésiss andwcoethrough
the registers DIr and DWr accordingly. These registers eked with the signatlk and pre-
set the input data for the memories of the corresponding@mvients INSMenv and WTMenv.
This is required because the memories in the INSMenv and WitMee clocked with the
signalclk. The signalsve.insandwe wc are active when the data on the corresponding busses
are valid. These signals are registered on input using tgistexrs Wir and WWr. The outputs
of the registers are connected to the inputs of the addressaers Alenv. They are also the
“write enable” signals for the corresponding environmer@®nsider, for example, the input
signalwe.ins. When this signal is active, the Alenv starts to generateattdress counter for
the INSMenv. The geometry data from the basis written into the INSMenv using the write
address on the busvand the “write enable” signal from the register Wir.

The memories in the INSMenv and WTMenv are switched (sigagisandsyv) at the
beginning of the reconstruction of a radial element (signal the Algorithm 16). The Data
Control Unit and the Geometry Computation Unit are startegether by the PECenv of the
Control Unit (section 5.3.3). The geometry data arrivehwsibme delay after the start of the
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Figure 5.23: Doubled memory structure.

reconstruction because the Geometry Computation Unitpislipied. Thus, the situation, that
we write the geometry data twice into one memory of the GMenegliminated. This means,
that during the reconstruction of the radial elemeytthe geometry data for the eleméng + 1)

is written into the GMenv over the old data for the radial ede{ro —1).

5.7.3 Doubled Memory Structure

The doubled memory structure was presented in section duBidg the formal description of
the backprojection. The circuitry of this structure is adpd on Figure 5.23. Two memories of
this structure are denoted by the “RAM A’ and “RAM B”. Each memstorespo,,4,€lements.
The width of the elements is dependent on the applicationisftructure, e.g. for the intersect
memory the elements are+ log, n,)-bit wide.

The structure has the two input address busge$p, — 1 : O] for the read address and
Awj@y — 1 : 0] for the write address. The input data tis is connected to both memories. The
input signals controls the address multiplexers (hégeandAg denote the address inputs of the
two RAMS)

AS): Ar ifs:o and Aés): Aw ifs:07
Aw ifs=1 Ar ifs=1

the memory write enable signals

()

we? :=weAs and we :=wens

and the output data multiplexer

Dout®® — Doutya ifs=0
Doutg ifs=1
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Figure 5.24: Circuitry of the environment Alenv.
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Figure 5.25: Timing diagram. Writing the input intersectadato the memory of the environ-
ment INSMenv.

5.7.4 Alenv Environment

For the simplification of the DFCenv, the generation of théevaddressesw|@y — 1 : O] for
the INSMenv and WTMenv is separated into the single enviremrilenv. The structure of
the Alenv is depicted on Figure 5.24.

This environment generates address values under the tohtine “enable” signaén This
signal enters the carry input of the incrementor. The d&e, i incremented in every cycle,
comes from the OAr register. The Alenv generaggsalues from O tapo,,,.x— 1. The compara-
tor signals the situation that the address value is equaktdésign constagio,,,,,— 1. When
the output of the comparator is active, the register OAresaidd. This register is initialized to
Zero on reset.

The output register OAr is clocked by the sige#it. The timing diagram on Figure 5.25
presents an example of storing the input intersect data finerbusns.

5.7.5 DSenv Environment

In order to compensate the delay introduced by SDRAMs, enmient DSenv delays the input
signals. The delayed signals are synchronous with the fédtaed from the external memory.
They are used later in the Parallel Backprojector. The siracof the DSenv is presented on
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Figure 5.26: Circuitry of the environment DSenv.

Figure 5.26. The delays are organized by shift registers.

The access to the weighting coefficients memory (WTMenv en@Menv) is delayed for
the time, required to access the filtered projection dateeolan the SDRAMSs of the external
memory. This delay is done by holding the values on the inpstgg and the input signad for
the time, equal to the CAS latency (see description of dynarm@mory in Appendix C). The
corresponding outputs are the gy and the signadyy. The update of the output registers
is controlled by théousy. This is the signabusydelayed for the time equal to the CAS latency.

The output signawrFM is a “data valid” signal. It is active when the data fetchealirir
the external memory is available. The value of this signalotgined as follows. The signal
wrp is active in the “reconstruction” mode of the DFCenv. We wgdlee wrp for the time of
the CAS latency in order to align the activation of this sigioahe first element, fetched from
the external memory. The output signal is active only at tleenents, when the data from the
SDRAM is available

WrFM := busy Awrp'.

5.7.6 SDRAM Interface

The SDRAM chips in the external memory modules are conuldiiethe IFCenv environment.
This environment performs the following functions:

- initialization of SDRAM,;
- read/write access to SDRAM chips;

- issue the signdbusyfor the cases of opening/closing a row, a refresh;
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Name| I/O Width Purpose
rst I 1 reset signal
wr I 1 write access to SDRAM
] I log, p round number
D | | n+log,ny | address of the detector element
CA @) S5+ ay SDRAM interface
re O 1 “read enable” for FIFOs
busy | O 1 “busy” from SDRAM interface

Table 5.7: Interface of the IFCenv environment.

DLD busy
bl
wr wr rdy \ ‘

T rir IFCont clk
‘ — Rre—re
‘ rdy rfr — ‘
RFRenv \
ok |

Figure 5.27: IFCenv environment.

- control the refresh of dynamic memory.

The interface of the IFCenv is presented in Table 5.7.

The output bu€AJa, +4 : 0] is connected to alh SDRAM chips, and includes the following
signals: addresafa, —1: 0], RAS, CAS, BA, CS and WE. The purposes of these signals are
described in Appendix C. The control signals for the SDRANPs{RAS, CAS, BA, CS, WE)
and the control signals for the FIFO chips (WE, RE) are adtive

The structure of the IFCenv is presented on Figure 5.27.nsists of two environments:
- the environment IFCont that performs the control of the mgninterface, and

- the environment RFRenv that controls the refresh of SDRAM.

5.7.7 IFCont Environment

The environment IFCont controls the dynamic memory intexfaThere are several variables
and signals, that are used in the IFCont.
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- Ar, Aga andAc are the variables, that contain the row, bank and columneaddicom-
puted from the input buss&andj.

- The variable®\.,r andAgacurr cOntain the address of the currently opened row and active
bank in the SDRAM.

- The signareis a FIFO “read enable”. This signal is active when the datiasfer process
(SDRAM write) is performed.

On reset (st = 1) these variables and signals are initialized. The SDRAMstrhe powered
up and initialized in the predefined manner with the follogvgettings: CAS latency is set to 2,
and sequential bank access mode i$’sdthis initialization is denoted by theSDRAM init )
in the description.

1: if rst = 1then

2. busy— 1, Acurr < 0, Agacurr < 0, re—1

3.  ( SDRAM init)

4: end if

Algorithm 17 specifies the module IFCont. The process in B@oint is performed in an
infinite loop. The input data is decoded, and then the acae#iset SDRAM is performed.
Depending on the currently opened row and active bank, ttiess can be made in this (the
same) cycle, or the new row/bank must be opened (lines 3-5).

Algorithm 17 IFCont Algorithm
1: loop
2:  ( computeAr, Aga andAc )

3 if (AR# Acurr) V (ABa # Asacurr) then
4: busy— 0, re < 1, ( change row and bank
5  endif
6: if wr=1then (check the operating moyle
7: (WRITE Ac ), re — 0, busy— 1
8. else
9 (READ Ac ), re <« 1, busy— 1
10: endif
11:  Acurr < AR, Asacurr < Asa
12 ifrfr =1then (check the signal for the autorefrésh
13: re<— 1, busy— 0
14: ( Autorefresh)
15: rdy — 0/1/0 (acknowledge of the autorefrgsh
16:  end if
17: end loop

14The init operation is not discussed here. For the detailedrision refer to the datasheets of SDRAMS,
e.g.[92].
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The input signaivr defines the type of the access to the SDRAM - read=€ 0) or write
(wr = 1). This corresponds to the operating modes of the Data Glddtrit - the “reconstruc-
tion” mode, where we read the external memory, and the “datester” mode, where we write
the new filtered row.

The address of the element (line 2), that must be accesskd autrent cycle, is computed
as follows (recall the description of the external memoryaure from section 5.4):

1. The row address ik < (jD[n+log,n — 1 :n]).

2. Assume that the filtered detector row withelements is placed in the SDRAM row in
two internal banks (as it depicted on Figure 5.8 in sectighZ). The memory row in
each bank contains N/2 elements. Thus, the column addrass-isD[n—2: 0], and the
address of the internal bankAg,, <— D[n— 1].

When the currently active bank\§acurr) or the opened rowAgyrr) are not equal to those
(Aga Or AR), that must be accessed in this cycle (line 3), the activé lbad opened row must
be closed. This is done by issuing the following command eage to the SDRAN

( change row and bank=

1: NOP

2: PRE*! (precharge the active bank
3: NOP*2

4: ACT!H3 (open the new rowr in the bankAgp)

5. NOP+4

During this sequence tHausysignal is low. This signal disables update of the outputstegs
of the environments DFCenv and DSenv, i.e. the data flow irDidwa Control Unit is stalled.
In the next cyclet(+5) the READ or WRITE command with the column addrégs's issued
to the SDRAM chip depending on the signal (diagrams on Figures 5.21 and 5.28).

If the request of the refreshfr is high, then the IFCont performs the Autorefresh of
SDRAM chips (lines 12-16).
( Autorefresh) =
NOFP
PRE! (precharge the active bank

NOP+2
ARF+3 (issue Autorefresh command

NOP+4

NOP+k

ACTUHk+1 (open the rovAR in the bankAg)
NOFi+k+2

During this sequence, the active bank is precharged and sha&resh command is issued.
After (k—4) NOP cycles the bank is activated again. The number of NOResysldependent

refer to the Table C.1 in Appendix C
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Figure 5.28: Timing diagram. The process of writing into SENRchips.

on the SDRAM chip and the design parametrst the end of the refresh the rofg in the
bankAga is opened again. The signaly is activated after the Autorefresh is ready.

If the Data Control Unit is idle, the IFCenv always accessesdlement defined by the
busse® andj, and refreshes the dynamic memory.

5.7.8 RFRenv Environment

The refresh of the dynamic memory is controlled by the RFRégorithm 18 describes the
work of the RFRenv.

Algorithm 18 RFRenv Algorithm
1: loop
2. c¢nt<—0
. whilecnt < rfrmaxdo

3
4 cnt—cnt+1

5. end while

6: rfr—1 (request the refre3h
7. waitfor rdy=1 (wait for the environment IFCopt
8: rfr <0

9: end loop

The refresh control is done in the infinite loop. Aftdir ax clock cycles the signalfr is
activated, signaling to the environment IFCont that the@aaitesh of the memory must be per-
formed. When the acknowledge signaly) is received, the RFRenv starts to count the cycles
again. The constamffrax must be selected less than the required number in the sjgicific

16¢.g. the time constraint of the SDRAM chip “Refresh to Ad&/amust be preserved [92]
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Figure 5.29: Timing diagram. Reading from FIFO and writim¢pi SDRAM of the external
memory.

of SDRAM. This is done in order to control the situation whle signalr fr is activated, but
the environment IFCont performs change of the row/bank @mdnot handle the autorefresh
request.

5.7.9 Memory Access

The outputs from the IFCont, the sigrmaland the bu€A, are delayed using the registers Rre
and RCA (see Figure 5.27).

The address and control signals of the SDRAM are delayedrerabock cycle for the
reason that the data from the FIFOs must be available on phusof the SDRAMSs before the
writing®”. This is described in the timing diagram on Figure 5.29. Wesier one external
memory module, and assume for simplicity (of the figure) thatwrite into the SDRAM is
performed into the currently opened row and bank.

The data is fetched from the FIFO on the positive edge ottkeignal wherre = 0 (the
signalre is connected to the outp@F.re of the Data Control Unit). The data is ready on the

1This delay is counted by the delay lines of the DSenv in aolditb the CAS latency.
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output bus=IFO.Dout along with the address and the control signals on theJd#usThe write
into the SDRAM is performed on the falling edge of tti&. The parameters of the FIFO and
SDRAM chips in the external memory are selected in such a thay,the “data access time”
of the FIFO {a) and the “data-in-set-up time” of the SDRANbE) confirm to the following
inequality

ta+tps <tcLk/2,

wheretc k is a period of the clock signal (see Figure 5.29). This metret, data, fetched
from the FIFO, must be ready at the input of the SDRAM in tinsslthen the half of the clock
period.

5.8 Parallel Backprojector

The Parallel Backprojector inputs the filtered projecti@tadfrom the external memory, and
performs the reconstruction of a radial element.

Interface
The following signals and busses combine the input of thallRhBackprojector:

theaf,-bit wide data busseBE(© - DE(*-1 from the external memory,

the initialization signatst,

the signakre_vmthat is used to read the contents of the result FIFO,

the busses and signals from the Data Control Unit:

— the common busicoe flwcay : O] with the weighting coefficients values,

— the address buss@gmw|[@y—1: 0 andjgm[log, p— 1 : O] that provide the address
values of the current element and the current reconstiuobiond,

— the signawrFM that is the “data valid” signal for the data from the extenmaim-
ory.

The output of the Parallel Backprojector is the Midoutresy— 1 : 0 that is used to transfer
the values of the reconstructed radial element. The ouipakdrdyis a “ready” signal, issued
when the result FIFO contains the backprojection result.

Structure
Figure 5.30 presents the top-level structure of the PdiBdlekprojector. It consists of:

- the processing elements (PEs) that perform the weightidgstoring the filtered projec-
tion data before the summation,
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Figure 5.30: Structure of the Parallel Backprojector.

- the environment RAenv that generates the control sigraldhfe environments of the
Parallel Backprojector,

- the environment AVMenv that contains the volume memory thedesult FIFO,

- the environment ADDenv that is a multi-port pipelined adde

Computation Flow

The reconstruction of a radial element is started by the Qatatrol Unit (described in sec-
tion 5.7) and is performed ip rounds (see formal description in section 4.3). The unieases
the filtered projection data in the external memory, and igies/the weighting coefficients and
the control signals for the Parallel Backprojector.

The data, fetched from the external memory modules is reddmy the PEs on the busses
DE™). The number of the PEs is equal to the number of the externalanemodules. Using
the weighting coefficients from the common bwsoef, each PE weights the input filtered
projection data, and stores the result in the intermediamany. The writing addresses are
computed by each PE from the value of the input addfessy and the values of the current
round jgm (reordering). The data is stored in the doubled memory &trac
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At the same time, the data, that is weighted in the previousdpis accumulated using the
adder in the ADDenv. The result of the previous accumulatiamd is summed with the new
data and is stored in the volume memory of the environment AW The volume memory is
a doubled memory structure. In the last accumulation roprdX) the data is written into the
result FIFO. Afterp rounds, the result FIFO consists of the reconstructed Iratienent. The
signaldrdy is issued when the last round of the accumulation for theatadement is started.
This signal is generated by the RAenv and delayed to competisapipelining of the adder in
the ADDenv. The contents of the result FIFO is read using itheasre_vm (see section 5.2.2).

The input signalvrFM and the busse&-vw and jgm from the Data Control Unit are used
to store the weighted values in the PEs. The data on thesediaisesssynchronous with the input
data from the external memory. The values on these busseésasidnaivrFM are delayed for
the time, required for the multiplication of the input filser data with the weighting coefficients
in the PEs. The delay lines (DL) are organized by shift regsst

The read addreds for the PEs is generated by the environment RAenv. This addsaised
also for the volume memory in the environment AVMenv to rdaelalues of the accumulation
result from the previous round. The RAenv generates theabigry/ that is a “write enable”
signal for the new accumulated data on the R&S

5.8.1 Processing Elements

The reordering and storing of the input filtered data fromek&rnal memory is done by the
PEs. The number of the PEs is equal to the number of SDRAMiexternal memory.
All PEs have equal structure and perform the same functions:

- compute the write address using the ordinal number of the PE
- weight and store the data values from the external memory,

- provide the stored values for the accumulation in the pieel adder.

Interface
The PE has the following inputs:

- the busDE[afy— 1 : 0] from the SDRAM contains the filtered projection data,

- the buswcoe flwcay : 0] consists of the values from the weighting coefficient memory
(from the Data Control Unit),

- the address busség[@, — 1 : 0] andAy[@y — 1 : O] contain the read and write address
values for the weighted filtered data,

- the signalr is a “data valid” signal for the buSE,
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Figure 5.31: Processing Element.

- the busj[log, p—1: 0] is used to transfer the value of the current round of the reicoc-
tion,

- the bud[[log,b] —1: 0] is a unique index of the PE.

The output of the processing element is a BiE[aw, — 1 : 0] used to transfer data from
the intermediate memory in the IFMenv to the environment ADD

Structure
The structure of the PE is presented on Figure 5.31. The psoweelement consists of

- the environment AFenv that generates the write address,
- the multiplier used to weight the input filtered data witke thieighting coefficients,

- the environment IFMenv that is a doubled memory structure.

Data Flow

The input bus from SDRAM (that corresponds to the PE) is teggsl on the input of the FPGA
(register DEr). The data from this bus is multiplied with theighting coefficients values from
the buswcoef The environment AFenv computes the writing address usiag/aluesAy,, |
and the index of the PE. The result of the multiplication is written intetenvironment IFCenv.
This environment is an implementation of the memtﬁy/lg’” from section 4.3.1. We used
the doubled memory structure described in section 5.7.&. riimories are clocked with the
signalclk, and are selected by the sigrjé0], i.e. we change the memory in the IFCenv every
round (recall thap is a power of two).
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Figure 5.32: Timing diagram. Compute and write the weiglfiteeted data in thé" processing
element. The pipelined multiplier has three internal stage

The output result from the multiplieRM[a f,, + wcay : 0] is truncated takingw,, leading
bits (recall that the weighting coefficient is a fixed pointwher that belong to the intervé, 2))

IFMenuDin[awy — 1 : 0] = RM[afy+wcay : afy+wecay — awy + 1.

An example of the data flow is presented on Figure 5.32. Wectkgpthe delays of the address
value and the signairFM, that are provided by the delay lines in the Parallel Bacjqutor.

AFenv Environment

Environment AFenv computes the address used to store tightgdifiltered values. Figure 5.33
depicts the structure of the AFenv. The environment AFeanisnplementation of the formula
for the reordering

@= (Qo—ng-(i-p+])) (Mod@max -

First, the input of the multiplier is combiné&ifrom the input busseisand j as

((i[[log,b] —1: 0] j[log, p—1: Q) +1) (mod 2.

8recall thatp is a power of two



136 CHAPTER 5. RECONSTRUCTION HARDWARE

bo-] L o |

i iz \ INC MULT Lol AFr - |

- - 0| bw

J o i ‘ 1 OFr ﬁﬂ»q)
‘ ! Np— 0 olk cl‘k
| 0
‘ ¢0max ‘

|

Figure 5.33: AFenv Environment.

The second operang, is a design constant. Its value can be “two” or “three” (sescdption

in section 3.1.1). In case of, = 2 no multiplier is required, and the result is simply thebit
number. For the timing diagram on Figure 5.32 we assumedrthanhultiplicatiomg- (i - p+ j)

is not performed becausg = 2. For the cas@, is not a power of two, additional cycles are
required for the multiplication and they must be includetbithe delay lines of the Parallel
Backprojector.

Second, the register AFr stores the result of the substracti
AFr:=@o—ny-(i-p+j).

The (@y + 1)-bit value in the register AFr is a two’s complement numbére highest bit (the
sign bit) gr := AFr[@,] controls the multiplexer. The value after the multiplexesaved into
the output register as

(AFrjey—1:0]) if gr=0

OFou =002 {(<AFr[<ﬂN 0)) +(0@0g)) (mod ) it gr=1

5.8.2 ADDenv Environment

The environment ADDenv is used for the backprojection oftegghted filtered detector val-
ues, stored in the processing elements. The ADDenv cordighe pipelined adder that per-
forms the summation of the values received floPEs and from the volume memory (environ-
ment VMenv of the AVMenv). The result of the accumulationésnd with the bufRE Sto the
environment AVMenv of the Backprojector.

For the description of the multi-port adder we introduce rtinean elements of such adder,
then describe the tree structure, and afterwards desti@dder of the ADDenv.

Carry Save Adder (k-3/2-adder)
The main element of the accumulation structure ls3/2-adderdescribed e.g. in the text-
book [86]. This adder compresses the sum of the tkre# numbers to two numbers, which
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have the same sum. These two output numbers is a carry saeseatation of the sum. The
k-3/2-addershave the inputsfk—1: 0], blk—1:0], ck—1: 0] and outputslk— 1 : 0] and
t[k : O] satisfying

(@) + (b) +(c) = (s) +(t).

Thek-3/2-adderis constructed from the row of full adders. The delay is iretefent ok.

From twok-3/2-adderswe construct &-4/2-adder[86]. This is a circuit with the inputs
ak—1:0,blk—1:0],c[k—1:0],dk—1:0 and outputs|k: 0], t[k : 0] such that

(@) + (b) + (c) + (d) = (s) + (t) (mod Z*1).

Tree Structure

Leth:=b+1. We construct & (h) addition tree placed in the ADDenv. The top level of this
tree is constructed from the/2- and 32-adders The number of these adders depend$ion
The bottom of this tree structure is completely regul&2-4ree. The output of the treg(h) is

a carry save representation of the sum of inputs. An ordifdhadder is used to produce the
binary representation of a sum from the carry save reprasent

For the upper part we use the4/2 andk-3/2-adders The number of these adders is
obtained as follows [86]. Let M be a smallest power of two IstiatM > h

M = 2llog2h]
For the input of the tree we have to distinguish between tvgesa

1. 3M/4 < h <M. The number of the &2-addersis a=h—3M/4, and the number of
3/2-addersis| =M/4—a.

2. M/2 <h< 3M/4. The number of R-addersis| =h—M/2, andh— 3| inputs are feed
directly into the bottom tree.

The bottom of the tred (h) is a 4/2-treeT (M /4). It hasM /2 inputs andV /8 4/2-adders
The depth of this tree iga = log,(M/2).

Multi-Port Adder

Figure 5.34 shows the structure of the ADDenv which is a fféh). Each stage of the tree
has the intermediate registeng; for the 4/2-treeT(M/4) and one stage for the result from
the input adders. Thegg + 1 registers are clocked in the following way: first stage Haskc
signalclk, second <lk, third clk etc. The register after the full adder is clocked with thenalg
clk even if the output register of thE(M/4) is clocked with the signatik. This is done in
order to align the result on the b&E Swith the input of the volume memory of the VMenv (in
the environment AVMenv).
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Figure 5.34: Circuitry of the pipelined adder in the ADDerBy 3/2add(k) we denote the
k-3/2-adder, by 4/2add(k) — thek-4/2-adder.
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5.8.3 RAenv Environment

The address values, required to fetch the data from the REedaccumulation stage of the
backprojection, are generated by the RAenv. This addrasseid also for the volume memory
in the environment AVMenv in order to read the old and to stbeenew accumulated values
for the reconstruction. The RAenv generates the “write Eiaignal for the AVMenv.

The specification of the RAenv is given by Algorithm 19. Aftee signalst is activated,
the RAenv starts the generation of the address values. ghaldirdyis activated for one clock
period in order to signal the external device that the rettooted data can be read from the
result FIFO. Itis activated on each start, but the outputaidrdy of the Parallel Backprojector
is active only in round = 0. During this process the output sigmaVV is active, enabling write
of the accumulated values in the environment ADDenv. Afg},., Values were generated, the
counter stops and the write sigmalV is deactivated.

Algorithm 19 RAenv Algorithm
Require: signalstwas issued in the previous cycle

1: Al 0,wrV! « 1,drdy* < 0/1/0 (write the reconstruction resylt
2: while A < @opado

33 A—A+1 (go through the radial elemgnt
4: end while

5. wrVt — 0

5.8.4 AVMenv Environment

The partial results of the backprojection of a radial eletienp — 1 rounds are stored in the
environment AVMenv. The result of the backprojection (lastumulation round) is stored in
the FIFO in the AVMenv. The structure of the AVMenv is presshon Figure 5.35.

Interface
The input interface of the AVMenv consists of the followingsses and signals:

the initialization signafst,

the busj[log, p—1 : 0] defines the current round number and the AUy — 1 : O] has
the address values for the volume memory,

the busRE Sres, — 1 : Q] transfers the values from the ADDenv,

the signalvrV controls the writing process of the values from the R&sSinto the volume
memory,

the signare_vmis a “read enable” for the result FIFO.
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Figure 5.35: Structure of the environment AVMenv.

The output of the AVMenv has two busses:
- the busvM[resy — 1 : (] is used to transfer the values into the ADDenv,
- the busv Moutresy— 1 : 0] is a output bus from the result FIFO,

and the signajz which is active in the roung = 0.

Structure
The following elements are situated in the environment AviMe

- The environment VMenv is a doubled memory structure dbsdrin section 5.7.3. It
stores the values of the accumulation. One memory provitesdlues for the accumu-
lation, another is used to store the result of the currenbdduoom the busRES The
VMenv is clocked with the signalk.

- The result FIFO is filled with the result values of the badjection of the radial element.
This is the memoryw Mo from the description of the pipelined parallel backpract
(section 4.3).

- The delay lines for the address bysand the signalvrV. These delay lines compensate
the delay of the pipelined adder in the environment ADDenv.

- The zero tester for the input biyifog, p— 1 : 0. The output signal from this tester enables
write into the result FIFO.
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Data Flow
The input address values on the 3, are used to fetch the contents of the memory inside
the VMenv and put it on the bugM. The internal memory is selected using the lowest bit of
the busjgm and is switched at the beginning of each reconstructiondqun

The values of the accumulation in the current round of thenstuction are received by
the VMenv from the buRES These values are stored in the environment VMenv. Using the
output of the zero tester

iz= '\ K

0<k<log, p
we control the accumulated data flow as follows:

1. The result FIFO is filled during the rourjd= 0. The “write enable” signal is computed
as

FIFO.we:= jzAwrm.

2. During the round = 0 the memory in the VMenv is cleared, i.e. itis filled with zefor
the reconstruction of the next radial element

: RESresy—1:0] if jz=0
VMenwDinjresy—1:0 := .
[resy ] {<Oresw> if jz=1
At the beginning of the reconstruction (the central radieireent of the upper plane) in the
first round j = O the environment RAenv is not active. Thus, the sigm@l is low and the
FIFO is not filled. The FIFO is filledomax: F'omaxtimes, because the RAenv is activareg.y:
r'omax: P times. Hence, all radial elements go through this FIFO dytie reconstruction. The

contents of the result FIFO must be read by the external destng the signake_vm (refer to
Figure 5.3 in section 5.2.2).

5.9 Conclusion

This section presented the hardware implementation ofitediped parallel reconstruction of
the volume from cone-beam projections. The circuitry of design performs all steps of the
reconstruction algorithm: the filtering, the geometry comaions and the reconstruction from
the filtered projections. The described hardware desigmpemented in the Xilinx FPGA

with the external memory structure. The gate-level simoest provide the correctness of the
proposed hardware architecture. The next chapter willbdsthe results of the implementation.






Evaluation

This chapter presents the quantitative analysis of thenstoaction hardware. We will describe
the parameters of the design and their selection. We witLdis the characteristics of the design
taking the parameters of the real application.

First, we describe the parameter space of our design. THigiwe the information about
the practical problem and it's size. Second, we describaithelations, that were carried out
during the implementation of the design. Third, the prewss of the geometry computations
are discussed. We present the simulation results for tferelit bit-widths of the approximation
coefficients. Fourth, the design performance and the pdeamehat have influence on the
performance, are discussed. We show the reconstructioftges the hardware Cylindrical
algorithm.

6.1 Parameter Space

The hardware design, described in previous chapter, wakeimgnted in VHDL for Xilinx
FPGA. Whenever it was possible, the design constants warggeld into the implicit parame-
ters.

The parameters of the hardware design fall into three mégsses:

- Parameters of the tomography experiment. These valuesadto determine the geom-
etry of the reconstruction volume (see description in secdi.1). Table 6.1 contains these
parameters with the example values from the real applicafibe size of the reconstruc-
tion volume, computed for the defined experiment parameterd some characteristic
values are presented in Table 6.2.
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Name Constraint Example
N [N=2"neZ" 512
a | aef25°7.5% 7.5°
®imax | Pdmax= P b, pzzk, p,b,kGZJ“ 384
d |deR" 0.4mm
m | meR" 2.0

Table 6.1: Parameters of the experiment.

Name| Value Description Section
Zomax | 448 | number of planes in the volume 3.1.7
romax | 256 | number of radial elements in one plape3.1.7
Qomax | 768 | number of voxels in one radial element3.1.7

Lmax 59 | maximal number of rows required 451
for the reconstruction of one plane
Ny 64 | number of rows for each projection 45.1

stored in the external memory
TP 129 | number of taps in the filtering kernel | 5.5.2

Table 6.2: Parameters of the reconstruction voluméNfer 512, @y, = 384 anda = 7.5°.

- The approximation parameters are concerned with the $iteearepresentation of the
approximation coefficients, used for the geometry comparnatduring the reconstruc-
tion (section 5.6.2). Bit-widths of these coefficients iefiige the size of the design and
the precision of the geometry computations. The discusasimut these parameters is
presented in section 6.2.

- The scale parameters are concerned with the size of thgrdigself. They put the the-
oretical limit on the performance of the hardware, i.e. oaréconstruction speed. The
parameters we consider belong to this class are the numpesjettion groupsb (recall
the description from section 4.2.1) and the number of detegiementdN (which also
belongs to the first class of parameters). The widths of th& loasses (Table 6.3) also
belong to this class of parameters.

The values of the parameters, presented in this chapterpeatanged by a developer
of the hardware system, for example, in case of changing tbeigion of the computations
or increasing the speed of the system. The design issuesmengmum clock time and the
implementation specifics, are discussed in section 6.5.

1This is also the number of processing elements in the delsagmun in parallel.
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Name | Bit-width Format Description

ady 14 unsigned input projection data

fkw 15 2's complement filtering coefficients

afy 32 2's complement filtered projection data

awy 32 2's complement weighted filtered projection data
remy 41 2's complement reconstructed data

Table 6.3: Parameters of the data-paths of the design.

6.2 Geometry Computations

Here we will show the selection of the bit-widths of the apqn@ation parameters used during
the geometry computations.

6.2.1 Metrics and Parameters

We used C programs with floating-point and fixed-point corapans (see description in sec-
tion 6.6). The results of two programs were compared eleiwese for the Geometry and
Weighting Coefficients Tables. We used two metrics for theduwation of the errors introduced
by quantization (i.e. using fixed-point arithmetic) [17héy are:

- Absolute error
AX; = |xiFP—Xi|, ie[0:M—1]z,

whereM is the total number of points! " is thei'"element computed using the floating
point arithmetic, and; - using fixed-point.

- Average Absolute Error

1 M—-1
AAEy = M % JAVR
i=

Table 6.4 presents the parameters (approximation coeif®)iehat were used in the geom-
etry computations (section 5.6.2): the intersection coatés py andzy) and the weighting
coefficients yvcog. The proper values, that are selected using simulatiartseare given in
column “Bit-width”. The selection of the approximation dbeents is discussed in the next
section.
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Name| pgq | Zg | wcoe| Bit-width Description
coy | + | + + 7 cosine value
Sy + | — — 8 sine value
remy | + | + + 9 remainder value
weoy | — | — + 7 weighting coefficient value
Sw + | + + 16 constant SORc
nay + | + — 9 constant Na

Table 6.4: Computation values and the approximation paensieAbbreviations: 4" param-
eter is used and—=" parameter is not used in the computationpgf zs andwcoerespectively.

6.2.2 Selection of the Coefficients

Constraints

The following constraints were applied to the simulatiosules in order to select the proper
parameters for the representation of the variables andamssor the geometry computations
(section 5.6.2).

1. The absolute error in the computation of the horizontal amel tertical intersection co-
ordinates must be at most of&x < 1). This means that we bound the region around the
correct intersection point. In case of the error computaffault intersection value) the
neighbor detector value will be selected.

2. The error values on the bounds of the detector must be eltednahis is an extension
of the first constraint and excludes situations, when thepeaation errors occur on the
boundary values, i.e. for the pixghg = 0 andpy = N — 1 for the horizontal coordinate,
and for the rowszg = 0 andzg = N — 1 for the vertical coordinate. In these error situ-
ations the values are wrapped and instead of taking the peigralue, the value with
absolute erroN is taken. We eliminate such situation by increasing theipi@t of the
computations.

3. The widths of the dividend, divisor and the remainder musatmost 32. This is a
constraint of the Pipelined Divider macro [93] from Xilinxo@ Generator software.

Simulation Results
Extensive simulations were carried out in order to obtagngtecision of the geometry compu-
tations and to select the values of the approximation paesyehat comply with three above
defined constraints.

All simulations for geometry computations were done usingr@rams. These programs
performed the calculation of the Geometry Table (see se@&i@.7) and the Weighting Co-
efficients Table (see section 3.1.8). We simulated the harel\geometry computations ex-
actly as the computations flow in Geometry Computation Uingir(g fixed-point arithmetic)
for the following values:sy € [11: 20z, nay € [8 : 14z, remy € [7 : 14z, coy € [6: 147
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Approximation Error Estimation Increase of the hardwar
Coefficients AAE, | AAE Ay GCU | complete design
sy=17,na, =11,
1| coy=10,siy=10, | 0.1384| 0.0902| 0.0073| - —
remy=11,wcoy =7
sy = 20,na, = 14,
2| coy=14,siy =14, | 0.0032| 0.0041| 0.0019| 14.3% 1.2%
remy = 14,wcoy, =7

D

Table 6.5: Comparing characteristics of the design, usifigrent values of the approximation
coefficients. Abbreviation “GCU” is for Geometry ComputatiUnit.

andsiy € [5: 14z. The computation of the weighting coefficients were sinedafor the
wcay € [5:167z. The simulations were carried out in the following way.

- The tables were computed using floating-point arithmedmuple precision). We as-
sumed that these value were error-free.

- The intersect coordinates and weighting coefficients veeraputed for the five half-
beam opening angles € {2.5°,3.75°,5°, 6.25°, 7.5°} for the fixed set of values,,
nay, remy, coy andsiy from the mentioned intervals. These computations wereechrr
out using fixed-point arithmetic.

- Each table (for each angle and for each set of values) wapa@u element-wise with the
table computed using floating-point arithmetic. We analytbe errors for the horizontal
and vertical coordinates separately.

The minimal values of the parameters, that satisfied thet@nsAx < 1, are presented in
Table 6.4. We call these values of the approximation coefiisi theminimal values For the
intersect coordinates we computed the average absolois eNAE, for horizontal andAAE,
for vertical coordinate. These values are computed for BatfFfbeam opening angle, and then
averaged. The precision of the weighting coefficients cdatpns was estimated using the
values of the absolute errdy.

In Table 6.5 we present results of the error estimation uswaglifferent sets of the approx-
imation coefficients (from Table 6.4). The first set contdlmsminimal values These values
were used for the implementation of the design. One canlsaethe precision of the geometry
computation using these minimal parameters is low. In ai@show the possible enhancement
of the precision, we present the estimation of the errorbéncomputations carried out using
the maximal values of the approximation coefficients (sd®t). The precision is significantly
improved using the bigger values of the approximation coiefiis.

2For the simulations of weighting coefficients computatitimen values of the approximation coefficients were
fixed (we used the values that are presented in Table 6.4).
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It was found, that the absolute errors of the weighting coieffits computations witlco, €
[5: 7]z are below the resolution of the corresponding fixed-poiptesentation (numbers with
wcaoy-bit fractional part). Growth of the/cq, did not improve the accuracy of the computations.
For the evaluation of the hardware we used vake®, = 7 with the absolute error in the
computationsz 0.0073. This error depends strongly on the parameteysands,, and on the
valueSORdtself. This results in noisy reconstruction image, thafiees post reconstruction
filtering.

The errors in the geometry computations arise due to thetga#ion of constants (their
fixed-point representation; see section 5.6.2). Also, therg occur due to application of the
standard IP Division Core from Xilinx [93], that has constta for the widths of dividend and
divisor (32-bit wide operands). In order to increase theigren of the computations, a special
rounding for the divisor can be used. The computations cggedermed with better precision
(coy > 7 andsy > 16), and before the division operation the divisor has todamded to 32-
bit value. This helps to compute the intersection coor@is@nd weighting coefficients more
accurate. The side effect of this modification is that thelvare of the Geometry Computation
Unit (section 5.6) becomes more complex and size of the degmws. In Table 6.5 we present
the estimation of this growth. The increase of the desiga szomputed relative to the size
of the design withminimal valuesof the approximation coefficients. For the implementation
we used the design with six processing elements. The ew@uat the design with better
precision shows, that additional hardware in the Geometimyp@utation Unit does not increase
significantly the size of the complete design.

6.3 Reconstruction of a Phantom

The spacial images, called phantoms, are generally usedttthe reconstruction systems. One
of the widely used phantoms is a Shepp-Logan 2D head phadtbin\je used the equiangular
projection data of this phantom from the open-source pra@@d SIM [42]. The projection data
from this phantom was generated using the following paramset

number of detector elements N 512
number of equiangular projections Qgpax 384
focal length ratio 12.0
fan-beam angle 47802
detector increment (d) 0.0103

We reconstructed these data as it were the projection ofathieat plane in the volume, i.e.
the projection data were collected by a line detector Witllements.

The projection data was reconstructed using a C program pfidgram functionally simu-
lates the hardware design: digital filtering, geometry cotapons using fixed-point arithmetic,
integer backprojection etc. We applied the Shepp-Logaar fiernel (Equation (2.8.11)) with
different number of taps. After the reconstruction, theadatis converted to the Cartesian
coordinates. This was done using the interpolation [64, 65]
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Results of the reconstruction are presented on Figure ®i%.figure shows the original ras-
terized phantom and the phantoms, reconstructed usiregeliff number of taps in the filtering
kernel (see sections 2.8.2 and 5.5.2). Obviously, the tyuaflithe reconstructed image grows
with the increase of the number of tap®.

The quality can be analyzed not only visually, comparingesalvimages, but also using
element-wise comparison. Figure 6.2 presents the derfditg @lements on the central column
of the phantorhand the reconstructed image, respectively. The resultgrasented using the
normalized density, which is suitable for visualizationggscale). These figures show that the
fixed-point reconstruction design can handle small (leas 1Bb6) density changes. Figure 6.3
shows the reconstruction results using different numbtaps for the digital filter (environment
FLTenv section 5.5). One can see from Figure 6.1, that deitasults are produced starting
from 129-tap filter, but this result requires an additionastefiltering after the reconstruction.
The noise in the region around the phantom is produced by Iteerfg before the backpro-
jection, and can be eliminated using the post-filtetin§the reconstructed image. This post
reconstruction filtering is done to improve the quality of ieconstruction image further.

Further discussions about the improvement of the qualityhefreconstruction result, e.g.
using different filtering kernels are beyond the scope «f Work because the selection of the
filter is an application specific task.

6.4 Architecture Performance

The performance of the hardware reconstruction is analgesdribing the speed of the re-
construction and the bandwidth of the hardware architectBefore this, the influence of the
parameters of the reconstruction geometry on the perfarenesndescribed.

6.4.1 Volume Characteristics

The parameters of the experiment geometry define the sizeeafdlume that is reconstructed
from cone-beam projections (section 3.1). As an exampleseelN = 512 andd = 0.4mm.
Two characteristics of the reconstruction volunm.{,x and Lyay are presented on Fig-
ures 6.4(a) and (b). We describe the dependence of thesmgtara from the angla. For
description ofa refer to section 3.1.4 and Figure 3.4.

- The half-beam opening angle influences the number of plange reconstruction vol-
ume (Figure 6.4(a)). The number of plargs, ., iS computed for each angbe using
Equation (3.1.15).

3Comparison between the columns of the phantom and the salmam® of the reconstructed image is a
common technique, used to characterize the reconstruatjanithm.
4using the standard software, e.g. “VGStudio MAX” [94]
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(b)

(c) (d)

Figure 6.1: Reconstruction of the Shepp-Logan phantomurEi@a) is a rasterized phantom.
Figures (b), (c) and (d) are the reconstruction resultsgugie 129, 257 and 513 taps filtering
kernels, respectivelAll images are presented with the enhancement of contrasbeghtness
(for printing).
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Figure 6.2: Central columns of the Shepp-Logan phantom la@ddconstruction result with
513-taps filter. Figure (b) shows the central part of the mwlin another scale.
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Figure 6.3: Central columns of the Shepp-Logan phantom la@deiconstruction result using
different number of taps in the implementation of the diditeer. Figure (b) shows the central
part of the column in another scale. Solid line on Figure (@yesponds to the phantom.
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Figure 6.4: Reconstruction characteristics. (a) Maximumber of planegomaxin the volume.
(b) Maximum number of detector rows, required for the retmasion of one plane.

- The plane, that situates on the top of the volume (and, syintally, on the bottom), has
the biggest projection region, measured in the number afoti@t rows (section 4.5.1).
For the Figure 6.4(b) we took data only for the upper plane fiojection region (num-
ber of rows) grows linearly witlu. Maximal number of the detector rows, required for
the reconstruction of a plane, influences the size of thedtterojection memory (recall
the parameten, from section 4.5.1). Thus, for the smaller anglethe reconstruction of
one plane will be faster than for the bigger angles, becagsaogess a smaller number
of rows. This is discussed in the next section.

6.4.2 Reconstruction Speed

In order to determine the speed of the reconstruction of thelevwolume we will start with
describing the speed of the reconstruction of one plane.reTaee no additional operations
between the reconstruction of two planes, thus we can giexestiae reconstruction time for the
whole volume usingomax @nd the speed of the reconstruction of a plane.

The reconstruction of a plane consists of two main stepkgragection and filtering. As it
was described in section 4.5.4 the filtering of one deteckornis done during the backprojection
of a plane. Thus, the time required for the reconstructioore plane is combined from the
time for the backprojection (section 4.4.2) and the timettiertransfer of the filtered data into
the external memory system (see section 4.5.3). It is egpdeas

Tz = (Nzbp+Nir) - Tewk, (6.4.1)

whereTck is a clock cycle timeN,,p andN; are the number of cycles for the backprojection
of one plane and for the transfer of the filtered detector respectivelyHere we assume that
only one detector row is filtered and transferred into exéémemory (see section 4.5.1)
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Figure 6.5: Increase of the reconstruction time due to uskeeoflynamic memory chips.

Backprojection
The number of cycles required for the backprojection of daegis expressed as

Nzbp = @omax’ Fomax' P Tw;

whereT,, is a coefficient, that considers the effects of using the dyaanemory in the de-
sign, andp = @uy,a,/b. Recall that an access to a location in the dynamic memonyines)
several operations (Appendix C). If the accesses durindp#o&projection are performed to
the non-neighbor locations, then the rows are often aetivand deactivated randomly, and
the hardware is stalled (signaisyin Data Control Unit, section 5.7). The number of detector
rows, required for the reconstruction of one plane is defimgdhe position of this plane in
the volume and by the half-beam opening angle (for exampke Fsgure 6.4(b) for the upper
plane). The coefficienty, includes these side effects. On Figure 6.5 we show the deperd
of the Ty, from the half-beam opening angle. For simplicity of the fegyraxis is the average
value of Ty, for all planes. Note, thaf, does not depend on the number of parallel processing
elements, because SDRAMs work completely identical inlfgra

Transfer of the Filtered Data
The number of cycles required to transfer one filtered deteotv (for all projections) in par-
allel fromb FIFOs into SDRAMSs is

Ner = p- (N+10).

As one detector row witlN elements occupies two rows in two internal banks of SDRAM: (se
section 5.4.2), we have to switch the rows during the datestes, and to close the row after we
have written one projection. This givéd + 10) cycles for each projection in total.
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Characteristic b=1|b=6b=12|b=24
design size, Mgates 1.7 3 4.6 7.9
number of internal Block RAMs$ 42 66 114
number of inputs and outputs | 152 | 314 | 511 907

design clock, ns 10 10.4 11 12.8
reconstruction of one plang, s | 0.87 | 0.151| 0.08 | 0.046
reconstruction of the complete| 427.90| 74.17| 39.22 | 22.64
volume withzpax= 490, s
theoretical speed-up 1 5.93 | 11.71| 22.79

simulated speed-up 1 5.77 | 10.91 | 18.75

N
w

Table 6.6: Evaluation of the design for different number afgtliel processing elemerts

Initialization of the Reconstruction

When the reconstruction is startdol, C[0] detector rows must be filtered before the backpro-
jection of the first (upper) plang, = 0. The time for the filtering 0DLCI[0] detector rows is
expressed as

Tt ~ DLC[O] - ((N+ TP+ Tuai)  Gmauct N P) - Tek

whereTyait iIs @ number of clock cycles between the request of the detdata for filtering and
arriving of data from the external device (sections 5.2@ au®.2). If theTy,it is a small value
(see next section) arldLC[0] ~ p, then we can writdi,it ~ T,/b, i.e. the initialization is done
faster than the reconstruction of one plane. The fiipe depends on the half-beam opening
anglea: for the smaller angles we have smaller valueBb€|[0] (i.e. Lmay)-

Evaluation Results

Table 6.6 presents the results of the evaluation of the cet@plarameterized hardware archi-
tecture. We analyzed the parameters of the design for differumber of processing elemehts
with identical parameters of the reconstruction geometry.

The speed-up of the design is obtained using theoreticapeaxtical (simulation-based)
calculations. In order to compute the theoretical spee@suagahl’s law was used [95]. It pro-
vides the limit of speed-up in terms of serial portion andafiatizable portion of an algorithm
(implementation). According to Amdahl’s law the speedSipas a function ob is

szp+1-tr
b)=—"——. 6.4.2
S(b) Tir + Tzpp/b ( )

Let fs be fraction of our algorithm that is serial and cannot be lggized. Obviously, this
is a part of the reconstruction where the filtered data issfeared fromEIFM{) into EFM®)
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in the external memory (Algorithm 9). We define this fractamn

(o E B Tir B N+ 10
S T szp+ Tir I'omax' @Omax’ P+ Tw+ N+ 10

We modify (6.4.2) and rewrite it using the fractidgas follows.

Sb) — Tszp+ Ter
tr + Tzbp/D
b (Tzop+ Tar)
b-Tir + Tzpp
b- (szp-i—Ttr)
(b—1) - Ter + (Tzop+ Tir)

B b
- Tr TZb Jr-rtr
(b_ 1> ' szpt-i--ﬁr szz+-|—tr
b
pu— _I_r
(b_ l> ) szpt‘i‘Ttr + l
B b
 (b—1)-fs+1

Results of the computations for different valuesd@re given in Table 6.6 in the characteristic
“theoretical speed-up”. Practical (simulation) speedsupomputed using valuéek relatively
to theT,forb=1.

The efficiency of the hardware architecture decreases witvigg b. The number of pro-
cessing elements has a great impact on the size of the degigmahe clock cycle time. When
the size grows, the routing delays of the wires in the FPGAt staplay a significant role.
Further discussion about the implementation in FPGA aregmted in section 6.5.

The speed of the hardware reconstruction is significantly higher than the speed of a
single PC reconstruction systems [6, 7]. The reconstruction time for a 512° volume from 400
projections is approximately five minutes (autumn 2003). Running 24 processing elements our
hardware architecture is faster by almost an order of a magnitude.

6.4.3 Bandwidth

Interface of the hardware architecture, described in@eé&ti2.2, has two important parameters:
input bandwidtiB; and output bandwidtBo. We will analyze the bandwidth for the case when
only one detector row is filtered during the backprojection.

Input
The input of the design contains only the projection datanfthe external device. Recall the
scheduling from section 4.5.4. One detector row for all @cbopns (containN - Qg4 a0w
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bits) must be filtered during the time, required for the restarction of one plane, i.e. in
Pomax: F'omax: P Tw cycles. This constraint is required to perform the filterafgone detector
row during the backprojection of one plane. Using thgtax= N/2 andgy,.x= p-bwe obtain

N *Qdmax’ adN
Pomax’ F'omax- p'TW

— w (bit/clock) (6.4.3)

max”~ 'w

B =

On the other hand, the filtering of the complete detector regquiresNyow := (N+ TP+
Twait) - @amaxCycles (see section 5.5.2). Recall thidis a number of coefficients (or taps) in the
filtering kernel, andly,it is @ number of cycles between the request of the projectitanatad
the arrival of this data from the external device (see sed@id.1). During this number of cycles
(Nrow) theN - @4y,.¢- @0 bits are transferred into the design. In order to filter theaplete row
during the backprojection, the number of cycles for therfilig of a rowN;ow must be at most
as for the backprojection:

(N+ TP+ Twait) - @dmax < Pmax’ "omax' P* Tw-

Thus, we can bound the number of cycClggit as

Twait < —2max rt;’"‘ax' W _N_TP. (6.4.4)
So, if the valu€ly,it confirms (6.4.4), one detector row can be filtered during #ekprojection
of a plane, and the input bandwidth is expressed by Equatidn3)).

Output

The reconstructed radial elememgb(,,, voxels) must be read from the design after the activa-
tion of the signaldrqg (section 5.2.2). This signal is activated periodicallyeaffo,, P - Tw
cycles. For the complete plane we hawg,,y radial elements. Thus, the output bandwidth is
obtained as follows

(pOmax' rOmax‘ resy

Pomax: Fomax: P+ Tw
resy .. .

= —— (bit/clock). 6.4.5
7. (biticlock) (6.4.5)

Bo =

The values of the design bandwiddh= B, + Bp are computed for the different number of
processing elemenks and are presented in Table 6.7. We used the parametersdéaions6t. 1.
The bandwidth results were computed for each [2.5°,7.5°] with step 125°. These results
of the bandwidth (for eact) were obtained for the medR, for the whole volume. The values
in Table 6.7 are the mean values for the bandwidth for diffeamglesa. A standard interface
controller, e.g. PCI bus controller for FPGA [96], can pawithe required bandwidth for the
hardware reconstruction system.
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b=1|b=6|b=12| b=24
1.50 | 8.67 | 16.39 | 28.17

Table 6.7: Bandwidth of the design (in MByte/s) with the difint number of processing ele-
ments.

6.4.4 Scalability

An important characteristic of the proposed and descritzdvirare architecture is the ability
to reconstruct the volumes with higher dimensfridsage of new detectors with= 1024 or
N = 2048 leads to enormous growth of the reconstruction time [6]

We have described our design as a parameterized hardwasesithplifying the adaptation
of this architecture for different sizes of the reconstiautproblems. According to the analyses,
change of the problem size, i.e. number of detector elenieatsl number of projectiong, .y
leads to the linear change of the reconstruction time. Bhikie to the fact that the parameters
of the cylindrical volume&Zomayx, ' omax Pomax) @re in linear dependence from the parameters
N and@qy,ax (refer to section 3.1). For biggét and@q,,,,, OUr architecture requires a memory
system with a larger capacity. Dynamic memories with cdpescmore than 64Mb are usually
made with four internal banks with 256 elements each [92]usTta slight modification of
the hardware is required, because we provided descripfidneoarchitecture with dynamic
memory that has only two internal banks (fdr=512). In case of four banks, the coefficient
Tw defined in section 6.4.2 will increase because the banks toalee switched more often
during the backprojection.

For example, consider the problem with square detddter1024 andpy,,,,, = 768 cone-
beam projections. The volume is eight times bigger than fwrcase withN = 512. Thus, the
number of cycles for the backprojection of one plane wilregase by more than eight times,
and the volume will be reconstructed 16 times slower.

6.5 Design Issues

Here we discuss the implementation of the design for thenxXiHPGA.

- Design clock. The standard scheme using Digital Clock Mans(DCMs) [81] in Xilinx
Virtex-Il FPGA was applied for the clock distribution in tidesign. This scheme is iden-
tical to the example for the Virtex FPGA using Delay-Lockeabp (CLKDLL) described
in [97]. We use two DCMs in order to provide the signelk andclk for the design and
for the external memory. This synchronization of the exaédevices (memory chips) is
similar to [98]. Figure 6.6 depicts the synchronizationesole of the design, including
the external devices. The sigridk fbis a feedback for the first DCM. This signal is used

5By term “higher dimensions” we mean the larger sizes of tieemstruction problems, e.g. 102dr 2048
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Figure 6.6: Synchronization in the hardware design.

for the compensation of the clock signal skew, introducethleyinput and output pads of
the FPGA chip, and by the trace of the clock signals outsidd-aGA chip.

Generator software [91].

All adders, accept the/2— and 4/2—adders, are pipelined macros from the Xilinx Core

All multipliers are macros from the Xilinx Core Generataftsvare. These macros use

Virtex-1l Multiplier blocks. We generated the macros uswmgtimal packing option and
with the maximal number of pipelined stages.

All RAMS, ROMs and FIFOs are macros from the Xilinx Core Gexter software. They

use one-port BlockRAMs of the Xilinx Virtex-1l FPGA [81].

The environment FLTenv from section 5.5 is a Finite Impussponse macro from the

Xilinx Core Generator software. We used a 129-tap symmetsponse filter with the
constant signed coefficients.

The algorithms, presented during the description of tmdware architecture (chapter 5),

are implemented directly as state machines using one-lcoderg [81].

The results of the implementation in the Xilinx FPGA are tbdwing. We used Xilinx
Virtex-11 xc2v3000-6bf957 FPGA for the implementation bktdesign withb = 12 processing
elements, and Xilinx Virtex-1l xc2v4000-6ff1517 for thesign withb = 24. The design was

coded in VHDL with parameters, presented in section 6.1.ifipdementation was made using
Xilinx ISE 4.1.03i software [80]. Results of the implemetnda are presented in Table 6.6. We
observe substantial increase of the design size using 124pdocessing elements. The size

of the design influences the minimal clock cycle tifiggx — it is significantly increased.

The components of the external memory, SDRAMs and FIFOsseaexted using the pa-
rameters\, ny, p andaf,, that define the capacity of the external memory system. feordlues

from section 6.1 we selected the following chips:

- b SDRAM chips from Micron [92] MT48LC2M32B2TG (2Mk 32)



160

CHAPTER 6. EVALUATION

b FIFO chips from IDT [99] 72V3xx0 k 36).

These chips have compatible electrical standards of th&rfaces, and can work on high (up
to 133MHz) frequencies. Also, the constraint for the FIF@adgccess timet) is preserved
(section 5.7.9).

Here are some issues of the design implementation, usedreage the performance of our
FPGA design.

6.6

Usage of additional pipeline stages, that are not destribehapter 5. These stages
are required for better “place and route” technique [80¢l Hrey decrease the delays of
the signals. For example, additional registers may be tieddyefore the first level of
the pipelined adder array (environment ADDenv, section2).8lhis is done in order to
register the outputs from the processing elements.

The timing and area constraints were used during the imgheation. The design was
divided into time groups, and the specification of the sigriedm one group to others
was made. This affects the run-time of the Xilinx softwanet tesults in more optimal
implementation of the design.

Usage of a smaller number of taps in the digital filter (eoniment FLTenv, section 5.5.2).
The number of taps strongly influences the size of the desigd,the quality of the

reconstruction result. The filter characteristics depemdhe application of the design,
I.e. what quality of the reconstruction must be obtainedgisihe hardware systems.

Usage of the newer software releases from Xilinx. The imaetation of the design
differs on the different software packages. As en exampé&campiled this design on
the previous software release (Xilinx Foundation F3.1twsafe). The performance was
decreased up to 15-20% compared with result from the ISB3i.$oftware. The newer
software uses better algorithms and produces faster ingpi&tions.

Simulations

In order to analyze the characteristics of the design anclecsthe proper approximation
coefficients for the geometry computations we performefgigint types of simulations.

Geometry Computations

Programs in C language were written in order to obtain tegal fixed-point geometry
computations. These results were compared to the resulis shme computations using
floating-point arithmetic (see section 6.2).

The approximation coefficients (their bit-widths) weréested by analyzing errors com-
puted as the difference between the results of the fixedtamid floating-point imple-
mentations.
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- The VHDL implementation of the Geometry Computation Unésasimulated in Model-
SIM XE 5.2 (Starter version) simulator [84, 85]. The reswoltshe hardware simulations
were compared to the results of the fixed-point simulationg@mmed in C.

Backprojection
- The VHDL implementation of the Parallel Backprojector vsasulated in the Model-
SIM XE 5.2 (Starter version) simulator. The result of thekmojection (using arbitrary
dataset) for one radial element was compared to the resut the C program (same
dataset). They were identical. All functions in the Patdlackprojector, for example,
generation of the write addresses in the PEs, were tested e C program.

Filtering
- A C program was written to analyze the different filteringriels, that are applied during
the reconstruction [52, 53]. Using the simulation results selected the width of the
filtering coefficients.

- The VHDL implementation of the Projection Filtering Unitw simulated in the Model-
SIM XE 5.2 (Starter version) simulator, and the results wemn@pared to the PC compu-
tations for the same data set (C program). They were idéntica

Complete Architecture

Each unit of the hardware architecture was simulated segaraVe used ModelSIM XE 5.2
(Starter version). Using this simulator we verified the tognd timing parameters of each
module. The complete design, contained all modules of théweae architecture (chapter 5),
was simulated in order to verify the computation flow. Beeatl®e currently used version
of ModelSIM simulator had no support for the simulation oé tKilinx design and external
device$, we did not perform the simulation of the complete data flowum architecture, i.e.
input data — filter — FIFO — SDRAM — Backprojector — output data. We simulated
this flow only partially, without external memory. We condé&d, that it is enough to verify the
timing parameters of the external memory components. Theaasignals and addresses for
the external memory (from the simulator) were verified usiregC program. The reconstruction
of a complete volume was not simulated, because of the safteemstraintSon the size of the
simulated design.

6.7 Conclusion

In this chapter we have presented an overview of the harddesgn implementation. The
results of the implementation and the reconstruction exasnpere discussed. We analyzed the

Sbehavioral VHDL files from the producers of memory composent
"When the size of the simulated design exceeds some levehedefi the software, the performance of the
simulator (XE Starter version [85]) is decreased dramHyica
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parameters, that influence the reconstruction time anddhdwidth of the hardware system.
The time, required by the hardware architecture (With 24) for the reconstruction of a vol-
ume, is almost an order of the magnitude smaller than the ¢it@ePC-based reconstruction
system. We showed, that the speed-up of the system is almeat With the number of parallel
processing elements. A side effect of increasing the numig@ocessing elements is the large
size of the design.

We described the results of the simulations that were paedrto obtain the preciseness of
the fixed-point geometry computations. We analyzed the anpithe number of elements in
the filtering kernel on the reconstruction quality.



Summary

The problem of high-speed reconstruction is an actual praldbr the 3D CT. Existing algo-
rithms are under permanent optimization in order to inaréhe performance of the 3D recon-
struction. Increasing of the detector data acquired forrémenstruction, for example, using
newer detectors with the larger number of elements, canhd@iédonly by applying the multi-
computer systems. This is an actual and important probletimeifield of NDT [6, 8, 58, 69].

If the reconstruction system has special size constragmgs (in industrial applications or in
medicine), the use of currently available multi-PC systeésrignited. Thus, the real applica-
tions force to investigate the alternatives for the larg@nstruction multi-computer systems.
These alternative systems must perform 3D reconstructidrhave the performance compara-
ble to the currently existing PC-based systems.

One of such hardware architectures for the reconstructmm tone-beam projections is
presented in this work. implemented The modified Feldkampedmeam backprojection algo-
rithm (Cylindrical algorithm [59]) was implemented. In @dto accelerate the reconstruction
speed, first, the parallel processing technique was ap@mdi second, the scheduling of the
reconstruction was performed. All modifications of the oréd algorithm were formalized.
Special analyses were made in order to define the minimaloditee memory, used during
the reconstruction. The reconstruction is performed u$ixed-point arithmetic. The flow
of the fixed-point geometry computations was precisely ulesd. The proposed architecture
combines all steps of the reconstruction process:

- filtering and managing the projection data,
- computing geometry for the reconstruction on-line, and

- weighted backprojection of the filtered data.
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The parameterized architecture was completely describedhaplemented in Xilinx FPGA.

This parameterized architecture was evaluated. Differleatacteristics of the implemented
hardware architecture, e.g. size of the design, speed oétuastruction, were presented. The
impact of the parameters on the precision of the computa@ma on the speed of the recon-
struction was analyzed. Additionally, the impact of usiygamic memory on the performance
of the reconstruction was analyzed.

It was shown how the preciseness of the reconstruction isetehy the geometry compu-
tations and filtering. The results of the fixed-point geometsmputations (simulations) were
compared to the results from the floating-point computati@ program). The constraints of
the hardware computations were defined and the proper tttig/df the approximations were
selected. The errors of the geometry computations wermated and their impact on the re-
construction was analyzed. Using simulations, it was oleththat the filtering has significant
influence on the reconstruction result. A Finite Impulsef®ese filter with a variable length
filtering kernel was used. Obviously, filtering with low lghgkernel produces results, that re-
quire the post-filtering. However, the size of the filter hageat impact on the size and speed
of the FPGA design [88].

The performance of the design was evaluated using a miniloek cycle time of the im-
plementation in Xilinx FPGA. One plane is reconstructediimet about 0.08%s depending on
the number of parallel processing elements, the positioin@iplane inside the volume and
the experiment parameters. The 49812° volume in cylindrical coordinates can be recon-
structed in 39.22 s using 12 processing elements and in 22.64 s usipgo2éssing elements.
The time for the reconstruction of volumes with the highemiver of voxels, e.g. 1024can be
computed using time required for the reconstruction of daee(6.4.1) multiply the number
of planes. These computations can be done after the evatuztihe modified design for the
new problem. The clock cycle time of the design can be redusedy newer FPGA software,
i.e. complete re-placing and re-routing of the design usieg place and route algorithms.
Nevertheless, the improvement of the design speed is abmpsedictable, because of the long
routing delays of the interconnections in FPGA. We supplatthe result can be improved by
about 10-15%.

The performance of the reconstruction hardware architeottas compared to a recon-
struction system with Intel Pentium 4 2GHz processor. Theetfor the reconstruction of a
5123 volume from 400 projections is approximately five minutesp The reconstruction of
our hardware architecture is about an order of a magnittadger for almost the same recon-
struction problem. However, the technologies of the miomopssors and FPGAs can not be
compared. An FPGA design has less functionality and is avsgwer because FPGA is a
reprogrammable logic with long routing delays of the wiretwieen the internal components.
The memory technologies of the state-of-the-art PCs, elRAM and DDR RAM, are also
faster than SDRAM used in the architecture. Further inaedthe performance of the hard-

for the 12 processing elements
2512x 512 plane square detector, 384 cone-beam projections
3we obtained different speed-up for different number of palrprocessing elements
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ware architecture can be achieved by:

- Using several FPGAs (several architectures running ialf@). This leads to a significant
increase of the design size due to the large number of menhipyg.c

- Implementing the described architecture in a custom ASi€§igh. This helps to increase
the design speed, which will be bounded now by the memory ooiets of the design.
The side effect of this solution is a high cost of the design.






Appendix

Delta function

Here we define the Dirac delta function.

This function belongs to class of so called generalizedtfans and cannot be treated sim-
ply within the framework of classical analyzes. This is aealdpeak, introduced to describe
special cases. This function cannot be completely definegivigg the function value for all
values of the argumenmnt

5(x) = 0if x 0 and / " S dx = 1. (A.0.1)

Some properties of delta function are presented below withooofs, which can be found in
[24].

Shift -
/_oo f(X)d(x—Xp) dx= f(Xp); (A.0.2)

Scale

3(ax) = %‘)- (A.0.3)

Using previous two properties obtain

/ S(ax+b)- |a|/ X=by = Le 2Dy, (A.0.4)

Delta function is an even function of its argumeé(t-x) = &(X).






Appendix

Proof of the Central-Slice Theorem

Theorem 1D direct Fourier transform of a projectiorﬁ( p, @) for the fixedyy is a slice of the
2D direct Fourier transform of the function(X,y).

f(q- cos @), q- sin(@u)) = T(q, @)

Proof. We proof this theorem only for 2D case. The extension to higlmensions is not
difficult.

By definition of the 2D direct Fourier transform we obtain
fluv) = BRf(xy) = / / (x,y)e 2 g dly. (B.0.1)
Using the delta function Shift property (A.0.2) this can bevritten as
fuv) = /: /0:0 /: f(x,y)e 2™S5(s— ux— vy) dsdxdy. (B.0.2)

Using (u,v) = (gcog@y),gsin(@q)) we obtain

f(qcosqu), asin(@: / I tcyerm.

O(s—xgcog @q) — yqsin(@y)) dsdxdy.
Next, we defines = pq (ds= qdp), this gives

f(acos(qu), asin(gy ///qfxy -2mpd,
3(pg—xqcos(@y) — ygsin(@y)) dpadxdy.
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The variableg can be factored from the delta function using the Scale ptppa.0.3), and
f(acos(qu), asin(em)) = /0:0 /0:0 /Z f(x.y)e"*™P9.5(p — xcos(q) — ysin(qu)) dpdxdy
= /0:0 [/Z/z f(x,y)-d(p—xcogqy) — ysin(qy))dxdy| e 2™Pddp.
Now in brackets one can recognize the Radon transiﬁlmcpd) of the functionf (x,y). Thus

f(qcog @), asin(qy)) = /mf(p,cpd)e‘zmpqdp
- .{’]jlf/<p7(pd)

i~

= (9, @) (B.0.3)

and Theorem holds. O
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Review of the SDRAM Technique

Structure

Typically, dynamic random access memory (DRAM) and syncbus DRAM (SDRAM) are

organized as a cell array with rows and columns. Such arragyge combined into internal
banks. The difference between DRAM and SDRAM is in the clagkal, that synchronizes
the internal structure of the SDRAM chip. The control sigrmafl SDRAM are active low, which
is typical for different memory manufactures.

A data access to the SDRAM chip consists of a row access vétiotli address strobe signal
(RAS) and the bank address (BA). Only one row can be activaitdn one bank. During the
RAS the row address is decoded and data from the cells of teetse row are moved to the
sense amplifiers that serves as a row cache. Once the salaetisdoaded, the sense amplifiers
remain charged long enough for the columns to be accessdiplatimes. The opening of a
row is followed by the column address with the column addsésbe signal (CAS). During the
CAS, the column address is decoded and the selected dateaar&om the sense amplifiers.
The delay between the registration of a read command (coluhaness with CAS) and the
availability of the output data (or the first piece for severatput words) is called the CAS
latency. It is a programmable value, typical values are tnihieee [92, 100].

Before reading or writing from a different row, the curreptwr must be written back to
memory (close the row), and the sense amplifiers must aggrelobarged before the next row
can be loaded. For most of the chips the precharge commanuakdasued for the opened row
in a particular bank, or for all banks. These time requireddcess the row, column, precharge
the row etc. are different between the manufacturers of ynarmhic memory chips.

The dynamic memory must be refreshed: the refresh commastimussued to the chip
once every particular time interval. This is done to retaitadn the SDRAM chip.
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Function Symbol | CS| RAS | CAS | WE | BA | A[10] | A[9:0]
No operation NOP L H H H X X X
Read READ L H L H V L \Y
Read with A.P.| READAP | L H L H Y, H Vv
Write WRITE L H L L Y, L Vv
Write with A.P. | WRITEAP | L H L L \Y, H Y,
Bank activate ACT L L H H \Y V Vv
Precharge bank PRE L L H L \ L X
Auto Refresh ARF L L L H X X X

Table C.1: SDRAM commands. Abbreviation “A.P.” denotes@#trecharge.

Commands

The command to the SDRAM is set by the combination of the igmyrtals. Assume that the
row in the bank is already opened. The READ command can bedsdua order to issue this
command during this clock cycle the chip select (CS) inpustne low (L), the RAS must be
high (H), the CAS must be low and the write enable (WE) mustigh.rDuring this cycle the
address bus (A[9:0]) and BA must contain the valid (V) datae &ddress line A[10] is low,
defining that auto precharge of the row is disabled. The camis¢éhat are used in this design
are presented in Table C.1. For the complete set of commafetsto the chip’s datasheets.

For the random accesses SDRAM has a lot of wait cycles, andftre this impacts the
performance. The following command sequence is executetbse the active bank and to
access the row in the another bank

1: NOP
2: PRE
3: NOP
4: ACT
5. NOP

Only after the last NOP cycle the new column address can bedss

Designers introduce some features, that allow to incrdasentemory performance, e.g.
pipelining data access, programmable burst access fongeadwriting a number of elements
or a whole row, interleaved bank access etc. The informatimut the particular chips, their
timing characteristics and constraints are provided bynthaufacturers, e.g. Micron [92] or
Toshiba [100].

1The timing constraint “ACT to ACT command” must be taken iatount
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