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Preface 

This report contains the proceedings of the Third International Workshop on Document 
Layout Interpretation and its Applications (DLIA2003). The workshop was held in 
Edinburgh, Scotland, on 2 August 2003, in conjunction with the 7th International 
Conference on Document Analysis and Recognition (ICDAR2003). The first DLIA 
workshop was held in Bangalore, India, and the second in Seattle, USA, as satellite 
events to ICDAR99 and ICDAR2001. 

The techniques of document layout segmentation have reached such a level of matu­
rity that researchers are beginning to explore the wealth of possibilities enabled by the 
availability of accurate layout information. The purpose of this international work­
shop is to bring together researchers, developers, and users of document understanding 
technology to explore the following question: 

Assuming accurate layout information is available, what now? 

Of course, before approaching such a broad, open-ended question, it is essential to 
determine a task-dependent definition of accuracy for layout information. Once the 
interpretation purpose is fixed, the result of a specific layout analysis technique can be 
poor or very good. 

We feel that the papers in this proceedings reflect the many views on this question 
prevalent in current document layout understanding research. A specific goal of this 
workshop series is to bring together many researchers, with many different research 
directions and philosophies on the nature of document layout interpretation. While 
the classical problem of document layout detection and segmentation remains an active 
area of research, the majority of the papers in this collection deal with the utilization 
of detected layout structure. By approaching problems from this viewpoint, we hope to 
stimulate discussion on the frontier of document understanding research, its direction 
and its future. 
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Document Layout Problems Facing the Aerospace Industry 

Lawrence S. Baum, John H. Boose, Molly Boose, Carey S. Chaplin, James Cheung, Ole B. Larsen, 
Monica Rosman Lafever, Ronald C. Provine, David Shema 

Boeing Phantom Works 
larry. baum@boeing.com. john. boose@boeing.com. molly. boose@boeing.com. 

carey. chaplin@boeing.com. james. cheung@boeing.com. ole.larsen@boeing.com. 
monica. c. rosmanla(ever@boeing.com. ronald. c.provine@boeing.com. david.shema@boeing.com 

Abstract 

Boeing has hundreds of millions of pages of process 
specifications. design specifications. maintenance 
documentation, internal control documents. and 
standards. Much of the information contained in these 
documents is in the form of tables, technical illustrations 
and other formats with recognizable layout 
characteristics. More and more, Boeing and the 
aerospace industry depend upon the correct 
interpretation of the information contained in these 
documents and rely on systems that aid in human 
understanding of that information. This paper discusses 
several specific examples where automatic interpretation 
and understanding of documents is critical to efficient 
and accurate aircraft manufacturing and maintenance 

1. lntroduction 

The success of the Boeing Company depends in large 
part upon millions of documents that are critical in all 
aspects of its operations. The design, manufacture and 
support of aerospace vehicles is an enormous undertaking 
controlled by process specifications and engineering 
standards that must be scrupulously adhered to. The 
designs themselves become central documents in the 
manufacturing process and determine the content of the 
millions of pages of maintenance documentation. Figure 
l, which shows only part of the maintenance 
documentation for a single 747 aircraft, illustrates the 
scale of the documentation problems confronting Boeing. 

Within these documents are many types of layouts that 
are suitable for document layout analysis, including 
tab les, parts illustrations, schematics, multi-segment 
diagrams, and decision trees. 

The purpose here is to touch on some of the potential 
applications of document layout analysis, and is certainly 
not intended to provide an exhaustive list of such 

app lications. We hope this will spark additional research 
interest in this area. 

Fig. 1: Part of the maintenance documentation 
for a single 747 

2. Tables 

Tabular information is a standard way to display 
technical information in documents. Many of these tables 
are highly complex and difficu lt to work with. It is 
common for columns or rows of a table to have 
relationships with other columns or rows of a table. It is 
also common to see tables within tables or tables 
embedded within drawings of parts or equipment. 
Without electronic enhancements, users spend too much 
time and make too many mistakes trying to understand 
the information contained in a table. 

For example, the wiring processes for a commercial 
airplane must conform to the Sta ndard W iring Practices 
Manual (SWPM) [ l]. The SWPM specifies the correct 
wire types, connector materials, tools and process steps 
for every wiring connection across the Boeing fleet. Some 
of the tables are massive in scope. The Wire Type Code 
table shown in Figure 2 has 1073 rows. Finding the 
desired information in a table th is size is a daunting task. 
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Figure 2: The beginning of the Wire Type Code 
table - over 1000 rows follow 

Tables are often embedded in engineering drawings 
with links to reference designators and reference marks 
elsewhere on the page. Users need systems that 
understand the relationships among these objects. Figure 
3 shows an equipment rack. Descriptions of each 
component in the rack are provided in the table in the 
center of the drawing. A system that understood this 
drawing's semantics could make such a drawing much 
more useful to the end user. 

>----""" r;. - ~~ 
... , ._ .. tI ~ ... ~ 

........... , ...... -........... , 

Figure 3: An unruled table embedded in a 
drawing 

3. Technical Drawing Segmentation 

Technical drawings may combine related information 
sources in different formats on a single page. To 
understand the content of such drawings, it is necessary to 
recognize that there are different sections or segments to 
the drawing. For example, in Figure 3 there is a flagnote 
legend in the lower-left hand comer that is referenced in 
dozens of places on the drawing using flagnote symbols. 
There is a complex title block in the lower right-hand 
comer that has valuable information about when the 
drawing was authored, what revision of the drawing this 
is and what aircraft this drawing is applicable to. End 
systems need to know about the different sections of a 
drawing and understand them and how they relate to each 
other. 

[n Figure 4, we see a typical electrical schematic. It is 
comprised of three main sections. On the right, there is a 
block of diagnostic messages . [n the center is a high-level 
schematic view of the functional logic of the system. On 
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the left is detailed wiring information. To make this type 
of drawing more useful to the end user, the system needs 
to know what the different parts of the drawing are. 

Functional 

Figure 4: An electrical schematic 

Another type of drawing that requires segmentation is a 
fault tree as shown in Figure S. This figure is from a 
Fault [solation Manual and consists of blocks containing 
diagnostic questions with arrows directing you to the next 
box based on the answer to the question. Systems need to 
Lmderstand the fault diagnostic logic implicit in these 
diagrams. [n [2], we discussed our approach to this type 
of fault isolation diagram. We have achieved recognition 
accuracy above 99% and the software is now in 
production for Boeing's Portable Maintenance Aid 
product. 
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Figure 5: Fault Isolation logic 

Figure 6 shows an example of a parts page. Parts 
pages present additional layout recognition challenges. 
These diagrams are used to drill down from top-level 



assemblies to lower-level assemblies via 'bubbles' that 
are labeled. Each labeled bubble shows a single assembly. 
Accordingly, there is a tremendous need for layout 
recognizers that can accurately segment the drawings into 
their individual assemblies and automatically set up 
hyper-links among the assemblies of different levels. 

Figure 6: Parts pages require segmentation 

In [2], we discussed our research on recognizing the 
layout of parts pages in vector format. Applying 
geometric proximity algorithms we achieved accuracies 
on the order of 84% for grouping art into the proper 
segments. Incorporating heuristics regarding the location 
of detail labels, the recognition of leader lines and 
attaching text to those leader lines increased our layout 
recognition accuracy to -97%. Failures generally occur 
when parts of a detail are deliberately offset from the 
main body to show separation within the detail or when 
there is considerable space between the body of the detail 
and an orientation arrow (Figure 7). To achieve 
accuracies much closer to 100% will require recognition 
of the objects being presented, re-mapping the technical 
illustration to the real-world object. 

4. Raster vs. vector considerations 

Layout recognition research has predominantly 
focused on the understanding of the layout of raster 
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images. While some of the examples we have discussed 
do occur as 

Figure 7: Orientation arrows can cause 
segmentation errors 

raster drawings, most are vector images produced in 
modern illustration tools. Vector graphics are generally 
easier to analyze than raster - there is no need for optical 
character recognition, for example. However vector 
graphics present unique challenges that are not present in 
raster images and require a very different approach. For 
example, techniques involving histograms or ink density 
translate poorly, if at all, to vector diagrams. We need 
new recognition algorithms based on the rendering 
characteristics of vector graphics. This is a fertile area for 
new research. 

5. Summary 

Aerospace companies depend heavily on a wide 
variety of technical documentation in tremendous 
quantities. We have presented just a few of the types of 
layout recognitIOn challenges found in technical 
documentation. Solutions must be highly scalable and 
extremely accurate. We hope to inspire new research in 
this relatively unexplored area of document recognition. 

6. References 

[1]707,727-777 Standard Wiring Practices Manual, 06-
54446, The Boeing Company 

[2] L.S . Baum, J.H.Boose, and R.I . Kelley, "Graphics 
Recognition for a Large-Scale Airplane Information 
System", Graphics Recognition, Algorithms and Systems, 
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Nancy, France, August 1997, pp. 291-30 I. 
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T. Artieres 

LlP6, Universite Paris 6, 
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Thierrv.Artieres@lip6.[r 
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Abstract 

This work deals with poorly structured handwritten documents 

segmentation such as pages of handwritten notes produced with 
pen-based interfaces. We propose to use a formalism, based on 

Probabilistic Feature Grammars. that exhibit some interesting 
features. It allows handling ambiguities and to taking into 

account contextual information such as spatial relations between 
objects in the page. 

KEYWORDS: Segmentation. Poorly structured documents. 
Note-taking, Probabilistic Feature Grammars. 

1. Introduction 

A number of new mobile terminals have appeared in the 

last few years, e-books, note-taking devices, portfolios. 
More recently, new terminals have been commercialized 
that are a mix between c lassical wearable computers and 
digital tablets . These objects , being most often mobile 
devices, have come with pen -based interfaces, allowing 
the user to write, store, edit, manage handwritten 

documents, and in a limited way to recognize these. 
Documents produced using pen -based interfaces may be 

very hetreogeneous both in thei r structure (e .g. 
handwritten notes, maps etc) and in their content that may 
include text, drawings, images, equations etc. Such 
documents cannot be efficiently used in the ir rough form 

of electronic ink; one needs a higher level representation 
both for their structure (identi fication of lines, 
drawings, ... ) and for their content (e.g. partial recognition 
of textual regions). 

Up to now, segmentation of written documents (e.g. 
pages) has bee n most often studied for off-line 

documents. Lots of works has been done in this context 
and various methods have been developed for e.g. 
newspapers and table segmentation, see in [2,6,9, 10, II] 
for popular techniques. Besides, the case of on-line 

docurrents has been investigated very recently [5, 12]. 
However, existing segmentation techniques tuned for off­

line documents are not wel l adapted to on-line documents . 
Actually, on -line document segmentation and off-line 

document segmentation do not dea l with the same kind of 
documents. Off-l ine document segmentation deals with 

documents with a complex structure (e.g. newspaper) but 
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with an homogeneous local structure (e.g. purely 

horizontal and parallel text lines, uniform inter-line distance 
etc). At the opposite, on-line handwritten documents 

produced with pen-based interfaces (using a mobile 
device) are often much simpler in their structure 

(handwritten notes in a single col umn form ... ) but a lso 
much more heterogeneous. In a same page, lines may be 

differently slanted; characters size may vary in a same line 
etc. The main difficulty lies then in the inherent ambiguity 

and heterogeneous of such documents. 
As a consequence methods deve loped for off-l ine 

documents segmentation relying on global features of the 
documents (uniform slant of the lines, ... ) are adapted to 

well structured and homogeneous documents. In this 
study, we investigate the deve lopment of generic 

segmentation too ls for much less structured documents as 
those typically acquired through pen-based ilterfaces 
with note-taki ng devices. This is a prospecti ve work and, 
up to now, no strict evaluation has been conducted. 

The paper is organized as follows. In section §2, we 
discuss the choice of a generic mode l to express 

handwritten documents structure and present Probabislitic 
Feature Grammars (PFGs), which is the formalism we built 

on. In section §3, we detail how we have extended and 
adapted PFGs to deal with 2D handwritten documents. In 
§4, we discuss the use of such models for on-line 
documents segme ntation. 

2. Document structure model 

2.1. Dealing with on-line documents 

A few previous works have been pub lished on the 
segmentation and recognition of poorly structured 
handwritten documents [5,9, 12]. Most often, techniques 

operate in two steps. First, the page is segmented into text 
and non text; then text areas are segmented into lines, lines 
into words etc. This is done using bottoITHlp or top-down 
approaches (for example with histogram projection 

techniques to detect lines and then to detect words in 
lines). [n a second step, segmented elements (i.e. word) are 

recognized using an isolated word recognit ion engine. 



In our opinion, the main drawback of these techniques 

lies in that the segmentation process is performed using 
global features. This is damageable in the context of on­

line handwritten notes where contextual information is 
essential for disambiguation. Also, none of these studies 
provide a generic tool for dealing with various documents 
structure; these are rather ad-hoc systems. Our work is an 

attempt to overcome these limitations . We aim at providing 
a generic formal ism for segmentation of handwritten pages 

taking into account contextual information. 
For dealing with spatial relationships, a number of 

techniques have been proposed in the literature, visual 
grammars, 2D Hidden Markov Models, or grammars that 
include spatial operators [I, 3,4, 7,13, 14]. However, there 
is no general agreement today on the best formalism for 

dealing with two-dimensional documents. Following the 
idea in ~], we choose to extend a grammar formalism 

originally designed to deal with one-<iimensional data 
(sentences in language modeling), and to integrate the 2-

dimensional feature of our data (handwritten pages) 
through the use of spatial operators. There are two rrain 

reasons for doing so. First, grammars are a kind of intuiti ve 
description language. Then, to deal with particularly 

structured documents one needs only changing some 
rules of the grammar while the remaining of the program 

remains the same. The second reason lies in that, at the 
end, an on-line handwritten document is somehow more 

one-dimensional (following more or less the 
writing/reading order) than 2-dimensional. We 

investigated a formalism named Probabilistic Feature 
Grammars (PFGs) [4]. PFGs are a probabilistic framework 

that allow taking into account contextual information 
during the parsing process, at the opposite of more 

classical Probabilistic Context Free Grammars [13]. 

2.2. Formalism of PFGs 

This section is much inspired from Goodman's paper [4] . 
In PFGs, the integration of context ual information consists 

in propagating information about the way non terminal are 
instantiated. Rules are of the form: 

A: (a', ... llg)~ B: (0, ... Pg),C: (c" ... Pg) (I) 

where A, Band C are terms (non terminals or terminals), 

(a"a2,oo.,ag ) , (b"b2,oo.,bg ) and (CI ,C2,OO.,Cg ) are vectors 

of g features associated to terms. In our case, terms in the 
grammar are constitutive parts of a handwritten page: 

paragraph , line , word, etc. We note C(X) the feature vector 
associated to a term X, features are assumed discrete here . 

Feature vectors are considered as random variables, this 
allows associating a derivation probability to a rule. For 

example the probability for using rule (I) i;: 
P(C(B),C(C)/ C(A)) (2) 
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PFGs may be viewed as probabilistic generative models. 

Based on the knowledge of features for A, one derivates 
terms Band C and their feature vectors with a probability 

computed with (2). This probability may be rewritten : 

P(C(B) / C(A),C(C)). P(C(C) / C(A)) (3) 

To make computation tractable, [4] assumes independent 

features so that (3) is computed through: 
g g n P(bi / ai,ci)' n P(Ci / ai) (4) 

i=l i=l 

[n the discrete features case described in [4], one can 
approximate probabilities pk / ai) and P(bi / ai ,Ci) with 

bigrams and trigrams probabilities estimated with a training 
corpus. The algorithms used by Goodman, to compute the 

probability of an input data sequence, or to compute the 
derivation tree with maximum probability, are variations of 

the CKY algorithm in [8]. 

3. PFGs for handwritten documents 

We describe now continuous PFGs (i .e. with 
continuously valued features) for the segmentation of 2D 
on-line handwritten documents . We investigated the 

definition of a set of elementary rules and operators from 
which one can define various grammars corresponding to 

different document structures. We deta il here a simple 
gramrrar suitable for simple handwritten texts. We then 

describe the features that are propagated during the 
parsing and the probability laws associated with the rules. 

Then, we discuss the decoding algorithm. 

3.1. A Grammar for simple handwritten texts 

In this preliminary study, we restricted ourselves to 
simple grammars although the formalism could be used for 

a wide variety of grammars. Below is an example of a 
grammar for simple handwritten texts: 

Rl. Page -7 Section 

R2 Section -7 Paragraph [Above] Section 

R3. Section -7 Paragraph 

R4. Paragraph -7 Line [Above] Paragraph 

R5. 

R6. 

Paragraph -7 Line 

une -7 word [On the left of] Line 

R7. une -7 word 

This grammar defines a page as a series of paragraphs 

that themselves consist in series of lines, that themselves 
consist in series of words. We use the terminology word 

for any stroke written without pen-up movement. The 
operators [Above] and [On the left] are spatial operators 

that are used to define rule probabilities. 



3.2. Feature vectors 

Our grammars are based on a hierarchy of terms. For 
example, in the grammar described above, a paragraph 
consists in a series of lines, a line consists in a series of 
words etc. This led us to define for each instantiated term 
X in the grammar three subsets of features : 

• ownj(X) =(ulc, w, h, s): The own features of X. These 
features are: the position of X(x and y coordinates of the 
upper left corner, ulc, of X), its dimensions (width wand 
height h), its slant s. 

• cef(X) = (ulce, wce, hce, !'Ce) : the average own features 
ownj of the composite entities of X (e.g. average own 
features for the lines that compose a paragraph). 

• srce(X)=(dce) : The average spatial relation between 
the composite entities of X: dce. It is the average 20 
displacement between the composite entities of X (e.g. 
average inter-line in a paragraph). 

A feature vector is associated to each instantiated term 
of the grammar, and consists in a triplet: 
C(X) = (ownj(X) , cej(X), srce(X)) (5) 

3.3. Rule Probabilities 

The probability to activate a rule is computed based on 
the features of the terms that appear in the rule. We 
identified a few typical rule families , depending upon the 
levels (in the hierarchy of terms) of the terms involved in 
the rule. For each family, we have defined the rule 
probability form For example, the form of rule R6 is: 

A7B op C 

where op is a spatial operator (On the left , Above, etc), C 
is a term that has the same leve l asA and B is a term with a 
level immediately below that of A. The probability 
associated to such a rule is rewritten as in (3): 

P(C(B) / C(A),C(C)) * p(C(C) / C(A)) (6) 

The fi rs t part of right member may be defined as: 

P(C(B) / C(A),C(C)) = Pop(ownj(B) / cej(C),srce(C)) (7) 

Let illustrate this with rule R6; Eq (7) says that the 
probability of a word B added to an existing line C is 
computed as the probability of the own features of the 
word (its position, height, slant etc) conditionally to the 
average height, slant ... of words in C, and to average 
spatial relationship between words in C. This latter 
probability is computed according to the expected spatial 
relationship defined by the spatial operator op. All rule 
probabilities have been defined in a similar way according 
to their underlying semantic . To compute these 
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probabilities, we assumed independence assumption 
between features. For example the probability in (7) is 
computed as: 
Pop (ownj(8)/ cej(C),srec(C)) = 

P(w(8) / wce(C)) * P(h(8) / hce(C))P(s(8) / sce(C)) * 
P(ule(8) / ule( C),srce(C), op) (8) 

where probability laws for each feature have been 
assumed Gaussian laws . For now, the parameters of these 
Gaussian laws have been determined empirically. 

Fig. I illustrates this. A partial line (C) has been deri ved 
and its extension (by aggregating another word, B) is 
investigated (Rule R6). To do this, the extended line (A) is 
built (its features are computed), and its probability is 
computed through equation (8), according to the features 
of A, Band C. Note that the second member of equation 
(6), P(C(C) / C(A)) , is not considered here since A 

features C(A) , are deterministically computed based on B 
and C features. 

B: C(B) C: C(C) A: C(A) 
Figure 2. Example of rule R6. 

3.4. Optimal derivation tree 

Classical parsing algorithms could be adapted for our 
continuous probabilistic grammars , e.g.[\3]. However, to 
limit combinatorial problems we used a simplified parsing 
algorithm by taking into account the hierarchical nature 
of our grammars. It processes the grammar level by level 
from the bottom For the grammar in §3.1, first , all possible 
(most probable) lines are parsed Then, from these 
possible lines, most probable paragraphs are determined 
etc until whole page segmentation hypotheses are 
obtained. This algorithm all ows easier integration of beam 
search strategy in order to prune less probable 
hypotheses . 

4. Examples 

We show in this section an example of segmentation ofa 
handwritten page. It is a very simple one but it helps to 
understand how contextual information may be useful and 
even necessary to deal with poorly structured documents. 
We do not provide quantitative experimental results on a 
collection of documents since we did not perform such 
evaluation yet, it is our objecti ve to do so as soon as 



possible. Figure 2.a shows a handwritten page with two 

paragraphs, the first one being slightly slanted, the second 
one not. When processi ng such a document, a global 

segmentation method would expect an uni form slant of all 
lines in the page, performing histogram projection to 

detect lines and would fail at identifying these lines. 
Furthermore, even if the lines were correctly identified, it 

would not be so clear that the first three lines are a 
paragraph and the two other lines are a second paragraph. 

These two paragraphs appear to us as two distinct 
paragraphs because they are, alone but not together, 
homogeneous aggregation of lines . 

~" ~ I 

Figure 2. Example of a handwritten page (left) and its most 
probable segmentation according to our system (right). 

Figure 2.b shows the result of the most probable 

segmentation of this page with our system For illustration, 
we added the bounding boxes of all entities that have been 

instantiated in this segmentation. One can see the 
incremental construction of the lines (self-including 

bounding boxes of words) corresponding to the iteration 
of rule 6, as well as the incremental construction of the 

paragraphs (self-including bounding boxes of lines). As 
may be seen the two paragraphs have been correctly 

identified and these have been identified as two different 
paragraphs because of the propagation of contextual 

information. Since the average slant of the lines of the first 
paragraph, together with the average inter-line distance 

between the lines of the first paragraph do not correspond 
to the fourth line, a new paragraph is initiated that begins 

with the fourth line. 

5. Conclusion 

We presented a preliminary study for the segmentation 
of poorly structured handwritten documents as typically 

produced with pen-based interfaces. We adapted and 
extended Probabilistic Feature Grammars in order to deal 

with 2D data. Our approach presents some interesting 
features. Being a probabilistic formalism , it allows to deal 
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with ambiguities, and the decoding algorithm outputs a 

number of most probable segmentations. Second, the use 
of contextual information makes possible the segmentation 

of poorly and ambiguously structured documents where 
traditional global methods would fail. We believe that the 

first results of our prospective work is promising, we are 
currently working at a extensive evaluation of the system. 
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Abstract 

[n this paper we investigate the discovery of spatial 
association rules from a particular kind of images, 
namely document images. Document images are initially 
processed to extract both their layout structures and 
their logical structures. To take into account the 
inherent spatial nature of the layout structure, a spatial 
data mining algorithm is applied, which returns spatial 
association rules. We present possible applications of 
spatial association rules detected from document layout. 
We also illustrate and comment experimental results on a 
set of multi-page documents extracted by [EEE PAM!. 

1. Introduction 

The discovery of association rules has attracted a great 
deal of attention in data mining research. Association 
rules are a class of regularities introduced by [I] that can 
be expressed by an implication: 

X~Y 

where X and Yare a sets of items, such that Xn Y = 0. The 
meaning of such rules is quite intuitive: Given a database 
D be of transactions, where each transaction TE D is a set 
of items, X ~ Y expresses that whenever a transaction T 
contains X than T probably contains Y also. The 
conjunction X/\ Yis called pattern . 

Two parameters are usually reported for association 
rules, namely the support, which estimates the probability 
p(X cT /\ Y cT), and the confidence, which estimates the 
probability p(Y cT I X cT). The goal of association rule 
mining is to find all the rules with support and confidence 
exceeding user specified thresholds, henceforth called 
minsup and minconfrespectively. A pattern X/\ Y is large 
(or frequent) if its support is greater than or equal to 
minsup. An association rule X ~ Y is strong if it has a large 
support (i.e. X/\ Yis large) and high confidence. 

The traditional application of association rules is in the 
business world, where they are used to take more precise 
marketing actions on the basis of what products are 
frequently bought together. In this application , the items 
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are products and the transactions are customer purchases 
at the checkout. However, it is becoming clear that 
association rules are not restricted to market basket 
analysis, but can be successfully applied to a wide range 
of domains, such as web access patterns discovery [3] 
and building intrusion detection models [6]. 

An interesting application is faced in the work by 
Ordonez and Omiecinski [10] where a method for mining 
knowledge from images is proposed. The method is an 
association rule miner that automatically identifies 
similarities in images on the basis of their content. The 
content is expressed in terms of objects automatically 
recognized in a segmented image. The work shows that 
even without domain knowledge it is possible to 
automatically extract some reliable knowledge. Mined 
association rules refer to the presence/absence of an 
object in an image, since images are viewed as 
transactions while objects as items. No spatial relationship 
between objects in the same image is considered. 

In this paper we investigate the discovery of 
association rules from a particular kind of images, namely 
document images. Document images are initially 
processed to extract their layout structures, which 
describe the geometrical arrangement of content portions 
on a page. Then the logical structures are extracted. The 
logical structure of a document image consists of a 
hierarchy of segments of the document, each of which 
corresponds to a visually distinguished semantic 
component of the document (e.g., title, paragraph, caption 
or heading) [12]. Some layout components with no 
visually distinguished semantic are labelled as undefined. 
The extraction of both layout and logical structures is 
performed by means of the system WISDOM++ [2], whose 
main characteristic is the application of machine learning 
algorithms in several document processing steps. In 
WISDOM++ documents are grouped into classes (e.g. 
paper published on IEEE Transactions of Pattern Analysis 
and Machine Intelligence), such that document images in 
the same class show approximately the same layout/logical 
structure. 

The discovery of association rules follows the 
processes of layout structure extraction (layout analysis) 



and logical structure extraction (document image 
understanding) . We are interested in association rules 
expressing regularities among logical components of a set 
of document images belonging to the same class . 

2. The approach 

Differently from the work by Ordonez and Omiecinski [10], 
we also intend to take into account the inherent spatial 
nature of the layout structure, that is , we intend to 
discover, if any, spatial patterns between logical 
components . Therefore, association rule mining methods 
developed in the context of spatial data mining are 
considered [9]. 

There are three main peculiarities of the proposed 
approach. First, the spatial property oflogical components 
is considered. Logical components are described in terms 
of their content type (e.g., text, graphics, etc.), their logical 
meaning (e.g., title, authors, etc.) and their geometrical 
features, which can be either relational or attributional. 
Relational features relate two logical components on the 
basis of their mutual position in the document (e.g. 
on_top(A,B), tOJight(A ,B)). Attributional features refer 
to geometrical properties of layout components, such as 
width and height, as well as locational properties (position 
along x/y axis). 

Second, the hierarchical structure of logical 
components is considered as well. It is poss ible to look at 
the set of logical components of a document image as a 
hierarchy where each single logical component is related 
to another one by a is_a or a part_ofrelation (e.g title is 
part_of identification, page_number is_a 
page_component). The levels in the hierarchy are called 
granularity levels. 

Third, the logical components can play different roles. 
Indeed, in spatial data mining attributes of some spatial 
objects in the neighborhood of, or contained in, a unit of 
analysis I may affect the values taken by attributes of the 
unit of analysis. Therefore, it is necessary to distinguish 
units of analysis, which are the reference objects of an 
analysis, from other task-relevant spatial objects, and it is 
important to represent interactions between them. In our 
application, some logical components play the role of 
reference objects while other logical components play the 
role of task relevant objects. 

To mine spatial association rules we use SPADA 
(Spatial Pattern Discovery Algorithm) [9] which is based 
on a multi-relational data mining approach and permits the 

I The unit of ana lysis is the basic entity or object about 
wh ich general izations are to be made based on an 
analysis and for which data are collected in the form of 
variab les. 
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extraction of multi-level spatial association rules that is 
association rules involving spatial objects at differen; 
granularity levels. An example of association rule 
discovered by SPADA is: 
is_a(A ,running_head) ~ 

on_top (A, B) , is_a(B,content) ,type_text(A) 
support: 90.9% confidence: 90.9% 

This rule means that if a logical component (A) is a 
running_head then it is textual and it is on top of another 
layout component (I) which is a component of type 
content. This rule has a high support and a high 
confidence (both expressed as percentages) . 

3. Using association rules 

The extracted association rules can be used in a number of 
ways. First, new documents can be recognized as 
satisfying the constraints that define the domain template 
(document classification and retrieval). Indeed, recent 
approaches propose to use discovered association rules 
for classi fication tasks [7]. 

Second, the rules can be profitably used in the 
automatic layout correction. Currently, in WISDOM++ the 
automatic correction of the layout is performed by means 
of a set of rules learned from the sequence of user actions 
[8]. By formulating the problem as a planning problem, it is 
necessary to define both a goal and a metric evaluating 
the distance between the current state (layout structure) 
and the goal. This metric can be based on the number of 
association rules supported by the extracted layout 
structure. 

Third, the rules can be also used in a generative way. 
For instance, if a part of the document is hidden or 
missing, strong spatial association rules can be used to 
predict the location of missing layout/logical components 
[5]. Moreover, a desirable property of a system that 
automatically generates textual documents is to take into 
account the layout specification during the generation 
process, since layout and wording generally interact [II]. 
Spatial association rules can be useful to define the layout 
specifications of such a system. Finally, this problem is 
also related to document reformatting [4] . 

4. Mining spatial association rules 

The problem of mining association rule s by means of 
SP ADA can be formally stated as follows: 
Given 
• a set of descriptions of the labelled documents (resu lt 

of the document understanding) 
• a set of reference objectsS, 
• some sets Rb l$k9n, of task-relevant objects, 



• a background knowledge BK including some spatial 
hierarchies Hk on objects in Rk and a domain specific 
knowledge, 

• M granularity levels in the descriptions (\ is the 
highest while M is the lowest) , 

• a set of granularity assignments \jIk which associate 
each object in Hk with a granularity level , 

• a couple of thresholds minsup[l] and minconj[l] for 
each granularity level, 

• a declarative bias DB that constrains the search 
space, 

Find 
strong multi-level spatial association rules. 

The set of descriptions of the labelled documents is 
expressed in the form of first-order logic conditions. The 
use of the first order logic is necessary because the 
feature-vector representation , typically adopted in 
statistical approaches, cannot render the relational 
features. 

Spatial features (relations and attributes) are used to 
descri be the logical structure of a document image. [n 
particular, we mention locational features such as the 
coordinates of the centroid of a logical component 
~-pos_center, y-pos_center), geometrical features such 
as the dimensions of a logical component (width, height), 
and topological features such as relations between two 
components (on_top, tOJight, alignment) . We use the 
non-spatial feature type_ of that speci fie s th e content 

type of a logical component (e.g. image, text, horizontal 
line). [n addition there are other non-spatial features, 
called logical features which define the label assoc iated to 
the logical components. They are: affiliation. 
page_number. figure. caption. index_term. running_head. 
author. title. abstract. formulae. subsection_title. 
section_title, biografy, references, paragraph, table, 
undefined. [n the following we present an example of 
document description on which run SPADA: 

class (h, tpami) , 
is_a(a, running_head) , is_a(b,title), ... 
page (h, first) , 
part_of (h ,a ) ,part_of(h,b)=true, ... 
width(a,390) ,width(b,490), .. . 
height(a,7) ,height (b,S4), .. . 
type_text (a) ,type_text (b) , .. . 
x_pos_centre(a,21S) ,x_pos_centre(b,288), .. . 
y_pos_centre(a, 26) ,y_pos_centre(b,83), . . . 
on_top (a,b) ,on_top(b,c) ,on_top(b,d), .. . 
to_right (e,f), ... 
only_left_co l (a ,l ) ,only_left_col(b ,e ) , 
only_right_col(b,e) ,only_middle_col(b,e), 

where h represents the page and a, .... g represent the 
logical components of the page. [t is noteworthy that the 
features class and page are used to describe the class and 
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the order page and the relation part_o/is used to express 
the membership of a component to a page. Numerical 
features are automatically discretized before inferring 
spatial association rules . 

The specification, by means of a set of rules, of the 
following domain specific knowledge: 

at_page(X,first) <- part_of (Y,X) , 
page(Y,first) 
at_page(X,intermediate) <-

part_of(Y,X) ,page (Y,intermediate ) 
at_page(X,last_but_one) <-

part_of(Y,X) , page (Y,las t_but_one ) 
at_page(X,last) <- part_of(Y,X) , 
page(Y,last) 
permits to automatically associate information on page 
order to layout components. Since the presence of some 
logical components may depend on the page order (e.g. 
author is in the first page) , the above rules allows 
SPADA to discover associations where this information is 
taken into account. The specification of the hierarchy 
(Figure \) allows the system to extract spatial association 
rules at different granularity size. 

~ 
tttle 

Identification author 

headll1 < affi liation 

/ 

svnOOSI ~~ abstract 

Index ter 

< blOgraphv 
tinal comoonen 

(" references 

art icle --.. co ntent '\ section title 

body 

oaQe comoonen < 
undefined 

table 

running_head 

Figure 1. Hierarchy of logical components. 

The declarative bias DB constrains the search space 
and aims at defining the reference objects (ro) and task 
relevant objects (tro). [n our task, the ro are the logical 
components to which at least one satisfied logical feature, 
different from undefined, is associated. The tro are all the 
logical components. 



5. Experimental results 

To investigate the applicability of the proposed solution 
we considered six papers, published as either regular or 
short, in the [EEE Transactions on Pattern Analysis and 
Machine Intelligence, in the January and February 1996 
issues. Each paper is a mUlti-page document and has a 
variab le number of pages and layout components for 
page. A user of WISDOM++ labels some layout 
components of this set of documents according to their 
logical meaning. Those layout components with no c lear 
logical meaning are labelled as undefined. All logical labels 
belong to the lowest level of the hierarchy reported in the 
previous section. We processed 54 document images in 
all. 
In Table I logical components distribution on the 
processed documents is shown. 

Table 1. Labels di stribution . 

Document ID / 
Label 1 3 '4 6 7 9 "· Total 
affiliation I I 0 I 2 2 7 

page number 8 13 12 I 5 5 44 

figure 19 13 12 3 12 12 71 

caption 13 17 7 3 II 5 56 
index term I I I 0 0 0 3 

running head 14 15 14 I 6 5 55 

Author I I 2 I I I 7 

Title I I I I I I 6 

abstract I I I I 1 1 6 

formulae 24 19 21 0 4 5 73 

subsection ti tIe 3 I I 0 0 0 5 

sect ion title 4 4 2 0 I 1 12 

biografy 2 1 1 0 0 0 4 

references 3 3 2 1 1 2 12 
paragraph 54 55 50 3 19 21 202 

table 0 9 I 0 2 I 13 

undefined 21 26 27 10 14 16 114 

The number of feature s to describe the six documents 
presented to SPADA is 17,880, about 331 features for each 
page document. The total number of logical components is 
690 (114 of which are undefined) about 3 18 descriptors for 
each page document. 
An example of assoc iat ion rule discovered by SPADA is : 
is_a(A,author) ~ only_middle_col(A, B) , 
is_a(B,heading), height(B.[I .. 174}} , type_text(A) 

support: 85.7 1% confidence: 85.7 1% 
The spatial pattern of this rule involves six out of seven 
(i.e. 85.71%) blocks labelled as authors. Thi s means that 
six logical components which represent the author of some 
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paper are textual components vertically centered with a 
logical component B at the heading of the paper, with 
height between I and 174. 
At a lower granularity level, a similar rule is found where 
the logical component B is speciali zed as abstract: 
is_a(A,author) ~ only_middLe_col (A, B) , 
is_a(B,abstract), height(B.[1..174}}, type_text(A) 

support: 85.71% confidence: 85.71% 
The rule has the same confidence and support reported 

for the rule inferred at the first granularity level. 

Conclusions 

This work presents an appli cation of spatial data mining 
techniques to the problem of finding associations between 
logical components extracted from document images by 
means of document ana lysis and understanding methods. 
As future work, we intend to invest igate the application of 
mined association rules in three different contexts, namely 
document classification and retrieval, automated layout 
correction, and automated generation of documents. 
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Abstract 

Information contained in companies' financial 
statements is valuable to support a variety of decisions. In 
such documents, much of the relevant information is 
contained in tables and is extracted mainly by hand. We 
propose a method that accomplishes a preliminary step of 
the task of automatically extracting information from tables 
in documents: selecting the lines which are likely to belong 
to the tables containing the information to be extracted. 
Our method has been developed by empirically analysing a 
set of Portuguese companies' financial statements, using 
statistical and data mlntng techniques. Empirical 
evaluation indicates that more than 99% of the table lines 
are selected after discarding at least 50% of them. The 
method can cope with the complexity of styles used in 
assembling information on paper and adapt its 
performance accordingly, thus maximizing its results. 

1. Introduction 

Companies worldwide have the legal obligation of 
producing and publishing, on at least a yearly basis, 
reports accounting for their activities. These reports, 
called financial statements, contain tables with 
information that supports the decisions of a variety of 
economic agents, for whom it is often necessary to 
combine information from several documents. However, 
such aggregate analysis requires the time consuming 
activity of capturing the data manually to a database. 

Although it is expected that in the future these 
statements will be published in a predefi ned structured 
format such as XBRL (eXtensible Business Reporting 
Language, [9]), in many countries it will most likely take 
a long time before they are fully adopted. 

To automatically extract information from the tables 
contained in financial statements, or in any document, 
five basic tasks have to be fulfilled [2]: 

Location: "differentiating tables from other elements 
such as body text, heading, titles, bibliographies, line 
drawings and bitmap graphics", [7] . 

. 
The opinions expressed in this article are the responsibility of the 

authors and not necessarily coincide with the Banco de Portugal 's. 

15 

Segmentation: delimiting the table's physical 
structures -its columns and lines, its simple and spanning 
cells (those spreading over more than one column/ line). 

Functional analysis: identifying the function each 
physical unit plays; there are two basic functions: 
containing data and describing data, any titles and 
footnotes should be identified as such. 

Structural analysis : detecting the relationships 
between the cells, identifying the attribute-value threads 
which have to be read conjointly. 

Interpretation: going one step beyond simply 
identifying relationships to knowing what they mean and 
deciding upon them. More than knowing the cells 
containing strings "Total assets" - "5000" - "Real" have to 
be read conjointly, interpreting means being able to affirm 
"Total assets are 5000 PTE". 

The task we approach in this paper is a preliminary 
step of this process: given a text document, we want to 
automatically select groups of lines that are likely to 
belong to tables. This step reduces the search effort in the 
subsequent tasks. To serve as training examples, we 
downloaded from the Web 19 financial reports published 
by 13 Portuguese companies in a period ranging from 
1997 to 2000. On the whole there were 87,843 lines, of 
which 70,584 are not table lines and 9,685 are part of the 
tables containing the information we wish to extract. We 
then proceeded to convert the original files to plain text 
files using the pdftotxt linux utility, and imported them to 
a database table. Each line in the report became a distinct 
record . 

2. Selecting target areas 

Current software to locate tables in documents is 
generally based on detecting the alignment of certain 
characters, either words, e.g. [3], non-space characters, 
e.g. [6], or white spaces, e.g. [5], being vertical alignment 
often the key feature searched for. Other methods, such 
as [4], examine the contents of each line in the document, 
character by character, to detect the presence of groups of 
contiguous spaces, count them, among other 
characteristics, and present the counts to a decision tree to 
determine whether or not the line belongs to a table . 



However, in order to classify an area as table, existing 
strategies take each line (either vertical or horizontal) and 
perform a character-by-character scan to detect the 
presence of the characteristics used as input. As such, all 
parts of the document are treated as having equal 
likelihood of containing tables. 

2.1 The main criterion for table line location 

To classify each line as being likely to belong to a 
table or not, our method basically relies on one feature -
the total number of contiguous inner spaces in the line. 
To determine this, we first remove the leading and 
trailing spaces; we then obtain all the substrings of more 
than one consecutive space characters; the sum of the 
lengths of these substrings is the total number of 
contiguous inner spaces in the line. The effectiveness of 
this feature relies on the notion that a line having more 
inner spaces than what is "normal" will hold a distinctive 
graphical element (such as a table or a chart), which is 
worth inspecting more closely. A Chi-square test was 
able to prove the validity of this empirical observation: 
with significance 10.6 and on the basis of our sample, a 
statistical dependence was found between the number of 
inner spaces in a line and whether the lines belong to a 
table t. Thus, our main criterion will be of the form 

Xf. > A -? e is a candidate table line (1) 

where X f. is the number of contiguous inner spaces in line 

e, and A is a threshold to be determined. 

2.2 Robustness of the criterion to different 
layouts 

Having this established, we have to find an 
appropriate threshold to distinguish the two groups. 
Intuitively, one could foresee that the limit to distinguish 
table from non-table lines can be much smaller in a text 
written in one single column than in a text entirely 
written in two or more columns. To verify this 
observation, we applied the Kruskal Wallis test 0 and 
proved, with 10.6 significance and on the basis of this 
sample, that the distribution of inner spaces is statistically 
different within the reports in the sample. To determine 
whether a given pair of reports had contributed to this 
result, we compared each pair at a time and found that 
only 22,8% of the total number of possible pairs were 
similar. A Chi square test also revealed statistical 
evidence of independence between whether or not a line 
is in a table and the document it originates from. As such, 
the threshold to distinguish the two types of lines should 
be established differently according to its source 
document. In other words, we want the criterion to be 
generalized to 
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XI > A(D) -? f is a candidate table line (2) 

where D is the document being analysed. If we label each 
line of a report as being in a table or not and count the 
number of inner spaces it has, we can determine the 
optimal threshold by using the 148 algorithm of the data 
mining suite Weka [8] to build a one-node decision tree, 
which will classify an unlabelled line according to the 
logical value of a test of the form "Number of contiguous 
inner spaces < Threshold". The value of that threshold 
corresponds to the most informative test. 

We would like to be able to determine how this 
optimal threshold can be obtained for a document given 
its global features, without prior knowledge of which of 
its lines belong to tables. In Figure I, we compare the 
thresholds established through the process described 
above with certain global features of their source reports. 
In the leftmost chart, the global feature is the number of 
lines in the document. As can be observed, documents 
with more lines tend to have higher thresholds, because 
their authors probably invested more resources to make 
them graphically more appealing, and used a more 
diversified style for accommodating elements on page. 
The rightmost chart shows that, for documents where the 
most frequent number of positive inner spaces (or mode) 
is high enough (but not too high), the optimal division 
tends to be increasingly higher. This happens because the 
mode occurs farther from zero when the text is organized 
in two or more columns, for which too small a limit 
would cause the misclassification of a considerable 
number of text lines. 

Total number of lines Mode (other than 0) 

• • 4800 

• 3800 
~ • .. 
• ••• .-2 4 00 

.. ..... •• --
10 15 20 10 1 5 

o ptimal threshold optimal lh resho ld 

Figure 1. The optimal threshold versus characteristics of source 
documents: total number of lines (leftmost), mode (other than 
zero) (rightmost) 

As such, it is possible to use measurable features of 
source document to estimate the best threshold. These 
reflect the different styles used by the authors to organize 
graphical elements on a page, thus the method can adapt 
to different document layouts. Alternatives for defining 
A(D) are given in Section 3.t. All lines with more spaces 
than the threshold are marked as candidate table lines. 

One extra characteristic has to be taken into account 
when deciding whether a line belongs to a table: its 
neighbourhood. No matter how many inner spaces a line 
has, it is not in a table if lines around it are plain text; and 



a line with no inner spaces is not plain text, if table lines 
surround it. Ng et al. [4] found an interesting way of 
incorporating this: when deciding about a line, they 
considered characteristics of the lines that fall within a 
fixed I-line band around it (the lines before and after it). 

Rather than considering a band of invariable size, our 
method defines the size of the band according to the 
characteristics of the page it belongs to, because the 
information we want to extract is more li kely to be in 
pages with a high concentration of table lines, either one 
big table or several small tables. In fact, in our sample, a 
statistically significant at L % positive correlation was 
found between the proportion of table lines in a page and 
a variable taking vaLue L when the page contains a tabLe 
with relevant information. We estimate this proportion by 
counting the candidate lines identified by criterion (2). 

3. The algorithm 

For each page p with more than a given minimum of m 
candidate table lines, we identify Windows of lines within 
which to look for table lines. If the proportion of 
candidates on the page, Weightp , is high enough, all lines 
between the first and the last candidates, Ca and Cz, are 
included in the window. Otherwise, we may have more 
than one window per page, each corresponding to a 
sequence of at least m candidate lines no more than k lines 
apart. Windows always include i lines above the first 
candidate line Ca andflines below the last Cz. 

The distance between any two lines is measured in 
terms of the total number of non-empty lines that separate 
them. This makes the method robust to the existence of 
long sequences of empty lines within tables, which can be 
quite common in this context. 

Each line in a window will be classified as target area 
if it has any contiguous inner spaces or if its total string 
length is smaller than x% of the maximum length of the 
candidate lines on the page. The procedure is iterated until 
there are no more sufficiently close candidate lines on the 
page and no more pages with enough candidate lines in 
the whole document. The values of k, i and J, and thus the 
size of the windows, are determined according to the 
proportion of candidate lines on the page. 

Instead of simply marking each line as belonging to a 
target area or not, an absolute index is assigned as a first 
approach to the delimitation of different tables. 
Consecutive non-empty Lines c1assitied by the algorithm 
as target areas are assigned the same table identifier, and 
this facilitates the subsequent table processing steps. 

3.1 Parameters 

Based on the sample of L 9 reports, we considered three 
different manners of estimating the threshold A(D) [6]: 
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- y standard deviations, Sx (D), from the mean, X(D), of 
inner spaces per line in report D, determining y as the 
value that minimizes the average square error when 
estimating the ideal threshold of each document; 

A,(D) = X (D) + 0,46 * Sx (D) (3) 

- an equation based on the most common number of 
positive inner spaces in each report (Modex(D)), using 
the ordinary least square method, which minimizes the 
average square error of the estimates of A2(D) given 
Modex(D), to determine the coefficients; 

A2(D) = L 7,9 + L,4*Modex(D) (4) 

- and the minimum of equations (3) and (4). We achieved 
better experimental results with the last option. 

The parameters of the algorithm were set at default 
values, which we have empirically tested: m=3 or m=2 
(m=3 was found to be better), x=75% and y=50%. We 
determine k, i, and f as a function of the weight of 
candidate lines per page, as described in Figure 2. 

Wei.eht< 30% 
30% ~ Weight < 50% 

Weight~50% 

k 
L 
2 
3 

L 
2 
4 

f 
1 
2 
2 

Figure 2. Default rule for the definition of k, i, andJfor a given 
the proportion of candidate lines per page 

The user can manipulate the vaLues of m, k, i, J, and 
their relationship with the concentration of candidate 
lines in the page, and as such influence the performance 
of the method, by providing the parameters that can best 
seize the tables holding the information to be extracted. 

4. Evaluation 

We evaluate the tasks of recognizing only tables with 
relevant information (context-specific purpose) and 
recognizing all tables (generic purpose). We measure the 
percentage of lines we have been able to discard 
(economy) and the proportion of actual table lines that are 
correctly identified by the method (recall). 

For the group of reports used as training examples, 
with 87,843 lines (70,584 non-table lines; 9,685 lines of 
tables containing the information we wish to extract) 
using default values, the algorithm was able to discard in 
average 74,4% of the lines in L 7 of L 9 reports, while 
keeping 99,6% of the interesting lines. In the other two 
reports, by manipulating the default values, the algorithm 
detected 100% of the desired information while 
discarding in average 62,3% of the examples. In an 
unseen test group of three reports, with a total 9,470 lines 
(7,388 non-table lines; L,386 table lines containing the 
information we wish to extract), average recall was 



99,4% and economy 73,6%. All interesting tables were at 
least partially detected in both groups. 

For a generic purpose evaluation, and because we 
wish to detect the presence of any type of table, whatever 
type of page it belongs to, we have chosen for parameter 
values k = f = 31, i = 5, m = 3, independently of the 
weight of candidate lines on the page. Average results 
were 98,5% recall and 62,6% economy over the 19 
examples; and 99,7% recall and 63,6% economy in the 
unseen group. The only types of tables this method could 
not detect were very narrow tables standing horizontally 
isolated in its page (e.g. a slightly narrower Figure 2), 
when in source documents mostly written in two or more 
columns and in pages with no other distinctive graphical 
elements. These are undetected for not enough candidate 
lines exist on the page. If we used m= l, we would be able 
to detect 99,9% of table lines, with a 47,7% economy. 

Figure 3 shows the performance of the methods 
parameterised for context specific and generic evaluation. 
As can be seen, economy is practically always above 
50% and recall is consistently above 95% (except for one 
financial statement, which showed a table using dots as 
delimiters, instead of inner spaces; the method can easily 
be adapted to detect column separators other than white 
space, including dots). 

Co ntext s peciric 
e valuatio 11 

~IO"E () ~8'\ 
a: • 

, .. 
• 

'" 
0"" lO"" JO,," 60"'" 80" 100 

Economy 

Generic evaluatio n 100'63 ] ". . 
... 

• ,,. 

Economy 

Figure 3. Performance of the methods parameterised for 
context specific and generic evaluation in the 22 documents (the 
three squares represent the unseen reports) 

5. Conclusion 

We have developed a method to locate portions of 
ASCII documents with high likelihood of holding tables 
displaying the information we wish to extract. This is a 
necessary step in a longer process of information 
extraction from tables in text. We have applied the 
method in the context of financial statements, which are 
mandatory reports published by companies accounting 
for their activities on at least a yearly basis. Information 
extraction from such reports is relevant as a support for 
the decisions of many economic agents, but current 
approaches are mainly manual and time consuming. 

The method, which works on ASCII inputs, has been 
developed by applying data analysis techniques, from 
statistics to data mining, on a set of 19 financial 
statements published on the Web by Portuguese 

18 

companies. It identifies sequences of potential table lines 
based on the characteristics of neighbouring lines, the 
current page and the source document as a whole. The 
method is able to adapt to different styles used in 
organizing the documents' graphical components. Styles 
can be very diverse in this highly and highly marketing 
influenced context. Apart from this, the method allows 
parameterisation to further adapt it to the specificities of 
the tables to detect. The performance of the method was 
measured on the given set of reports and on a separate 
test set. Results show that a lot of work can be saved right 
away, without losing relevant information. 

Another advantage of this method is that virtually any 
type of document can be converted to ASCII, including 
paper documents, after digitalizing and using an optical 
character recognition software (OCR) that preserves the 
relative positions of the items on the page. Awareness to 
certain keywords and recognition of titles has the 
potential of bringing recall closer to lOO% with very low 
economy costs, and will be sought in future work; as will 
the other tasks for extracting information from tables. 
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Abstract 

This paper presents some methods of indexing and re­
trieval of document images based on their physical (layout) 
structures and term positions in pages. Documents are di­
vided into blocks that are physically de ned for the pur­
pose of indexing with terms. The simple vector space model 
(VSM) and the latent semantic indexing (LSI) are employed 
as retrieval models. Experimental results on the retrieval of 
129 documents show that LSI with blocks consisting of over­
lapping pages outperforms an ordinary method of retrieval 
based on the VSM. 

1. Introduction 

Document image databases (OrBs) are the databases that 
provide ef cient storage of and access to document im­
ages [I]. As it becomes more popular to equip copiers and 
printers with devices for the storage of document images, 
OrBs gain importance in our society. 

An open issue of OrBs is how to achieve content-based 
retrieval based on queries given by users. In the case that 
queries are given as image features such as layout of docu­
ments [2], indexing by layout analysis should be app lied. [f 
queries are given as keywords, it is required to apply OCR 
for indexing. [n addition to the issue of OCR errors [3], we 
have another issue of how to index document images based 
on recognized characters and words. 

A simple way is to employ the Bag of Words model, 
which is common in the eld of information retrieval. [n 
this model, documents are regarded as collections of words. 
[n the context of OrBs, therefore, the rest of information 
obtained through the process of OCR, e.g., positions of 
characters / words, and physical (layout) structures of doc­
uments, is discarded. 

This paper presents methods of util izing some of the dis­
carded information in addition to words (terms) themselves 

o··· DO 
document (D) page (P) 

II ··· D··· 
column (C) ha lf of a column (H) 

Figure 1. Units of indexing. 

so as to improve the accuracy of retrieval. To be precise, 
documents are indexed based on the information of physi­
cal structures such as pages and columns, as well as posi­
tions of terms in pages. As an example of such methods, we 
have already proposed the method called density distribu­
tions of terms [4, 5], which is an application of passage 
retrieval in the [R eld to document images. The methods 
proposed in this paper can be viewed as simpli ed versions 
of this method for the reduction of computational costs. 

2. Indexing 

Our methods of indexing are de ned by units and blocks 
of indexing. As units of indexing, we consider page (P), 
column (C) and half of a column (H) in addition to doc­

ument (D) as shown in Fig. l. 
Columns are obtained in a brute-force manner in order to 

avoid complicated problems in layout analysis: each page 
region is cut into two pieces at a xed position. As a re­
sult, regions laid out in a si ngle co lumn format as well as 
some wider gures and tables are split into different pieces. 
Halves of columns are likewise de ned by splitting at the 
physical vertical center of columns. 
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unit 

order ---Q ~ [2] 0 0 
block • 

- • -
Figure 2. Blocks of indexing. A block con­
sists of one or more units sorted in the read­
ing order. Blocks are regarded as pseudo 
documents and retrieved. 

The units except for document are ordered by pages 
within each document, and within each page from left to 
right and top to bottom. Blocks of indexing are determined 
based on the order. Figure 2 illustrates blocks consisting of 
three units. The unit at the end is connected to the beginning 
so that all units are treated equivalently. As shown in this 

gure, blocks are de ned by shifting a starting unit one by 
one. In this paper, we consider 1 '" 5 as the numbers of 
units in a block. Note that blocks consisting of a single unit 
do not have overlaps with other blocks. 

Each block is regarded as a pseudo document and in­
dexed by terms with tf-idf weights as follows . First, terms 
are de ned by applying stemming and e limination of stop 
words to all words included in documents in the database. 
Next, term frequency is counted in each block. Let J i k be 
the frequency of a term t i in a block bk. A block bk is rep­
resented as a vector: 

( I) 

where T indicates the transpose, and W i k is the weight of a 
term t i in a block bk . The de nition is as follows. 

Wik = tfik . idfi , 

tfik = { ~Og(fik / U) + 1 

idEi = 10g( B / Bi ) , 

if J i k > 0 , 
otherwise, 

(2) 

(3) 

(4) 

where U, Band B i are the number of units in a block, the 
total number of blocks for all documents in the database, 
and the number of blocks that include a term t i , respec­
tive ly. 

3. Retrieval 

Retrieval of documents is based on a user s query q, 
which is also treated as a pseudo document and represented 
as a vector: 

(5) 

where W iq is a weight of a term t i in the query q. The value 
is calcu lated similarly to the case of blocks. 

The result of retrieval is represented as a ranked list of 
documents sorted according to the degree of similarity be­
tween a document dj (1 ::; j ::; n) and the query q. Let 
bj 1, ... , bjr be vectors of blocks in a document d j . Then we 
de ne the degree of similarity as 

sim(dj , q) = max {sim(bjk , q)} , 
l ~ k~r 

(6) 

where sim(bjk, q) is a degree of similarity between a block 
bjk and the query q. 

In this paper, we employ two kinds of degrees of simi­
larity: a degree obtained by the simple vector space model 
(VSM), and a degree by latent semantic indexing (LSI). 
In the simple vector space model, the degree of similar­
ity is de ned as the cosine of the angle between two vec­
tors [6] . Latent semantic indexing is the retrieval model 
which makes use of singular value decomposition to re­
duce the dimensionality of document vectors [6]. In this 
method, the dimensionality of a term-by-block matrix D = 
[bn , b12 , ... , bnrl is reduced to K « rank(D)), which is a 
parameter to be predetermined. 

In total, we have de ned 32 methods as combinations of 
a retrieval model (VSM or LSI), a unit (0, P, C, H), and the 
nu mber of units in a block (1,2, ... ,5). Note that the number 
of units is limited to 1 for the unit D. In the following, 
methods are denoted like VSM(D I) . 

4. Experiments 

4.1. Da ta set 

Preliminary experiments were carried out to test the pro­
posed methods. A data set employed in the experiments 
was prepared based on the proceedings of ICDAR200 1 [7]. 
The titles of oral sessions were utilized for de ning queries 
shown in Table l. All the papers for the sessions were put in 
the document database and the re levance judgment was de-

ned as fo llows: documents are relevant to a query if they 
are assigned to its corresponding session. Statistics about 
the data set are shown in Table 2. 

4.2. Evaluation 

4.2.1 Mean average precision 

For evaluati ng experimental resu lts, we employ the mean 
average precis ion over all re levant documents [6]. The def­
inition is as follows. 

As described in Sect. 3, the resu lt of retrieval is repre­
sented as the ranked list of documents. Let r( i ) be the rank 
of the i-th relevant document counted from the top of the 
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Table 1. Queries. 
handwriting classi ers 

2 image processing 
3 OCR and document understanding 
4 handwriting features and writer identi cation 
5 evaluation and datasets 
6 word recognition 
7 classi ers and learning 
8 graphics recognition 
9 document analysis systems, check processing and 

postal automation 
10 applications 
II online handwriting 
12 tables 
13 classi cation and language models 
14 forms 
15 segmentation 
16 web documents and video 
17 information retrieval and word spotting 
18 color and multimedia documents 
19 image quality and style 

Table 2. Statistics about the test collection. 
no. of terms 7022 
no. of doc. 
no. of pages 
ave. doc. len. 
ave. page. len. 
no. of queries 
ave. query len. 
ave. no. of reI. doc. per query 

129 
673 

1507 terms 
289 terms 

19 

2.37 terms 
6.79 

list. The precision at retrieving this document is calculated 
by i / r(i ). Average precision Pk for a query qk is obtained 
by averaging precision values for all documents relevant to 
the query: 

(7) 

where Nk is the number of relevant documents for the query 
qk . The mean average precision over all relevant docu­
ments is de ned as the mean of the respective values over 
all queries: 

1 N 

P= N LPk 
k=l 

where N is the number of queries. 

(8) 

For example, consider two queries q land q2 which have 
two and three relevant documents, respectively. Suppose 
the ranks of relevant documents for q 1 are 2 and 5, and 
those for q2 are l, 3 and lO. The average precision for 

ql and q2 is computed as (1/ 2 + 2/ 5) / 2 = 0.45 and 
(1/ 1 + 2/ 3 + 3/ 10) / 3 = 0.66, respectively. Then the mean 
average precision which takes into account both queries is 
(0.45 + 0.66) / 2 = 0.56. 

4.2.2 Statistical test 

The next step for the evaluation is to compare values of 
the mean average precision obtained by different methods. 
An important question here is whether the difference in 
the mean average precision is really meaningful or just by 
chance. A way to make such a distinction is to apply a sta­
tistical test. In this paper, we utilize a test called the paired 
t-test [8]. The following is the summary of the test. 

Let ak and bk be the scores (e.g., the average precision) 
of retrieval methods A and B for a query q k , and de ne 
Ok = ak -bk. The test can be applied under the assumptions 
that the model is additive, i.e ., Ok = J..L + Ck where J..L is the 
population mean and C k is an error, and that the errors are 
normally distributed. The null hypothesis here is J..L = 0 (A 
performs equivalently to B in terms of the scores), and the 
alternative hypothesis is J..L > ° (A performs better than B). 

It is known that the Student s t-statistic 

6 
t = --:== 

j82/N 
(9) 

fo llows the t-distribution with the degree of freedom of N -
1, where N is the number of samples (queries), 6 and 82 are 
the sample mean and variance: 

N 

82 = _ 1_ ~(Ok _ 6)2 
N-1~ 

k=l 

(LO) 

(l L) 

By looking up the value of t in the t-distribution, we 
can obtain the P-value, i.e., the probability of observing 
the sample results Ok (1 ::; k ::; N) under the assumption 
that the null hypothesis is true. The P-value is compared 
to a predetermined signi cance level a in order to decide 
whether the null hypothesis should be rejected. In this pa­
per, we utilize a = 5%. 

4.2.3 Parameter 

The last thing we should consider for evaluating the meth­
ods is how to determine the value of the parameter "-, 
i.e., the number of dimensions used in LSI. In order to 
make a comparison unbiased, we apply leave-one-out cross­
validation: the average precision for a query qi is obtained 
using the dimension "- i E {10 , 20 , ... , 600} which produces 
the maximum mean average precision for the rest of queries 
ql , ... , qi- l , qi+ l , ... , qN· 
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Table 3. Mean average precision. 
unit no. of units VSM LSI 

in a block 

D I 0.315 0.293 
P I 0.310 0.350 

2 0.323 0.352 
3 0.313 0.358 
4 0.327 0.293 
5 0.329 0.320 

C I 0.294 0.325 
2 0.339 0.327 
3 0.339 0.334 
4 0.336 0.318 

5 0.333 0.327 

H I 0.293 0.340 
2 0.331 0.292 
3 0.314 0 .3 14 
4 0.330 0.332 
5 0.326 0.307 

4.3. Results and discussion 

Table 3 shows the mean average precision for all meth­
ods. For the VSM, no good results were obtained for the 
blocks without overlap (no. of units = I). On the other 
hand, the blocks of size more than I often yielded better re­
sults as compared to VSM(D I). Although there is no such 
clear tendency for LSI, units smaller than D often resulted 
in improvement as compared to LS[(D L). 

[n order to clarify the signi cance of differences in the 
mean average precision, we applied the paired t-test tak­
ing VSM(D I) as a baseline. The results are illustrated in 
Fig. 3 where the vertical axis indicates the t-value and the 
horizontal lines in the gure show the signi cance level of 
5%. Although most of the methods were not signi cantly 
better than the baseline, the methods LS[(P I), LSI(P2) and 
LS[(P3) were the exceptions. 

5. Conclusion 

We have proposed the methods of indexing based on 
term positions and physical structures of documents. The 
results of preliminary experiments show that some methods 
based on LSI with pages as units of indexing yielded signif­
icantly better results as compared to the ordinary VSM. 

Although the numbers of documents and queries are too 
small to draw a nal conclusion, there is some possibility of 
improving the ordinary VSM by taking pages or other units 
for indexing. Thus the future work includes experiments 
with larger datasets and improvement of retrieval methods . 

unit=P, block=3 
/ 

1.5 

0.5 

.1.1 11111 1.1 (]) 
:;;J 

ro 0 
> 

-0. 5 12345 
block 

-1 

unit:P C H C 
-1.5 

-2 
VSM LSI 

Figure 3. Results of the paired t-test. The hori­
zontal axis indicates methods represented as 
combinations of a retrieval model , a unit, and 
the number of units in a block. The methods 
which exceed the upper 5% line are signi -
cantly better than the baseline VSM(D1 ). 
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Layout Analysis based on Text Line Segment Hypotheses 

Thomas M. Breuel 

Abstract This paper describes on-going work in the de­
velopment of a document layout analysis system based on 
text line segments. It describes two novel algorithms: 
gapped text line finding, which can identify text line seg­
ments, taking into account per-text line font information for 
the determination of where text line segments break, and 
reading order recovery for text line segments using topolog­
ical sorting. An extension of the approach to a probabilistic 
maximum likelihood framework is discussed. 

1 Introduction 

Document layout analysis has usually been formu­
lated as a top-down problem , finding large scale, two­
dimensional features of page layout, such as columns, 
whitespace, and other features. While such approaches 
have proved very successful for a large fraction of docu­
ment layouts, they fail to take advantage of some linguistic 
and statistical information. This becomes evident on atypi­
cal pages, for example the last page of a two-column article 
when it contains only a small number of text lines. 

More recently, a number of authors have proposed 
bottom-up statistical approaches to layout analysis. For 
example, [4] proposes estimating statistics of the relative 
geometric arrangement of individual characters, lines, and 
paragraphs, and jointly optimizing this model to arrive at 
a maximum likelihood interpretation of the document lay­
out. Closely related to such ideas is the document image 
decoding (DID) approach [3] to combined layout analysis 
and optical character recognition (OCR): DID also proposes 
treating the OCR and document layout analysis problem as 
a single, combined maximum likelihood estimation prob­
lem. Both these approaches are computationally expensive 
and involve difficult parameter estimation problems . 

This paper first describes two algorithms that permit a 
geometric approach to layout analysis that starts with text 
line segments and recovers reading order and layout infor­
mation from that. The first algorithm can either yield an 
single partition of the input text in to text line segments, or 
a collection of alternative segmentations into text line seg­
ments. These text line segments are then put in reading 
order by extending a known partial order of the text line 
segments to a total order. 

The paper then describes how these methods can be ap­
plied in a probabilistic framework in order to achieve a max­
imum likelihood interpretation of the input according to a 
statistical model derived from training data. The idea is to 
use geometric algorithms to find a collection of plausible 
candidate components of a document layout analysis, repre­
sent the spatial relationship among those candidate compo­
nents as a graph structure, and then to combine those candi­
dates into a globally optimal interpretation of the document 
layout. 

2 Finding Gapped Line Segment Candidates 

The basic framework for text line finding used in this 
work is that described in [2]. The idea is to model text lines 
as several parallel lines and find statistically optimal and 
robust matches of these models against page images; this is 
shown in Figure l. Individual characters are represented by 
their bounding boxes (or, more generally, a convex polyg­
onal hull). In Latin scripts, each bounding box rests either 
on the baseline or line of descenders. Furthermore, the top 
of each character reaches either the x-height or the ascen­
der height. Each line model is therefore determined by five 
parameters: two parameters, (B , r), angle and distance from 
the origin, for the baseline, and three parameters giving the 
offset for the line of descenders, the x-height, and the as­
cender, (hd ' hx, he) . Furthermore, a user-specified parame­
ter gives the maximum amount of error permissible under a 
robust least-square error model. 

Matches against this text line model are found us­
ing the line finding algorithm described in [2], imple­
mented using interval arithmetic . The approach is a 
branch-and-bound global optimization that explores the 
five-dimensional space of transformation parameters. For 
its application, all that needs to be specified is an evaluation 
function Q(B, r , hd , hx, he); the algorithm will automati­
cal ly find the globally optimal matches against that model 
in decreasing order of quality of match. For details of the 
algorithms, the reader is referred to the references. 

This basic text line finding algorithm is known to work 
re liably for sing le co lumn documents. However, for multi­
column documents, it is essential that text lines do not 
span different columns. First of al l, characters in differ-
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Figure 1. Text line model used by the gapped 
text line segment finding algorithm. 
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Figure 2. Changes in text line models that 
cause text line breaks to be detected. 

ent columns do not belong together logically. Secondly, 
misidentifying characters that are part of different co lumns 
as belonging to the same text line may lead to incorrect es­
timates of the baseline. 

One approach to this problem has been proposed in [2], 
which formulates the problem of multi-column text line 
finding in two separate steps: in the first step, a column 
boundary finder identi fies whitespace that is present be­
tween text columns; then, a constrained text-line finder 
finds text line segments that do not intersect any of the iden­
tified column boundaries. While a simpli stic implementa­
tion of this constrained text line segment problem would 
appear to add two extra parameters, the start and end of the 
text line segment, to the evaluation function Q, it turns out 
that the use of matchlists permits a more efficient imple­
mentation [2]. The idea is to define, in addition to Q, a 
splitting function S. This splitting function takes the set of 
characters matching a text line and either returns the same 
set, or returns two disjoint subsets indicating a split of the 
line into two subsegments. 

While this approach works reliably for most pages, a few 
pages have unusual layouts in which text columns cannot be 
identified reliably from whitespace analys is and need to be 
inferred based on other properties. Two examples of this 
are shown in Figure 2. [n the first example, a like ly break 
in a text line is indicated by the fact that words on the left 
and on the right are significantly different in font size. [n 
the second example, a likely text line break is indicated by 
the presence of a large whitespace gap relative to the font 
size; note that only the second text line is likely to contain 
a break-for the font size in the first line, the whitespace gap 
is consistent with inter-word spacing. 

The case depicted in Figure 2(a) is already detected by 
the use of a five parameter text line model in this work (pre­
vious methods only modeled the baseline and line of de-
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Figure 3. Examples of pairwise reading or­
der relationships determined for text line seg­
ments in actual documents. 

scenders, which cannot detect changes in font size reliably): 
even if the baselines of two text line segments using fonts 
of different sizes align, their differing x-heights will mean 
that they match separate text line segments. To address the 
case depicted in Figure 2(b), we define a splitting function 
S that estimates the inter-word whitespace from the font 
size of the characters present in the currently matching set 
of characters and then splits the line at gaps that are wide 
relative to the inter-word wh itespace. 

Using a quality of match function Q and splitting func­
tion S gives us a single segmentation of the connected com­
ponents on a page into text line segments. In order to ob­
tain alternative possible segmentations, when S indicates a 
possible split, we can add both the split and the unsplit al­
ternatives to the priority queue used in the search, and the 
gapped text line matching algorithm will return a collection 
of alternative segmentations of the input into text line seg­
ments . 

3 Reading Order by Topological Sorting 

Let us assume, for the time being, that the text line seg­
ment finder has returned a unique segmentation of the con­
nected components on the page into text line segments. For 
many kinds of documents, such a unique segmentation can, 
in fact, be determined based on text line segment finding 
with obstacles (e.g., column boundaries, explicit column 
separators) [2] or a combination of such techniques with 
gapped text line segment finding described above. Even if 
we have such a unique segmentation, we are still left with 
the problem of grouping those text line segments into para­
graphs and columns, and then to determine the order of 
those layout elements. 

While other approaches to document layout analysis at­
tempt to determining paragraphs and columns directly from 
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Figure 4. Examples of reading order recov­
ery by topological sorting. Blue lines indicate 
text line segments, and the red line connects 
the center of successive text line segments 
in reading order. 

whitespace analysis or the spacing of connected compo­
nents, the approach taken in this work is different: after 
finding text lines, our method determines reading order of 
the text line segments. Columns, paragraphs, and other lay­
out features then follow from the spatial arrangement of 
text line segments in reading order. For example, paragraph 
boundaries are indicated by relative indentation of consec­
utive text lines in reading order. 

The idea behind determining reading order of text line 
segments is the following . While it is impossible in gen­
eral to determine for two arbitrary text line segments what 
their reading order is, for some pairs of text line segments, 
reading order is easy to determine. 

While those rules give us pairwise order relationships 
among certain text line segments, in order to obtain a total 
reading order of text line segments, we need to extend this 
partial order into a consistent total order of all text line seg­
ments. The algorithm for doing this is topological sorting: 
topological sorting takes a collection of objects (text line 
segments) and a partial order, and finds at least one global 
order consistent with this partial order. 

Examples of reading order recovery by topological sort­
ing are shown in Figure 4. For those documents, as well as 
almost all other documents in the "A" and "C" section of the 
University of Washington database (the only sections in the 
UW3 database examined), four simple ru les turn out to be 
sufficient to recover reading order accurately. 

4 Probabilistic Extension 

While the deterministic approach to layout analysis de­
scribed in the previous sections-text line segment find-
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Figure 5. Schematic illustration of the proba­
bilistic segmentation framework described in 
the text. A gapped text line segmentation al­
gorithm will return alternative interpretations 
of the input in terms of text line segments 
(shown as green rectangles). A maximum 
likel ihood interpretation of the page takes 
into account that each character can only par­
ticipate in one text line segment, the likeli­
hood of columnar al ignments of the begin­
nings and ends of text line segments (shown 
as dashed purple lines), as well as the likeli­
hood (according to a language model) of the 
text that results from concatenating the text 
lines in the given order. The red, dotted line 
shows what would probably the most likely in­
terpretation of the input in terms of text lines. 

ings followed by reading order recovery using topological 
sorting-works quite well on many documents, a significant 
fraction of documents are ambiguous at the layout level and 
may require integration of multiple sources of information, 
includincr OCR and font information, layout information, o 

and language model information, in order to arrive at a good 
overall interpretation of the document layout. For example, 
in the absence of clearcut cues from the geometric layout, 
determination textual continuity may be required to deter­
mine which text line segment follows which other text line 
segment. 

A theoretically sound framework for integration of thi s 
kind of disparate evidence is given by Bayesian statistics, 
and, in particular, Bayesian networks. In fact, such inte­
crration has been used in a number of previous systems. For o 

example, the document image decoding (DID) approach [3] 
uses two-dimensional hidden Markov models with a chan­
nel model for document degradation and an integrated lan-
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guage model for finding the most likely interpretation of 
both the layout and the content of a document image. More 
recently, an approach equivalent to Markov random fields , 
using learned estimates of joint probabilities has been pro­
posed [4]. 

While a probabilistic or Bayesian framework itself is 
well motivated, whether a particular approach is feasible 
depends on the exact nature of the models being adopted: 
some choices of probability models may be difficult to learn 
and difficult to optimize. 

Experience with the text line segment models and recov­
ery of reading order described above shows that many docu­
ments are handled well by such an approach. This suggests 
taking the deterministic model as a starting point, but re­
solving ambiguities using learned statistical models when 
they occur. 

More formally, this approach can be justified by ob­
serving that what we would like to identify is the seg­
mentation S of the document D = {d1, ... , dN } (where 
the di are, for example, the connected components of the 
page image), that has the maximum a posteriori probabil­
ity, argmaxsP(SID) = P(Sld1 , . .. ,dN) . The docu­
ment image decoding approach postulates a certain Marko­
vian structure to this model, while Markov random field ap­
proaches postulate that P(Sld1 , ... ,dN) can be approxi­
mated well as a function f of marginals of a small number 
of (usually) neighboring components, P( Sldl , .. . , dN ) ~ 

f( {P(S ldi , dj , dk)li, j, k E local neighborhood}). 
In contrast, the underlying statistical model for the prob­

abilistic framework to document analysis proposed here 
represents a very different approximation of P(SID ): the 
low-level segmentation and grouping processes (gapped 
text line segments, etc.) generate "chunks" Si that can 
be combined into an overall segmentation S. That is, 
P(S ID) is approximated as a function of P (DISi), where 
the P(DISi) are, for example, the likelihood associated 
with matching a particular text line segment model against 
the page (the gapped text line finder described above esti­
mates these likelihoods), the probability that a collection of 
three text line segments are in a particular reading order (a 
probabilistic analog of the "four rules" mentioned above), 
and the probability assigned to a particular reading order 
according to a language model. This is illustrated schemat­
ically in Figure 5. 

5 Discussion and Conclusions 

The gapped text line finding algorithm described at the 
beginning of this paper differs from previous methods for 
text line segment finding based on branch-and-bound meth­
ods in that it can return alternative interpretations of the in­
put, and that it can take into account during segmentation 
the font size and other properties associated with each indi-
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vidual text line. This allows it to detect gaps as shown in 
Figure 2 The gapped text line finding algorithm has been 
implemented and runs in time comparable to the text line 
finding algorithm in the presence of obstacles (of the order 
of I sec on modern PC hardware for typical documents). 

The deterministic reading order algorithm has also been 
implemented and, as mentioned above, found to work for a 
large fraction of the documents in the UW3 database I 

Work on implementing the probabilistic algorithm is on­
going. Previous has work demonstrated the learning of pair­
wise probabilities in a discriminative framework for prob­
abilistic segmentation in an OCR-by-clustering task [I], 

which is very similar in structure to the layout analysis 
framework presented here. That work used simulated an­
nealing to obtain the maximum likelihood solution. How­
ever, because formulating the problem of probabilistic lay­
out analysis as that of recovering reading order transforms 
it into a one-dimensional problem, it is possible to use a 
Viterbi algorithm to search for a maximum likelihood solu­
tion for the given geometric and linguistic constraints, pro­
viding a convenient and efficient way to incorporate large 
language models . 

This paper has described two novel algorithms for lay­
out analysis, gapped text line segment finding and reading 
order recovery by topological sorting. These algorithms can 
already be used for building document layout analysis sys­
tems that work on a wide variety of documents . However, 
layout analysis cannot be performed unambiguously based 
on distribution of connected components, and an integra­
tion of multiple sources of evidence is needed. The paper 
has also described on-going work in our lab to integrate dif­
ferent sources of evidence into a maximum likelihood in­
terpretation of the document layout in a way that takes ad­
vantage of the algorithmic efficiencies of previous methods 
while approximating the Bayes-optimal decision criteria. 
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Abstract 

Re-authoring of multi-modal documents, such as web 
pages, has proved itseifto be a difficult problem. With the 
widespread recognition and subsequent adoption of XML, 
expectations were high that the WWW will see a 
transformation in terms of web page authoring and 
sharing. Unfortunately, that has not happened. Today, as 
was last year, and the year before that, the majority of the 
web pages are still written using HTML, with little or no 
content descriptions and explicit relationship between 
data and structure. That has made the task of web page 
re-authoring difficult. But what ifwe had accurate layout 
information for these very troublesome web pages? This 
paper discusses some interesting ideas about the fillure of 
web page re-authoring with this assumption. 

1. Introduction 

Web page re-authoring is a problem that has been 
studied for a number of years. This has attracted renewed 
attention recently as various handheld devices such as 
Personal Digital Assistants (PDAs) and cell phones have 
become capable of browsing web pages. The limited form 
factor of these devices in terms of display area is a major 
obstacle to mass adoption of this technology. The majority 
of the web pages are still designed to be viewed by full 
resolution desktop monitors and any attempt to effectively 
browse and locate information using tiny viewing displays 
becomes very difficult. Keeping this in mind, researches 
have turned their attention to web page re-authoring to 
make the rendering most appropri ate given local display 
area restrictions. 

Since most of the web pages in the world are still 
written using HTML, any re-authoring requires 
transformations into various different formats including 
HDML, HTML 3.2, W AP, iMode (NTT DoCoMo), J-Sky 
(J-Phone) and EZweb (KDDI) to name a few. On top of 
that, format translation is only part of the problem. The 
content can be often encoded in tabular (HTML table 

construct) format, and different multi-media objects such 
as graphics, hyperlinks, flash, java codes etc. can be 
embedded into it. This makes the task of accurate 
transformation very difficult. 

In [1], to be presented in ICOAR 2003, we have 
discussed how it is possible to use a combination of 
natural and non-natural language techniques to produce 
high quality re-authoring solutions for web pages written 
in HTML. These so-called 'legacy' documents are all we 
have before a universal high level formatting is adopted by 
everyone (and the dream is on!). Now if we can assume 
that accurate layout information is available, information 
such as "this is a table, rectangle coordinates xx, yy, ... ", 
"this is a paragraph of texts, rectangle coordinates xx, yy, 
... ", "this is a graphic, rectangle coordinates xx, yy, ... ", 
etc., what do we do then? How do we use this 
information? How do that information help us in getting 
better re-authoring solutions? This paper discusses some 
of the pathways to this future. 

2. Related Work 

Before we start, here is a very brief outline of past 
work. Over the years, researchers have proposed different 
solutions to the problem of web page re-authoring. The 
possible solutions can be categorized as: 

• Handcrafting: Handcrafting involves typically 
crafting web pages by hand by a set of content 
experts for device specific output. This process is 
labor intensive and expensive. BBC 
(www.bbc.co.uk) web site is an example, where 
handcrafted web content is served in text only 
format. 

• Transcoding: Transcoding [2] replaces HTML 
tags with suitable device specific tags, such as 
HDML, WML and others. 

• Adaptive Re-authoring: The research on web 
page re-authoring can be broadly separated into 
two parts: approaches that explicitly use natural 

§ Corresponding author. The authors gratefi.dly acknowledge the support of a Small Business Innovati on Research (SBIR) award under the supervision 
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language processing (NLP) techniques based on 
computational linguistics [3 ,4], and the approaches 
that use non-NLP techniques [5 ,6]. 

3. Web page summarization for handheld 
devices 

Web browsing on a handheld device can be a very 
annoying task. The principal reason for this is the display 
area available on these devices. Typically, a PDA (such as 
a Palm V) can have 160Xl60 pixels of resolution, whereas 
a cell phone might be as low as l20X80. PocketPCs have 
much higher resolution, but the price point is still 
prohibitive. Trying to use these devices to browse or try to 
find information on the web is a tiring task. On top of that, 
since a page is downloaded as a whole before viewing, 
this can take up significant time. Summarization is a very 
attractive solution in these cases. 

In [1], we propose a web page re-authoring app.roach 
based on a combination ofNLP and non-NLP techniques. 
The following is a brief outline of the proposed approach: 

• 

• 

• 

• 

• 

Web page data structure: If HTML is used to 
compose a web page; the data ("content") is 
arranged using an HTML data structure. 
Content analysis: Content analysis aims to 
decompose a web document based on the extracted 
structure from the tree hierarchy. 
Content processing for re-authoring: The aim is 
to re-author the content in a format that is most 
suited for displaying in a target device. 

• 

• 

• 

Verbatim. The content is not processed 
any further and is displayed in the target 
device 'as-is'. 
Transcode. The content is re-flowed by 
replacing HTML tags with suitable 
device specific tags (HDML, WML etc.). 
Summarize. The content is summarized 
using NLP and non-NLP techniques. 

Node merging and segmenting: In cases where 
the node is a neighbor of other nodes with similar 
type of content, the nodes are merged. In cases, 
where the content is too large, it is split into 
smaller coherent segments. 
Representing the complete web page: C?n~e 

merging and segmentation is completed, It IS 
possible to recreate the original web page by 
combining these merged and segmented nodes. 

• "To summarize or not to summarize": 
It so happens that not all the segments of 

28 

a web page are good candidates for NLP 
summarization. 

• Creating a label: For creating a label, 
non-NLP techniques are adequate. Visual 
clues are used to detect the most 
important segments of the content, or a 
'label' . 

• Creating a summary: NLP techniques 
need to be employed to create short 
summaries of the content [7,8] . 

However, although this hybrid of NLP and non-NLP 
approaches has shown great promise, it still lags the 
relationship between the structure and the content. 

As is evident from the work of researchers in the last 
few years, HTML is hugely exciting, and easy to adopt, 
but is not very receptive to data descriptions, sharing, 
automatic conversion, machine readability and 
interoperability. Since web page re-authoring ne~ds to 
transform and adapt existing web pages to the dIsplay 
capabi lities of other devices, in general of smaller display 
area, an explicit relationship (i.e. ontology) between the 
content and the data structure is extremely important. 

Assuming accurate layout information is available, we 
explore how adoption of linguistic knowledge and 
semantics with a combination of explicit ontology and 
XML representation can solve this problem gracefully. 

4. The Future: Marrying Ontology with XML 

We assume that now have information regarding the 
structure of the web page, but what we do not have is an 
ontology defined for that domain. Web pages can be very 
variable, defining ontology applicable to all web pages, 
therefore, can be a daunting task. Here we attempt to 
define a generic ontology defining all web pages. 

The approached described in [1] does not need to 
extract very detailed structure of web pages in the re­
authoring process, not do we require it. A high level 
structure is all that is required to apply these ideas. The 
extracted elements then can be conveniently used to 
generate an intermediate XML description of the web 
page. On the other hand, it is entirely possible to map 
these high level structures and their relationship to the data 
using a simple ontology. . . 

Ontology is a specification of a conceptualtzatlOn [9]. 
Ontology establishes a joint terminology between 
members of a community of interest. These members can 
be human or automated agents. In order to define such 
ontology for the domain of web pages, we need to define 
four things, a list of the elements, concept hierarchy, 
concept association and finally rules or axioms [10]. 
Table l has a list of possible elements ofa web page. 



web Ticker icon Navi gati- Map 
address on 
Title graphic box bulletli st Section 

banner 
Heading side content panel Highlights 

burst bannerad 
(adverti sement) 
(border, tab, 
height, width) 

sub- Image text menu Coordinates 
heading 
banner ad graphic link author Table 
directions 

Table 1: A possible list of elements 

The concept hierarchy based on these elements can be 
described in the following way: 

Object [] 
address :: Object 
computerAddress :: address 

WebAddress :: computerAddress 

text :: Object 
title :: text 
line :: text 

headine :: line 
subheading :: heading 

banner :: line 

message :: Object 
promotion :: message 
ad :: promotion 

bannnerAd :: promotion 

representation:: Object 
symbol :: representation 
ticker :: symbol 

artifact :: Object 
creation :: artifact 

represenation :: creation 
display :: representatin 
image :: display 
icon :: display 

graphic :: image 
ill ustration :: representation 
graph :: illustration 

form :: Object 
figure :: form 

rectangle :: figure 
box :: rectangle 

communication :: Object 
message :: communication 

content :: message 

relation :: Object 
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communication :: relation 
writing :: communication 
coding system :: writing 
computerCode :: codingSystem 

command :: computerCode 
link :: command 

activity :: Object 
control :: activity 
direction :: control 
steering :: direction 
navigation :: direction 

relation :: Object 
communication :: relation 
content :: communication 
information :: content 
database :: information 

list :: database 
bulletlist :: list 

menu :: database 
wriltenCommunication :: communication 
writing :: wriltenCommunication 

section :: writing 
genre :: communication 
prose :: genre 

nonfiction :: prose 
article :: nonfiction 

artifact: : Object 
display :: artifact 

window:: display 
panel :: window 

creation :: display 
representation :: creation 
map :: representation 

animateThing :: Object 
person :: animateThing 

author :: person 

Similarly, the concept association can be convenien tly 
expressed as: 

WebAddress[name =» STRING; colon =» STRING; slash =» 
STRING; domainName => STRING; 

newspapemame =» webNewspaper; portal =» webPage] 
text[font =» NUM; format =» STRING; size =» NUM] 
banner[color =» STRING; background; sharp;] 
ticker[font =» NUM; format =» SRING; size =» NUM; case;j 
graph[color=» STRING; background; size =» NUMj 
image[color =» STRING; background; size =» NUMj 
box[text =» STRING; size =» NUM; font =» NUM; format =» 

STRING] 
link[coior =» STRING; size =» NUM] 
bul/etlist[size =» NUM; font =» NUM; format] 
article[font =» NUM; format =» STRING; size =» NUM; link; 

author =» STRING; subheading; section] 
map[format =» STRING; size =» NUM; link; text] 



Finally, the rules or axioms are expressed as follows: 

FORALL Pers1, Art1 
Art1: Article[author -» Pers 1J <-> 

Pers1: Person[Article -» Art1J 

FORALL Rep1, Rep2 
Rep2: Banner[containsAd -» Rep1J <-> 

Rep 1 : BannerAd[banner -» Rep2J 

FORALL Dis1, Dis2 
Dis1 : Graph[illustration -» Dis2J <-> 

Dis2: Image[illustrates -» Dis1] 

FORALL Tex1, Fig1 
Fig1: Box[Line -» Tex1J 

Tex1: Text[Line -» Fig1J 

This shows that the ontology for web pages can be 
conveniently expressed in terms of the derived XML 
structure. Since the hybrid method of web page re­
authoring, presented in [1], exploits all these structures, it 
is very easy to exploit this ontology to generate the most 
appropriate format of a web page for a specific device. So 
the re-authoring takes a different path than was described 
earlier: The structure is generated, the processing mode is 
selected, content of each block is either summarized or re­
flowed, output level (either single or double levels) 
decided, and then the ontology is used to re-format the 
source web page. This improves the quality of the output 
in many ways. Not only that it becomes possible to 
capture the contextual relationship among various 
components within the document, it also leads to better 
understanding of the information contained within the 
document. This additional information can be used in 
other processes, such as document categorization and 
contextual search . 

Future mobile web browsing will be very much 
simpler as semantic web becomes more widely used and 
accepted. 

5. Conclusion 

This paper has presented some ideas about how to 
produce better web page re-authoring solutions by using 
linguistic knowledge and ontology assuming accurate 
layout information for web pages is available. It is shown 
that such an approach will produce high quality intelligent 
summary for web pages allowing fast and efficient web 
browsing on small display handheld devices such as PDAs 
and cell phones. 

One assumption of this approach is the use of explicit 
classi fication of document elements in addition to accurate 
layout information. In a multi-modal web page, specific 
identification and classification of component structures, 
such as headings, text blocks, images, graphics, audio, 
video, flash, image maps etc. leads to more precise re-
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authored output. Since each of these components are 
labeled at early stages of the process, putting them 
together while maintaining the correct contextual 
relationships among these components becomes possible. 
During the presentation of the paper, demonstrations will 
be arranged to show this functionality. 

It is also implicitly assumed that the future of mobile 
browsing lies in the adoption of semantic web technology. 
However, before that realizes, the proposed approach 
offers a workable compromise to generate high fidelity reo . 
authored web pages suitable for viewing on a host of 
display devices automatically from currently available 
multi-modal web pages. 

As is stated in the beginning, this is an exploratory 
paper offering a specific pathway to the future of web 
page re-authoring provided accurate layout information is 
available. Currently, it is beyond the capability of any 
algorithm to achieve this level of accuracy. However, 
approximations to that accuracy are attainable and even 
practical. It will be interesting to discuss other possibilities 
in this space during the DLIA workshop. 
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Abstract 

In this paper we present the DocMining platform and 
its application to ground-tntth datasets production and 
page segmentation evaluation. DocMining is a highly 
modular framework dedicated to document interpretation 
where document processing tasks are modelized with 
scenarios. We present here two scenarios which use PDF 
documents, found on the web or produced from XML files, 
as basis of the ground-tntth dataset. 

1. Introduction 

Algorithm performance evaluation has become a major 
challenge for document analysis systems. In order to 
choose the right algorithm according to the domain or to 
tune algorithm parameters, users must have evaluation 
scenarios at their disposal. But efficient performance 
evaluation can only be achieved with a representative 
ground-truth dataset. Therefore users must have the 
possibility to create, access or modify ground-truth 
datasets too. 

Many approaches and tools have been proposed for 
benchmarking page segmentation algorithm and 
producing ground-truth datasets. Former architectures and 
environment can be found in [5] [6] [8]. The ground-truth 
datasets are usually defined with image regions features 
like location, label, reading order, contained text. But 
information needed for a ground-truth dataset depends 
more on the user's evaluation intention than on a formal 
definition. Therefore it must be possible to upgrade a 
ground-truth dataset according to the evolving needs for 
evaluation. 

Performance evaluation criteria, we found in previous 
works, are various and reflect those needs. Noticeable 
criteria are overlap ratio, regions alignment, split/merge 
errors. 

This paper describes the DocMining platform and its 
application to ground-truth dataset production and 
performance evaluation. 

This paper is organized as follow : first, we present the 
architecture of the DocMining platform and its major 
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components. This platform is aimed at providing a 
framework for document interpretation, but its modular 
architecture allows multi-purpose applications based on 
scenarios. Then we present an application of the 
architecture where scenarios are designed for ground­
truthing and benchmarking page segmentation algorithms. 

2. The DocMining platform 

The DocMining project is supported by The 
DocMining consortium, including four academic partners, 
PSI Lab (Rouen, France), Project Qgar (LORIA, Nancy, 
France), L3i Lab (La Rochelle, France), DlUF Lab 
(Fribourg, Switzerland), and one industrial partner, GRI 
Lab from France Telecom R&D (Lannion, France). 
DocMining is a multi purpose platform and IS 

characterized by three major aspects. 
At first, the DocMining architecture relies on a 

document-centered approach. Document processings 
communicate through the document itself; such an 
approach avoids the problems of data scattering usually 
met in classical document processing chains. 

Second, the DocMining framework is based on a 
plug-in oriented architecture. Developers can conveniently 
add new processings, making thus the platform easily 
upgradeable. Document visualization and manipulation 
tools are also designed according to this approach, so that 
a user is able to fully customize the interactions with the 
document structure. 

Third, the platform handles scenario-based 
operations. Running a scenario collects users' experience, 
which becomes part of the scenario itself. The scenario 
may then be transformed into a new processing 
corresponding to a higher-level granularity. 

So the DocMining architecture is really modular 
because a user can create his own objects, integrate his 
own processings into the platform, design his own 
interfaces, define and run his own scenarios. In this way, 
the platform may be used for various interesting purposes 
such as benchmarking scenario creation, knowledge base 
creation, parameters tuning, etc. 



2.1. Architecture overview 

The platform is based on a Java/XML architecture 
and relies on four major components: 

The PSI Library, deriving from different research 
works at PSI laboratory, proposes processing chains using 
statistical and/or structural approaches [2]. It contains a 
classification tools library and a XML data management 
library. 

The Qgar software system [3] is developed by the 
same-named project at LORIA (www.qgar.org).Itis 
aimed at the design of document analysis applications. 

The XMillum (for XML Illuminator) platform [4] is 
developped by the Software, Image & Document 
Engineering team, at the Departement of Computer 
Science of the University of Fribourg. It is a general and 
extensible tool for the edition and visualization of all 
kinds of document recognition data, that are transformed 
into XML using XSL T stylesheets. Display and editing 
functionalities are delegated to plugins. 

The ImTrAc package, developed by the GRI Lab at 
FranceTelecom R&D Lannion, provides a process engine 
to control processing execution and a scenario engine to 
control scenario execution, as well as tools for processing 
integration and scenario creation. An overview of the 
platform architecture is given in figure 1. 

Figure 1 : DocMining platform architecture 

2.2. The document structure 

The Doc Mining architecture is based on a document 
centered approach. A document is represented by an XML 
tree built according to an XML schema. Basic elements 
are graphical objects defined by their type (Binary 
Image, Connected Component, Text Block, 
etc), their source (the document they are extracted from), 
and their location in the image. We did not try to build a 
complete predefined taxonomy of possible types: The 
users of the platform can define their own graphical object 
types when necessary. A graphical object includes 
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intrinsic data describing the way the object is physically 
represented. The XML schema we have defined for that is 
based on basic data types such as Freeman Chain, 
Feature Vector, etc., but, just like previously, a user 
can define its own data types if necessary. However a 
document is more than a simple description in terms of 
graphical objects and data. Its structure also contains 
information (name, parameters, etc) about processings 
which have been applied to the document and which have 
provided the objects. 

As shown in figure 1, objects included in the 
document structure are visualized with XMillum. XSL T 
style sheets define what objects may be visualized, how 
they are visualized, and how events involving objects (e.g. 
mouse clicks) are handled. Each object is associated to a 
Java class, which performs the rendering. 

2.3. Interaction between processings 

As shown in figure 1, a processing has no direct 
access to the document structure and cannot modify it if a 
so-called contract, defined according to an XML schema, 
has not been established with the document. The contract 
describes the processing behavior: the way the processing 
modifies the XML document structure (by adding, 
removing or updating nodes), the kind of graphical objects 
it produces, and parameters that do not require access to 
the document structure. The objects a processing may 
modify or access are defined by specifying the "trigger" 
node (the node that enables the execution of the 
processing) and the "updated" nodes (the nodes which are 
modified by the processing). 

2.4. Scenarios 

In order to achieve interpretation tasks, users can 
interactively build scenarios, which are defined as 
structured combinations of document processings. There 
are two ways of creating a scenario. The first way is based 
on the contracts of the processes. As objects inputs and 
outputs are specified for all processings in the 
corresponding contracts, it is possible to determine which 
processings can feed a given process and then to combine 
processings. The other way relies on a XMillum 
component that we have specifically developed for the 
DocMining platform. It provides means to interact with 
the ImTrAc processing engine and to visualize the 
structure of the document. For each object of a document, 
the ImTrAc engine is able to supply the list of processings 
that may be applied. Once the user has chosen a 
processing, the engine supplies its parameters list so as to 
be able to launch the corresponding process. When the 
process terminates, the document structure is updated and 
the user can then interact with the newly created objects. 



Each user action on the document is recorded in a 
scenario, which may be applied later to another document. 
Each step of a scenario acts as a trigger and includes an 
XPath expression describing the way the required objects 
have to be extracted from the document. 

3. Page Segmentation evaluation 

3.l. Obtaining the document base 

PDF (Adobe® Portable Document Format) 
documents serve as basis for our ground-truth dataset. 
Indeed, the PDF format is widely used in many 
applications (newspaper, advertising, slides, . .. ) and PDF 
documents can be easily found on the web. Moreover 
search engines (like google) allow to refine a search 
according to the document format. So it is very easy to 
build a PDF document base where many domains are 
represented. 

A ground-truth dataset can also be built with newly 
created PDF documents. Figure 2 shows different ways to 
create a PDF representation of an XML document [1] . 
Each of the tools is freely available for download. The 
input XML document may be or may contain an instance 
of a widely used DTD such as DocBook, TEl , MathML, 
etc. Stylesheets (DSSSL or XML) are given for some of 
theses DTD. These can be modified so that several PDF 
documents with different formatt ing attributes may be 
created from a unique XML document. 

PDF 

figure 2 : different ways for producing a PDF 
document from an XML sou rce 

With those different approaches, it is possible to build a 
document base which contains "real life" documents 
obtained through an internet search and "problem 
specific" documents built from an XML source . 
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3.2. Building the ground-truthing scenario 

The main drawback of the PDF format is that It IS 
based on a pure display approach, structural and logical 
information is not directly accessible, those information 
must be computed from the low level objects contained in 
the PDF document. 

The ground-truth dataset is obtained through a three 
steps scenario: 

select the PDF documents. 
extract the physical structure from their PDF 
representation. 
save the generated ground-truth structure. 

For each scenario step we have defined and developed a 
processing observing our contract approach. For example, 
figure 3 shows the contract we defined for the extraction 
of the physical structure of a PDF document. Contract 
noticeable elements are bold typed : 

handled_object the object which is 
processed. Here the trigger node and the updated 
node are the same (see 2.3). The document must 
contain a Pdf Doc element to launch the 
processing. 
proce ss_ conf ig : the parameters of the 
processing 
pro duce d _ obj ect : the processing produces 
three kind of objects (text lines, words and 
images) with an unknown cardinality (indicated 
by the list attribute). 

<process_property class_name="PdfSeg" > 
<service name="nodeAdd" > 

<handled_object > 
<object_doc type="PdfDoc" /> 
<process_config> 

<param type="Paramln" name="Extractlmage" 
suppo rt="Data" param value =" O" info ="if 1 
extrac t the images" / >-

<param type="Paramln" name="RemoveWo r d" 
support="Data" param value="l" info="if 1 
remove word textpieces (make the document 
lighter) " / > 

</process_config > 
<produced_object > 

<object_do c type="TextLine" list='yes' / > 
<object_doc type="Word" list='yes' /> 
<object_doc type="Image" list='yes' /> 

</produced object > 
</handled object > 
</ service; 
</pro cess_proper ty> 

figure 3 : contract of the PDF segmentation processing 

Structure extraction from the PDF is done by 
using the PDF parsing API provided in the Multivalent 



package [8] a java platform dedicated to the visualization 
of various formats documents 

The resulting structure is then marshalled into an 
XML file observing our XML schema. Therefore, this file 
contains the ground-truth information of the document 
Figure 4 shows an excerpt of the ground truth structure 
and the figure 5 its visualization with XMillum. 

<object doc object id="S6" type="TextLine"> 
<object-pos h="11"-w="127" x="14" y="660"1> 

<object data> 
<ascii data>daz, et cree ce week-end a 
</ascii data> 

<Iob ject data> 
<Iobject doc> 
<object doc object id="S9" type="TextLine"> 
<object:=pos h="11"-w="127" x="14" y="670"1> 

<object data> 
<ascii data>Bonnefontaine dans Ie cadre 
des </ascii data> 

<Iobject data; 
<Iobject doc> 
<object_doc object_id="67" type="TextLine"> 

", ' 

figure 4 : ground-truth structure 
extracted from a PDF File 

" 

. ---
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figure 5 : ground-truth structure 
visualization with Xmillum 

Finally, our ground-truth dataset contains 
information concerning text lines, words (content and 
location) and images contained in the document. Thus we 
obtain a partial ground-truth that is sufficient for the first 
tests. 

3.3. Building the benchmarking scenario 

The benchmarking scenario is composed by three steps: 
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Transformation of the PDF document into an 
Image. 
Physical structure extraction using a page 
segmentation processing. 
Structure matching evaluation by extracting the 
corresponding ground-truth in the ground-truth 
dataset. 

Transformation of the PDF document in an image is 
done by a processing that encapsulates a ghostscript 
command. At the present time, we have two segmentation 
algorithms, one based on a classical top down approach 
and the other one based on an hybrid approach[7]. Both 
algorithms produce a resulting XML structure which is 
matched with the ground-truth dataset to measure the 
regions overlap ratio. Ground-truth information is 
extracted from the dataset by using Xpath expressions 
which allows to select the desired corresponding structure. 

Figure 6 shows the contract we defined for this node 
matching step. The major parameters are bold typed: 

The parameter named KnowledgeBase refers to 
the ground-truth file. 
The parameter named XpathSelector refers to 
an Xpath expression used to extract the desired 
objects from the ground-truth file . 
The parameter SegmentedObj ects which is 
another Xpath expression, refers to the graphical 
objects obtained after the segmentation step. 

The flexibility of Xpath expressions allows the user to 
select exactly what he needs, he can modify those 
selection expressions by choosing another kind of object 
(words for example) or by adding constraints (for example 
small areas may be filtered) 

Node matching itself is done with Yanikoglu's 
method based on the ON pixels contained in a zone [9]. In 
order to ignore insignificant differences between the 
ground-truth regions and the segmented ones, only the 
black pixels content of the areas are taken into account 

<process property c lass name="NodeMatch"> 
<service-name="nodeAdd"; 
<handled object> 

<object_doc type="Binarylmage" l> 
<process_config > 

<param type="Paramln" 
name="KnowledgeBase" support="Data" 
param value="gd base.xml" info="tree 
base"7> -
<param type="Paramln" 
name="XPathSelector" support="Data" 
param value= 
"1IobJect_doc[@type='TextLine'] "I> 
<param type="Paramln" 
name=" SegmentedObjects" 
support="ObjectDoc" param value= 
"object doc[@type='TextLine'] "I> 

</ process:=config > 



<produced_object> 
<object data> 
<featur~ name= "NodeMatching" /> 
</object_data > 
</produced_object> 
</handled_object> 
</service> 
</process_property> 

figure 6 : Contract of the Node Matching process 

4. Conclusion and future works 

Although many page segmentation evaluation problems 
are not yet addressed in this paper (blocks labeling, 
reading order, errors evaluation), we think that the 
DocMining architecture is well suited to tackle many 
aspects of ground-truthing and benchmarking. Indeed, 
DocMining's strong modularity can help building ground­
truthing benchmarking scenarios according to users needs 
Editing and visualization tools for manipulating ground­
truth datasets may be added as well. Moreover, 
processing modularity allows user to design their own 
performance evaluation algorithm. Therefore, the 
platform architecture allows future works to include errors 
evaluation processings and tools for adding new features 
to the datasets (labels, reading order). 

In this paper, the solution we use to generate ground­
truth and benchmarking scenarios for page segmentation 
is based on PDF documents . As shown on figure 2, PDF 
documents can be produced from XML data. The markup 
of an XML document often describes its logical structure. 
Therefore, a ground-truth dataset may be built with XML 
documents representing the logical structure and their 
associated PDF version corresponding to the physical 
structure. 
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Abstract 

Accessing multi-modal HTML documents. such as web 
pages. by devices of lower form factor is a growing 
practice. There are three problems of using a small 
handheld device for accessing web pages. the display area 
is small. the network speed is low. and the device 
capability is lower. Often the devices are unable to run IE 
or other browsers. and when they can. the browsers have 
lower levels of jimctionality. A direct consequence is that 
web pages written f or desktop devices with HTML 4 with 
Cascading Style Sheets (CSS). image maps. and flash 
multi-media plug-ins are often not viewable in these 
smaller devices. In order to solve this problem. 
researchers have been using techniques such as 
transcoding and re-authoring to re-format web pages and 
re-jlowing them to the small devices. Some of these 
techniques use secondary information about the HTML 
data structure and content association in terms of 
semantics of the web pages. but none has access to 
accurate layout information before it is rendered. 
Assuming we do have access to this type of information. 
we can take a whole new perspective to this web page re­
authoring problem. This paper discusses some ideas about 
the possible use of accurate layout information while 
automatically re-authoring web pages. 

1. Introduction 

Web pages written in HTML do not provide adequate 
information about the final layout. This is only known 
when the page is rendered using one of the standard web 
page browsers such as IE®, Netscape® or Opera®. This is 
so as many of the elements in the web pages are dynamic. 
For example, the width of a column may vary based on the 
browser window size. This makes calculating accurate 
layout information very difficult. But what if we did have 
access to this information? How do we use this to improve 
web page re-authoring? This paper di scusses some ideas 
about how we can exploit thi s information to produce 

better re-flow of web pages targeted to small handheld 
devices. 

2. Related Work 

There is a growing demand for viewing web pages on 
small screen devices. Mobile viewing allows keeping in 
touch with the rest of the world while on the move. So 
web page re-authoring can be of great interest. Another 
motivation is to summarize web content to help in rapid 
viewing, as time is a very important commodity and the 
amount of information available these days makes it 
impossible to browse through entire web sites [I] . Often 
there is a demand for alternative browsing, such as the use 
of voice [2, 3]. Most email browsing software now support 
HTML pages, which make the problem of universal email 
accessibility a problem of web page manipulation. Last, 
but not the leas t, web page manipulation is often required 
in order to extract content and transfer it to other formats, 
such as PDF and others. In this scenario, web page 
manipulation supported with document analysis 
techniques is the best choice. 

Before we start, here is a very brief outline of past 
work. Over the years, researchers have proposed different 
solutions to the problem of web page re-authoring. The 
possible solutions can be categorized as: 

• By Hand: Manipulate web sites by hand. 
• Transcoding: Automatically replace tags with 

device and target specific tags. In this case, the 
content flow is identical to the flow in the HTML 
data structure [4]. 

• Re-authoring: Automatically capture the structure 
and intelli gently re-flow content in a different flow 
other than in the original document. There are 
many vari ations of this approach: 

• Table of Content (TOC): the document is 
re-created based on extracted content and 
a heading is created. This heading hides a 
hyperlink, which if selected, can load up 
details associated with the headline [5]. 

l Corresponding author. The authors gratefu lly acknowledge the support of a Small Business Innovation Research (SBIR) award under the supervision 
of US Army Communica tions-Electronics Command (CECO M). 
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• Summarization : the content is not simply 
separated into separate layers; the textual 
part of the content is summarized using 
natural language techniques [6]. 

• Hybrid: TOC and summarization 
approaches are combined [1]. 

3. The Future: Interpreting Content Flow 
with Accurate Layout Information 

None of the approaches mentioned above have access 
to accurate information about the layout of the web pages. 
Let us assume we do have access to this information. Let 
us also assume that Figure 1 shows a hypothetical web 
page with accurate layout information. 

1'!.' DI I 
I 

• . 
DO 

I 
DD 

" 
I" 1 
r=J EJ 

L __ J [' ] 

I ~ 
I 

Figure 1: A sample hypothetical HTML page in terms 
of table structure 

In Figure I, each rectangle represents a region, which 
is in turn, is represented internally as an HTML table 
construct. As the HTML code dictates, the actual content 
is in the columns of these tables. It is a safe assumption to 
make as most web pages are created using the table 
construct. Assuming we know the absolute position of 
these tables, tagged I, 2, etc. in the figure, let us design a 
solution to extract the content flow of this web page 
without knowing anything about the semantic relationship 
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of the actual content. It should be pointed out In this 
regard that this assumption automatically makes the 
content flow extraction algorithm free from any 
dependence on the language used in the web site. 

The following is an outline of the proposed content 
flow extraction algorithm. For ease of description, we 
assume the Table of Content (TOC) approach for 
automatic web page re-authoring [7]: 

• Form the sides belonging to the tables. 
• Scanning order => Top to Bottom, left to Right: 

o Pair up sides, 
o Identify and mark the tables. 

• Calculate xPreferance list: 
o Sort the top most sides of each table in 

terms of increasing x value, i.e. tables 
beginning at left are placed before tables 
beginning at right etc., and assign 
sequential weights beginning with 0, 
with the final weight equal or less than 
the number of total tables on that page. 

o Tables beginning at the same x value are 
given the same weight. 

• Calculate yPreferance list: 
o Sort the left most sides of each table in 

terms of increasing y value, i.e. tables 
beginning at top are placed before tables 
beginning at bottom etc., and assign 
sequential weights beginning with 0, 
with the final weight equal or less than 
the number of total tables on that page. 

o Tables beginning at the same y value are 
given the same weight. 

• Perform a Proximity Analysis: 
o For each side of a table, find immediate 

neighbors. 
• Determine the Inclusion Criterion: 

o Calculate offset of each side to the 
closest side, which is larger than the 
offset. 

o Determine which table satisfies having 
those four sides as its sides. 

• Calculate the offset of each side of each table on 
the outermost table. 

• Calculate area of each table. 
• Calculate table hierarchy (tree) based on 

Inclusion Criterion and Proximity information 
beginning from the outer-most table. 

• Preference (Order of Display): 
o Tables surrounded by other tables. 
o Tables appearing near the top, but not 

the top most. 
o Tables with higher area. 



Table No Position on x axis Position on yaxis [nclusion Proximity Area 
I I I 0 2, 3 ? 
2 1 2 0 1,3,20 ? 
3 2 2 0 1,2,20 ? 
4 3 3 3 8, 9 ? 
5 4 4 4 6, 7 ? 
6 5 4 4 5, 7 ? 
7 4 5 4 4, 5, 6 ? 

--- --- --- --- --- ---
--- --- --- --- --- ---

Table 1: A map based on Figure 1 

• Level of Table of Content (TOC) determining at 
which level should each label representing each 
table be displayed. 

o Labels coming from the tables having 
the same inclusion criterion should be at 
the same level. 

• Merging Criteria (when we can safely merge 
tables) : 

o Only tables which have the same 
inclusion criteria can be merged 
provided: 

• Only at the lowest levels in the 
hierarchy 

• Only when they share identical 
sides 

• Can happen in both left/right or 
top/bottom neighbors 

• But not if a border exists 

This algorithm provides a map as shown in Table l. 
This shows a partial analysis of the example web page. 
This map can decide how the content is to be displayed 
and in which order, based on the best-guess scenario by 
exploi ting accurate layout information of the web page. 

[n the absence of such information , the content would 
have been displayed based on other cri teria, such as 
semantic relationship [8], absolute size of the tables in 
terms of the number of words, and others. This algorithm 
can also help us in picking the most important part of the 
content based on geometric position . For example, Tables 
4 and 8 are strategically placed in the upper middle part of 
the page, so chances are that they are the centerpieces of 
the page. [n addition, this also allows us to label other 
tables, such as Table 2 is a sidebar, Table 20 is the lower 
bar, and so on. 

[t is also interesting to see how the semantic 
relatedness factor [8] helps in determining which tables 
should be merged. This is something that we will explore 
in the future. 
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4. Extension of the Argument 

Estimating accurate layout information from HTML pages 
may be hard, but not impossible. This will require writing 
a parser that will be based on geometric analysis of web 
pages and will be able to deliver considerably richer 
information about the content, their relationships with 
each other, and their relative importance within the 
context of that page compared to what information is 
available from a traditional parser. 

The next question will be to represent this rich set of 
information gathered from the geometry-based parser. The 
information collected from such a geometry based parser 
will help in determining the "sense" and meaning of the 
main "message", which is turn will help in making the re­
authoring, more accurate. Recently XML is being 
successfully used in many applications to mark up 
important information according to application-specific 
vocabularies. To properly exploit the flexibi Ii ty inherent in 
the power of XML, industry associations, e-commerce 
consortia, and the W3C need to develop their own 
vocabularies to be able to transform information marked 
up in XML from one vocabulary to another. Two W3C 
Recommendations, XSLT (the Extensible Stylesheet 
Language Transformations) and XPath (the XML Path 
Language), meet that need. They provide a powerful 
implementation of a tree-oriented transformation language 
for transmuting instances of XML using one vocabulary 
into either simple text, the legacy HTML vocabulary, or 
XML instances using any other vocabulary imaginable. [t 
is probably better to use the XSL T language, which itself 
uses XPath, to specify how an implementation of an 
XSLT processor is to create a desired output from a given 
marked-up input. 

This representation of information will probably take a 
form where the content of each page is represented in a 



hierarchical structure along with additional information 
concerning them. Specific information that can be 
harvested from this may include: 

• Exact location of each block, in rectangular 
coordinates, equivalent to rendition using a 
standard browser. 

• Size of each block of content. 
• Type of content, e.g. text, graphics etc. 
• Weight of content, in terms of size and placement 

within a page. 
• Continuity information, derived from physical 

association in terms of geometrical collocation. 
• Classification of content into a set of pre-defined 

classes, e.g. main story, sidebars, links and so on. 
• Linkage information from the XML representation, 

indicating the layers of information that can be 
hidden at a level of summary. This can represent 
the content in many levels, but more than two or 
three levels are unsuitable for easy navigation. 

5. Conclusion 

This is a concept paper discussing a specific pathway 
to the future of web page re-authoring provided accurate 
layout information is available. This in no way represents 
a state of the art discussion about the possible use of 
layout information. Rather, it focuses on one small part 
within an array of possibilities. It will be interesting to 
discuss other possibilities in this space during the DLIA 
workshop. 
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1. Introduction 

Documents are often edited on templates or with 
certain background patterns. For example, Microsoft 
Power Point allows the user to build the ir presentations 
based on a slide master or a title master. Those patterns 
are often used to enhance the appearance of documents 
and to help to communicate a message more clearly and 
consistently. Background or template patterns here are the 
page components that if being removed, will not alter the 
flow or meaning of a document. The elements in the 
background pattern or template can be static, staying 
exactly the same from page to page like a company logo 
in Power Points slides. The elements can be also 
dynamic, such as page number. They appear on some of 
the pages or some of their features such as shape, color or 
orientation vary to make the elements more suitable for 
the content or the orientation of the page, while other 
features of the elements stay the same to preserve the 
consistency in style. Although the information about the 
templates or background patterns may be available in the 
original document and with the original editing software, 
it is often lost when the document is converted to a 
printer-ready format such as the Portable Document 
Format (PDF)(I). Since the printer-ready format is the 
last stage of a publish workflow and is platform 
independent in the case of PDF it is often the only 
available format for a document. Without the ability to 
distinguish the template or background pattern of a 
document and its foreground content, document reuse can 
be compromised. For Example, the background graphics 
pattern may interfere with the foreground illustration 
during graphics extraction (2), and converting a document 
from one format to another may require treating 
background differently from the foreground content. 

There have been many approaches to understand the 
structure of documents for scanned documents (3 -8). 
Most of the studies were concentrated on the 
understanding of the text blocks on a page. There also 
have been approaches to separate the foreground and 
background of a document for compression reason (9, 
10), where text and drawing are considered to be the 
foreground. A couple of research groups have worked 
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on PD F documents (10-13) to understand the semantics 
and layout of documents. The documents being analyzed 
were mostly newspapers, technical manuals and business 
letters. Elements overlay was not considered. 

In this paper we present a technique that separates the 
template or backgroLmd pattern of a document from its 
foreground content in a multi-page PDF document. It 
analyzes the document as a whole, compares elements 
across pages, sets soft constraints for a similarity check 
and obtains background pattern or template for each page 
in a document. This technique could be used as a 
preprocessing step for document structure understanding 
mentioned above. 

2. Methods 

First we preprocess PDF documents by flattening the 
PDF page structure and segmenting text elements. In 
order to search for not only the static elements but also 
the dynamic elements, we selectively obtain and compare 
featu res of elements from page to page. Similar elements 
across pages are marked, recorded, and analyzed to check 
if they belong to background pattern. 

2.1 Preprocessing 

2.l.1 Flatten page structure 
A PDF page disp lay list consists of page elements (14, 
15). Elements can be simple types like text, image or 
graphic elements. They can also be compound types like 
container elements and XObject form elements, which 
themselves may contain a list of elements including text, 
image and graphic elements or even another level of 
container and form elements. Elements in a compound 
element are extracted and replaced in the page display list 
to substitute for the compound element whi le the layout 
order of the elements is preserved. The extraction and 
substitution process continues unti I there are no more 
compound elements on the page disp lay list. 

2.l.2 Text segmentation 
Text Elements in PDF often contain unrelated bodies of 
text and text with different attributes ( I, 15). Little 
semantic information can be derived from the way text 



elements being organized. During preprocessing, we 
break the text elements into homogenous segments of 
text, in which all the characters have the same font and 
font size. 

2.1.3 Finding the smallest bounding boxes that enclose 
the vector graphics elements 
The element's bounding box, the smallest rectangle that 
encloses each page element, is used to represent the size 
and position of a page element. The bounding box of a 
graphic element is calculated by finding the smallest 
rectangle that encloses all the sub-paths in a graphics 
element. There are three types of drawings or paths: 
lines, rectangles and Beize Curves. The coordinates for 
the bounding boxes of lines and rectangles can be easily 
obtained from the control points, the starting and ending 
points of a path. In the case of the Seize curve: 

Where O<t<l, Po(xo, Yo), P3(X3, Y3) are the starting point 
and ending point and P1(XI, YI), PZ(X2, Y2) are the two 
control points. 
The coordinates of the bounding boxes are obtained by 
searching the points with maximum and minimum values 
in the horizontal and vertical directions along the path of 
the curve. 

2.2 Denning the structure of element's attributes for 
the comparison 

The data structure of elements attributes or features is 
defined as: 
{ 

float 
float 
float 
float 
float 
int 
bool 
ImageAttrs 
GraphicAttrs 
TextAttrs 

Width, 
Height, 
CenterX, 
CenterY, 
DistToEdge, 
Type, 
flag, 
imageAttr, 
graphicAttr, 
textAttr 

Where 
• Width and Height are width and height of the 

bounding box of an element. They are 
normalized against the width and height of size 
of the page. 

• CenterX, CenterY are the coordinates of the 
center of the bounding box in horizontal and 
vertical direction. 
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• DistToEdge is the smallest distance from the top 
or bottom edge of the bounding box to the top or 
bottom edge of the page. It is used for finding 
the page number, header and footer. 

• Flag is used to indicate if the element is marked 
as common. 

• Type represents the type of the object. 
Depending on the type of the object, image, 
graphic, and text attributes could include 
different information such as image data stream, 
graphics shape, and text font information. 

2.3 Searching for similar elements across page 

In mUlti-page documents, elements for the 
background pattern tend to appear on every page, every 
other page, or some of the pages in a document. 
Elements are classified as "common" based on the 
recurrence rate of elements with similar attributes such as 
width, height, type, and position on the page. Following 
are the steps used in searching elements of the 
background pattern. 

Assuming the total number of pages in a document is 
N. ELEM[][] is the matrix of the page elements 
attributes structure. The first index is the page number 
and the second index is the element number: 
• Select a reference element ELEM[iO][jO] that has not 

marked as "common", This process starts at the first 
element on the first page, that is iO=O, jO=O; 
continues to the next elements on the first page, 
ELEM[O][I], and so on. When all unmarked 
elements on the current page have been referenced, it 
moves to the first unmarked elements on the next 
page. 

• Go through elements on the rest of pages in the 
document, on each page searching for first element 
that are similar to the reference element, that is, on 
each subsequent page, find and mark the first similar 
element. The similarity is defined as follows: 

a. Same types of elements that are less than 
I % different in size, less than 1% different 
in position, and with same data stream or 
same shape. 

b. For small text elements whose size is less 
than I % of the size of the page, that are less 
than I % different in height and distance to 
the edge, less than 5% different in width, 
and whose distance to the top or bottom 
edge is within 10% of the height of the 
page; 

The last criterion is for finding headers, footers and 
page numbers. 

• If similar elements occur on a third of the pages 
(N/3) in a documents, or more than 2 pages in a 
document in the case of N/3 <2, the elements are 



marked as common elements and classified as 
background elements. 

3. Results and Discussion: 

We have tested our technique on 7 different 
documents ranging from marketing brochures, interior 
design books, a catalogue, and a weekly journal, for total 
of 130 pages. As shown in table I, among all the pages, 
there are four false negative cases where the header, 
footer or the pattern is slightly different from ones on the 
rest of the pages in the document. There are three false 
positive cases, where one pattern belonging to the 
foreground content is accidentally repeated on three 

different pages. Figure I shows examples of background 
pattern recognition and extraction from a catalogue. 
Figure la shows the original pages from the document, 
and figure I b shows the extracted background pattern 
from the document. 

We have also tested this algorithm on documents that 
are a collection of tickets for different tourist attractions 
and supermarket weekly advertisements. Because of the 
repetitive text patterns in the content, text elements that 
belong to content were mistakenly classified as 
background pattern elements. For those types of 
document, further restriction of the elements type may be 
required. 

Documents Total number Number of false negative pages(missing Number of false positive pages(picking 
of pages Background elements) elements in the foreground content) 

Catalogue 21 2, missing a header which is slightly 0 
longer than ones in the rest of pages 

Book 16 0 0 
Marketing 4 0 0 
brochure 
Marketing 10 0 3, adding one graphic pattern in content 
brochure to the background pattern) 
Book 22 I, the footnote pattern is slightly longer 0 

than the ones in the rest of pages 
Marketing 2 0 0 
brochure 
Marketing 32 0 0 
brochure 
Weekly 24 I, missing footer which is longer and in 0 
Journal slightly different position than ones in the 

rest of the pages. 

Table I: Results from background pattern extraction 
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Figure 1. (a) The original pages of a catalogue. (b) The background pattern identified. Missing header can be seen on 
page 5 and 6, because it is slightly bigger than header pattern on the rest of the pages. 
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