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Abstract 

The development of knowledge-based (KB) systems for solving real-world 
problems has become a very time-consuming and expensive task. Over the 
last years, more and more people started to investigate how to share and 
reuse knowledge once it has been formally represented. Moreover, as the world 
around is changing continuously, the KB system and its knowledge base have 
to change, too. Thus, recently the issue of knowledge base evolution came 
up that deals with the continuous improvement of a KB system during its 

entire life-time starting with the first formalizations and still continuing along 
its practical use. We discuss the current efforts in knowledge sharing and 
reuse and then study the knowledge evolution approach, that can be seen 
more technically as an interleaved combination of knowledge validation and 
exploration techniques. 
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1 Introduction 

The role of knowledge-based (KB) systems in complex applications becomes more 
and more important. Recognizing the potential of KB technologies, many advanced 
applications tried to make use of them. Advances in this area have been resulting in 
the development of many tools and we are now facing an increasing number of KB 
applications. Today, KB systems are playing a significant role in many organizations. 
Aside from notable and well-publicized successes, failures of KB systems in real-world 
applications are not uncommon. 

The current state of the practice in the KB software area is not satisfactory. 
Reasons for failures of KB systems can be discussed from organizational, behavioral, 
and technological viewpoints [15]. Many of the causes are interrelated and cannot be 
viewed in isolation. In the focus of our research are issues regarding the technology of 
Concurrent Knowledge Engineering, where KB systems are no longer built in isolation 
but take part in the integrated product development within a concurrent enterprise. 

In this paper, we will first briefly discuss the consequences of supporting the Con­
current Engineering (CE) approach by using KB technology. By drawing parallels to 
traditional Software Engineering approaches, in section 2 we will identify two most 
important issues to be tackled when trying to use KB technology in ,real-world con­
current enterprises: Similar to the sharing and reuse of software modules, techniques 
for sharing knowledge bases and reusing the knowledge for different applications have 
to be developed. Thus, in section 3 we will review and discuss the current efforts 
towards Knowledge Sharing and Reuse. The second issue that comes up when view­
ing CE from the perspective of Concurrent Knowledge Engineering, is the problem 
of KB maintenance and the validation and verification of KB systems. In section 4 
we will present a general framework for Knowledge Base Evolution as well as several 
exploration and verification techniques for supporting the evolution of KB systems 
over their entire life-time. The paper will then be concluded by summarizing and 
discussing the central message of this paper: Concurrent Engineering approaches will 
not succeed without using KB technologies. On the other side, KB technologies will 
not be able to contribute to Concurrent Engineering without putting intensive effort 
to Knowledge Sharing and Reuse as well as to Knowledge Base Evolution research. 

2 A Software Engineering Approach to KnowledgE 
based systems 

Traditionally, many KB systems were demonstration systems for which no long­
term or widespread use was contemplated. As a result, many implemented KB 
systems are fragile. The Software Engineering community, concerned with practical 
problems of making a project work reliably denied a potential of KB systems to 
be used for practical applications. On the other hand, in the Knowledge-Based 
Systems community, formal Software Engineering was viewed as an enterprise with 
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little chance of success and practical software engineering methods were regarded as 
a drudgery [25]. 

However, as well the development in the AI area resulted in KB systems which 
have shown their practical values, Software Engineering also made advances. It was 
recognized that the traditional waterfall model is not the solution for the software cri­
sis and that traditional software process models discourage more effective approaches 
to software development. 

The spiral model of software development and enhancement [2] is particularly 
interesting because of its potential to be applied to the development of KB systems. 
Prototyping had become the central role in a software process, but this kind of 
process is different from the evolutionary prototyping which is often advocated as a 
methodology for the development of KB systems. The main danger with the latter 
approach is that its lack of discipline often ends in the code-and-fix model and in 
unreliable and unmaintainable code. 

The growing complexity of problems and programs and the inabil~ty of ad hoc 
methods to cope with them led to the development of abstractions and encapsulation 
concepts enabling the sharing and reuse of software modules in conventional software 
systems. The same is to be expected for KB systems, too. Encapsulation in the 
area of KB systems will lead to encapsulation on a higher level capturing not only 
data, but also knowledge, behavior, and know-how within the specific community in 
which software is being developed. Additionally, the software maintenance problem 
also applies to KB systems and opens a new research branch: Together with the 
issue of knowledge sharing and reuse making knowledge a universally available and 
portable good, the problem of knowledge base maintenance becomes more and more 
important: As the world around is dynamically changing, knowledge bases-regarded 
as a model of at least the relevant aspects of the world around-will also have to 
reflect these changes and to evolve along their practical use. 

3 Knowledge Sharing and Reuse 

Recently, some researchers have begun to view KB systems from the standpoint of 
Software Engineering. Emphasis is laid not only on maintaining knowledge bases 
and adapting established Software Engineering methods for the development of KB 
systems, but also facilitating the sharing and reuse of knowledge bases. The goal is 
to acquire and formulate knowledge of a domain only once and to use it for different 
applicable problems. There are numerous knowledge sources like research results, 
medical knowledge, government regulations, product information but also common 
sense knowledge which are already public and could be useful for many applications 
if they were available in an inexpensive and convenient way. 

However, currently little research is done on how to adapt a knowledge base to uses 
different than the anticipated ones. In conventional programming similar problems 
are well known and partially solved by the concepts of modular programming, high-
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level programming languages, etc. In KB systems the problems of sharing and reuse 
are just beginning to be recognized and analyzed. 

Traditionally, first-order predicate calculus was proposed as the underlying stan­
dard of all knowledge representation formalisms, namely in the seminal papers by Mc­
Carthy and Hayes (e.g., [22]). Following the "Knowledge Representation Standards" 
workshop held in March 1990 in Santa Barbara, California, the topic of knowledge 
sharing receives more and more attention. This intensified interest was started by 
an initiative of DARPA (Defense Advanced Research Projects Agency) where for the 
first time a large group of scientists tries to solve the problems of knowledge sharing 
and reuse. For this reason, four working groups were established (d. [24]). 

The first group is developing an intermediate language (Interlingua) called KIF 
("Knowledge Interchange Format") [10]. KIF has the expressive power of predicate 
logic permitting nonmonotonicity, metaknowledge, and partial definitions. It employs 
a LISP-like syntax and a kind of declarative semantics. One of the basic problems of 
knowledge sharing and reuse are the different representations used. The translation 
of a knowledge base into another representation is facilitated by an Interlingua and 
compilers to and from the Interlingua for every representation. . 

The second group analyzes different paradigms of knowledge representations (fra­
mes, rules, semantic networks, etc.) in order to develop a Knowledge Representation 
System Specification (KRSS). Once the characteristics of a paradigm are found, a core 
system can be defined which has to be subsumed by any knowledge representation 
language claiming to support this paradigm. 

The third group is interested in the standardization of the interface between 
knowledge-based systems and data-based systems or application programs. By de­
veloping a standard Knowledge Query and Manipulation Language (KQML) [9] 
knowledge-based systems can be used as "black boxes" . Each system is formulated 
in its own specialized internal representation but is nevertheless able to communicate 
and cooperate with other systems via the KQML. 

The fourth group clarifies how a knowledge base has to be developed in order to 
be sharable and reusable [13] . To accomplish this it is necessary to create common 
ontologies for domains (e .g., materials, mechanics, medicine) and tasks (e.g., diag­
nosis, simulation, planning). An ontology is a vocabulary of representational forms 
with agreed-upon definitions which are readable by people and machines. 

In the following we will discuss some ideas regarding knowledge translation and 
cooperating knowledge bases. 

3.1 Interlingua 

If several knowledge bases are to be used together, an obvious solution is to merge 
them. For this it is necessary to compile the knowledge bases from their own rep­
resentations into a common one. Even if only a single knowledge base is reused it 
can be necessary to compile the knowledge base into another representation which 
is more desirable in the new application. However, to write compilers from every 
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representation into every other means n 2 
- n compilers for n representations. An 

Interlingua obviously reduces the number of compilers to 2n [18]. Nevertheless, this 
approach poses a new problem, namely to find an adequate Interlingua. 

3.1.1 Dealing with Different Paradigms 

Each knowledge representation paradigm is based on its own view of the world. This 
view determines which characteristics and properties of the domain are emphasized 
and which are ignored.1 Therefore, it is a severe problem to translate a description 
based on a certain view of the world into another, unless they are equivalent regarding 
expressiveness. If the equivalence cannot be proven, however, the paradigm of the 
Interlingua can only be chosen arbitrarily, favoring the knowledge bases of the same 
paradigm while disadvantaging the others. 

A possible solution is the definition of several Interlinguae, one for each paradigm. 
This facilitates not only the translation between languages of the same paradigm, but 
it also enables the translation between languages of different paradigms by dividing 
the translation into three steps: (1) translation from the source language into the 
Interlingua of the same paradigm, (2) translation into the Interlingua of the other 
paradigm, and finally (3) translation into the target language. As an advantage of 
this method the hardest part (the translation between different paradigms) has to be 
considered only once and can be liberated from language specifics. In this approach, 
the problem of finding an Interlingua reduces to finding an Interlingua for a certain 
paradigm. 

3.1.2 Dealing with Different Constructs 

Even knowledge representation languages of the same paradigm are not only syn­
tactically but also semantically different and can support different constructs. For 
example, some rule-based languages can express fuzzy knowledge but fuzzyness is not 
part of the rule-based paradigm itself. It is an open question how a construct can be 
translated if it is supported by the source language but not by the target language 
[6,18]. 

To define the Interlingua for a certain paradigm it is necessary to analyze and 
characterize this paradigm. This is exactly what the second DARPA working group 
does. One of the aims of the KRSS group is to define a core system for each paradigm. 
This core system is the part which is shared by all languages of this paradigm, i.e. the 
'intersection' of the languages. 

As an advantage, the intersection provides a canonical form. First, all languages 
for which a compiler into the canonical form exists can be objectively compared 
and evaluated. Second, the canonical form provides a uniform method to define the 
semantics of the constructs. Third, different tools (e.g., for validation and verification, 

1 It is in principle impossible to represent a domain completely due to its complexity (e.g., a 
complete representation of a physical object could not ignore its atomic structure). 
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d. Section 4) can use the canonical form as input and ideally have to be developed 
only once for all languages. Moreover, the union has a severe disadvantage: Whenever 
a new construct in any language is developed, not only the Interlingua but also every 
compiler from the Interlingua into any language must be augmented by this construct. 
Nevertheless, the DARPA working group takes this direction with KIF by trying to 
integrate all paradigms and features in KIF. The future will show whether this idea 
is practically feasible and implementable. 2 

3.1.3 Dealing with Implicit Control Information 

In KB systems the knowledge and the inference engine using this knowledge to solve 
a problem should be independent of each other. This is exactly the advantage of KB 
systems: The inference engine is a (more or less) general problem-solver applicable 
for every domain; the knowledge consists of facts, relations, causalities, etc., which 
are true independently of their usage for a certain problem. 

If these ideal requirements are met, not only can an inference engine be used for 
a great variety of domains but also a knowledge base can be used for different tasks. 
Theoretically, to plug a knowledge base out of one KB system and into another should 
pose no problems. However, in practice, special features of the inference engine are 
exploited when formalizing the knowledge. The knowledge is no longer necessarily 
'true' in the logical sense but is formulated to be optimally useful for a certain 
inference engine in finding a solution for certain classes of problems. For example, 
for many problems the order in which the steps to reach the solution are performed 
is important. Every (sequential) inference engine must use the knowledge in some 
order and has its own st rategy to do this, e.g., the order in which the knowledge is 
written down. Knowledge engineers are tempted to take advantage of this strategy 
to force a certain order on the usage of the knowledge. Another inference engine with 
another strategy is therefore not able to use the knowledge successfully. 

The trouble is that control information, which is knowledge about the usage of 
knowledge, is not made explicit, but used implicitly by taking advantage of peculiar­
ities of the inference engine. Instead of hiding knowledge in such a way, it should be 
exposed because that is what declarative programming demands. 

However, most existing KB systems are custom-made for a certain inference en­
gine. Therefore the actual knowledge is so intertwined with implicit control informa­
tion that it is extremely difficult to separate reusable knowledge from 'programming 
hacks'. 

3.2 Knowledge Base Communication 

Apart from the idea of translating a knowledge base in order to share and reuse 
it, there exists a totally different direction: Each knowledge base is formulated in 
its own representation, but a common standardized query language is used. Via 

2 A critique of KIF can be found in [12]. 
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this language the system can be asked a question which is answered if possible. As 
an enhancement, the knowledge base could be also manipulated by means of the 
standard language. This language should be usable for people, conventional software 
and also for other KB systems as an interface. 

In this approach, a knowledge base is regarded as a database with the ability for 
deduction [4]. The query and manipulation language of a database language can be 
relatively simple because data only has to be queried, added and modified. This data 
can have the same form for all domains (e.g., relational). 

The analogous solution for KB systems is to query data or facts too, but not only 
those explicitly added to the knowledge base but also deduced facts. Such a query 
language is useful for simple database-like systems. Nevertheless, it is un sufficient for 
most KB systems, because they contain not only data or facts but also causal depen­
dencies (rules), hierarchical knowledge (classes), procedural knowledge, constraints, 
etc. 

A standard query and manipulation language thus should allow query, add and 
modify higher-level constructs too. Because this language must be uniform for all KB 
systems, it is easy to see that similar problems arise as with the Interlingua: Which 
paradigm, which constructs should be supported by the standard query language, 
how to represent procedural knowledge declaratively, etc.? In [10] this analogy is 
recognized and the view is taken that KIF can also be used as a communication lan­
guage between cooperating agents. The expressiveness of a query and manipulation 
language and of an Interlingua have therefore to be similar. 

4 Knowledge Base Evolution 

As KB systems are brought to practical applications and knowledge bases are to be 
used over years, the problem of knowledge base evolution naturally comes up: The 
key issue is how to ensure that the knowledge base of a KB system does always 
represent all the knowledge that is relevant for solving its task, i.e. being 'complete', 
and does not become out of date or invalid, i.e. remaining 'correct '. Although this is 
a goal hard to achieve, it shows the direction in which KB evolution research should 
work: to overcome the (always damned but nevertheless done) accumulation of 'small 
local hacks' causing unforeseeable consequences and to find a compromise between 
this ad-hoc knowledge base modification approach and the other extreme of restarting 
the whole knowledge engineering work ranging from the formal specification down to 
the concrete representation with each modification of the KB system. 

In this section we will present a general KB evolution architecture that basically 
consists of an interleaved combination of exploration and validation tasks in order to 
support the evolution of knowledge bases over their entire life-time. 
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4.1 The KB Evolution Scenario 

Knowledge base evolution operates on the knowledge base of a KB system. Thus, 
for an overall description of knowledge base evolution we distinguish two main units 
(Fig. 1): the KB system itself (KBS) and the knowledge base evolution system 
(KES). The KES operates as a metalevel system on the object level KBS. Reasoning 

KES 

Knowledge Base 

Figure 1: The Knowledge Base Evolution Architecture 

in the knowledge evolution system is performed by the exploration and validation 
components. 

The knowledge explorer scans the KB in search for interesting patterns. Explo­
ration (left part of Fig. 2) can be seen as an iterative process starting with the 
generation of a pattern hypothesis, proceeding with a search for the pattern in the 
KB, and resulting in a possible interactive assimilation of the discovered pattern into 
the KB. Thus, inductive techniques playa major role for knowledge exploration. 

The knowledge validator can perform verification and also validation (with appro­
priate user assistance). It examines the KB to detect structural or functional defects. 
Validation and verification (right part of Fig. 2) can also be seen as an iterative pro­
cess starting with the generation of a defect suspicion, proceeding with a check for a 
defect w.r.t. the suspicion in the KB, and resulting in a possible defect description or 
repair suggestion. Here, techniques for checking integrity constraints become most 
relevant. 

The iteration cycles shown in Fig. 2 can be arbitrarily interleaved, permitting 
evolution to consist of dual validation and exploration processes. Together they form 
a heuristic, approximative process that alternates focusing and processing phases 
and improves the KB any time a sufficient amount of knowledge for an update (i.e., 
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Figure 2: The Evolution Processes 

assimilation or repair) has been accumulated within the KES or by the user. For 
example, assume that the validator has identified a rule whose premises cannot be 
satisfied in a given KB. The explorer could then, e.g., try to generalize that particular 
rule or to complete the missing knowledge reachable from its premises. Conversely, 
after the explorer has discovered a pattern (e.g., a new or generalized rule) the 
validator may be asked to verify the KB, focused on the assimilated pattern. 

4.2 KB Evolution as Theory Revision 

The problem of building up a knowledge base (knowledge acquisition) can be seen 
as a two-phase process (d. [11]): In the first phase the knowledge engineer builds an 
initial model. In the second phase this initial knowledge base is refined or revised 
into a high performance knowledge base. Thus, knowledge base refinement can be 
regarded as knowledge base validation [20]. 

During the further practical use of the KB system, the dynamically changing 
world around may cause the knowledge base to become invalid in one of the following 
senses: 

• New developments may cause new problem cases not being covered by the 
knowledge base. This results in the KBS not being able to solve these problems. 
For example, neglecting the development of new materials would leave the 
system incapable to find the best production process . 

• Some knowledge stored in the knowledge base may become out of date and 
should no longer be used as it would lead to solutions that for some reasons 
are no longer valid in the current application environment. For example, a 
material that has become known to be noxious should no longer be used in 
products that people will have every-day contact with. 

In the first situation we have a new application case (i.e. a positive example) that 
is not yet derivable from the knowledge base. In the second second situation, we 
can derive a specific solution from the knowledge base which is no longer admissible 
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(e.g: because of new environmental protection laws). This is consequently called a 
negative example. 

From a more formal point of view, this means that a given knowledge-base KB 
has to be revised using positive examples E+ and/or negative examples E- such 
that all the positive examples but none of the negative examples are covered by the 
resulting knowledge base KB'. Taking the knowledge base as a Horn theory T = FuR 
consisting of facts F and rules R and satisfying a set of integrity constraints IC, the 
exploration task of theory revision is to change T into T' such that T r- eVeEE+ and 
T ff eVeEE-. The resulting theory T' must, of course, still satisfy the given integrity 
constraints, i.e. IC U T'must be consistent. This integrity checking represents the 
validation or verification task of theory revision and thus again demonstrates the 
interleaved exploration and validation principle. 

The main task, however, remains how to obtain the revised theory T'. In principle, 
there are two possibilities: First, we can modify the rules R, for instance by using 
generalization or specialization techniques, or we can extend the set of facts F where 
the additional facts can be found by abduction. In the following section we will study 
generalization and abduction for knowledge-base exploration in more detail before 
we discuss knowledge-base validation and verification issues in section 4.4. 

4.3 Knowledge Base Exploration 

Generalization is one of the basic techniques for KB exploration. Generalization 
operators perform two basic syntactic operations on a clause: (1) apply an inverse 
substitution to the clause, or (2) remove a literal from the body of a clause. In 
this section we will first review the least generalization and generalized subsump­
tion framework defined by Plotkin and Buntine respectively before we extend these 
techniques for the needs of theory revision in practical applications. 

4.3.1 Least Generalization 

Least Generalization was originally introduced by Plotkin [26]. It is the opposite of 
most general unification [27], therefore it is also called anti-unification. Given two 
atomic formulas p(J(a),x) and p(J(y), b), unification computes their most general 
specialization p(J(a), b) while anti-unification computes their most special general­
ization p(J(y), x) . 

In addition to the generalization of literals, Plotkin also describes an algorithm 
for the least generalization of clauses. A clause C1 generalizes a clause C2 (denoted 
by C} :::; C2 ), if C} subsumes C2 , i.e. CIO ~ C2 . This is also called O-subsumption [5]. 
A generalization CI of a clause C2 can thus be obtained by applying a O-subsumption­
based generalization operator. p that maps a clause C2 to a set of clauses p( C) which 
are generalizations of C2 • Informally speaking, if clause CO-subsumes clause D, then 
D can be converted to C by (1) dropping conditions and (2) turning constants to 
variables. A clause C is a least generalization of a set of clauses S, if 
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1. C generalizes each clause in S: VEE S : C ~ E 

2. C is the smallest clause satisfying condition 1: (3DV E E S, D ~ E) =? D ~ C 

4.3.2 Generalized Subsumption 

The definition of generality presented so far is local to the set S of clauses. Referring 
to implication instead of the weaker subsumption relationship would also consider 
generalization w.r.t. current knowledge. A generalization relative to a set of clauses 
P is defined as follows: A clause C generalizes a clause D relative to a set of clauses 
P if there exists a substitution 0 such that P F V( CO -t D). Buntine defines 
generalized subsumption of definite Horn clauses as an extension of O-subsumption 
with the restriction that the corresponding clause heads must be about the same 
concept [5]. Informally speaking, if a clause C generally subsumes clause D, then 
C can be converted to D by (1) turning variables to constants or other terms, (2) 
adding atoms to the body, and (3) partially evaluating the body by resolving some 
clause in P with an atom in the body. The third conversion process is additional to 
the conversion for O-subsumption. 

4.3.3 Generalization for KB Evolution 

The condition of covering in the definition of generalized subsumption has the effect, 
that generalization depends on the actual representation of the clauses. Defining gen­
eralization in terms of implication instead of subset-relation would be more suitable. 
This would lead to a combination of techniques from inductive logic programming 
(ILP) and explanation-based learning (EBL) [23] by using deduction when deciding 
the generalization of clauses. Unfortunately, doing so, the test for generalization be­
comes undecidable. On the other hand, Buntine states that generalized subsumption 
is semi decidable, although it is guaranteed to terminate if P contains no recursion. 
Subsumption w.r.t. a DATALOG program, however, is decidable. 

Also, for practical applications, least general generalization as defined above can 
still be too general. Thus, in order to overcome the problems raised by theory revi­
sion with background knowledge, namely its undecidability and its results being too 
general, we investigate how to incorporate more knowledge within the generalization, 
i.e. how to control generalization. 

This extension leads to partial least general generalization (plgg) and allows us 
to only partially generalize two literals: We can say that we want to generalize two 
literals or terms, but can require some arguments to be fixed, i.e., that the two literals 
must have corresponding values at that specific argument position. Thus, partial 
least general generalization is a combination of unification and anti-unification. As 
unification can fail, plgg may fail too, but, of course, in the non-generalized argument 
positions only. 

We can also restrict generalization by requiring some arguments to be of a par­
ticular type or sort. Thus, exact match is then replaced by sorted unification for the 
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non-generalized argument positions. But introducing sorts or types can be a first but 
only intermediate step: generalization within a sort lattice does already yield a more 
fine-grain clause ordering than simple e-subsumption. However, extending the logic­
based representation language by substituting or complementing constitutively given 
sorts by intensionally defined concepts and concept terms in the sense of terminologi­
cal reasoning (cf. [3]) will be necessary for finding and expressing 'really least general' 
generalizations and thus being able to support KB evolution over a long period of 
time. Therefore, in [14] we have presented an alternative to e-subsumption based 
on an extension of Horn rules incorporating terminological knowledge representation 
and reasoning (TL-subsumption). 

4.3.4 Abduction 

Generalization is applied to the clauses of the theory resulting in more general rules. 
For abduction purposes, in addition to the Horn-clause theory T consisting of facts 
F and rules R and a set of integrity constraints IC, we also postulate a set of distin­
guished ground literals A called abducibles and a goal G which drives the ab<;luction 
process. By abduction we want to find a set of hypotheses H C A such that we can 
derive the (positive) example e E E+ from T U H. In the context of theory revision 
T U H gives the new theory T' which again must be consistent with IC, the set of 
integrity constraints, i.e., the following must hold: T UHf- e and T U H U IC is 
consistent. 

In order to achieve abduction, deduction techniques can be employed in a top­
down as well as in a bottom-up manner: with top-down reasoning one skips some 
subgoals instead of proving them if they are in the set of abducibles. If the goal only 
consists of abducibles, top-down reasoning stops. The set of remaining goals is the 
set of hypotheses explaining the top-level goal. 

As mentioned before, generalization of Horn clauses can be done in different ways, 
e.g. by generalizing some terms (argument positions) or by dropping entire literals (re­
moving conditions). Thus, the decision about which generalization operation should 
be applied is still a problem. Abduction can provide considerable help for making 
this decision. 

4.4 Knowledge-Base Verification 

It has already been pointed out that only those generalizations and abductive solu­
tions are accepted which are consistent with the integrity constraints IC. Integrity 
constraints denote negative or disjunctive knowledge and are represented as denials, 
i.e. clauses with an empty head. Eshghi and Kowalski use this kind of integrity con­
straints for their abduction procedure [8J. They can also be represented as clauses 
with the special atom false as conclusion (d. [21]). A naive approach for integrity 
checking would be to use a proof-finding approach and ask the query "?- false". This 
procedure would invoke all integrity constraints in backward direction even if they 
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are independent from the new fact. However, it would be more efficient to derive 
only those facts, that are consequences of this new assertion. In [8] it is proposed to 
do this kind of constraint checking by forward reasoning starting with the new fact. 
But forward reasoning alone turns out not to be sufficient. 

Thus, in [21] a model-generation approach has been applied to this problem. How­
ever, when regarding integrity constraints checking as a consequence-finding prob­
lem [17] given an update of the knowledge base, only those rules are applied that are 
affected by the update operation. This builds on the assumption that the knowledge 
base satisfied its integrity constraints prior to the update. Derivation is restricted to 
exactly those facts that depend on an explicitly given set of initial facts, in our case 
the hypotheses found by abduction. 

The extended SLDNF resolution of [28] uses the clauses corresponding to the 
updates as top-clauses for the search space and thus achieves the effect of simplifi­
cation methods investigated by [19]. The approach combines forward and backward 
chaining depending on whether a positive or negative literal is resolved upon. 

As an alternative to this tuple-oriented method, a rewriting approach has also 
been proposed [16]. It is an extension of the Generalized Magic Sets rewriting tech­
nique which allows query answering in deductive databases by bottom-up evalua­
tion [1]. 

The most important property for the use in KB evolution is that this set-oriented 
approach is usable also for large sets of facts. This is compatible with the objective 
to develop techniques not only for toy examples but for complex real world problems 
within the challenge of Concurrent Engineering. 

5 Conclusion 

Only a few years ago, KB systems were only a research topic, but today they are 
already brought to practical applications. Now problems of maintenance(i.e., verifi­
cation, validation, and exploration) and also sharing and reuse should be placed into 
the foreground as was previously the case with conventional software. 

If an existing knowledge base is needed in another representation, a translation 
makes the reuse possible. The major differences are first the different paradigms 
and constructs of the knowledge base languages, second the mingling of universal, 
reusable knowledge with application-specific knowledge and third tailoring knowledge 
for a specific inference engine, which complicates its reuse by another inference engine. 

As it comes to the practical use of knowledge bases, we have also shown that 
knowledge base evolution can be regarded as a theory revision process. Research in 
ILP and EBL provides us with a set of techniques that can be applied to incorporate 
new knowledge into the knowledge base (knowledge base exploration), e.g. by gen­
eralization and abduction. On the other side, techniques from deductive database 
research can be used for ensuring the integrity of the knowledge base, i.e., for solving 
the knowledge base verification task. For both tasks we have developed extensions 
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and modifications motivated by the idea of supporting the maintenance and evolution 
of knowledge bases over their entire life-time. 

Thus, the main message of this paper is that Knowledge Sharing and Reuse 
as well as Knowledge Base Evolution will play an important role for the practical 
application of KB technologies to real-life applications. Moreover, as it is believed 
that Concurrent Engineering approaches will not succeed without incorporating KB 
technologies, research on the issues presented in this paper will become a challenge 
for the concurrent enterprise of the future. 
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