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Abstract

Visual working memory (WM) processes can be ingedéd via the so called change
detection task. In a version of this task, thertdieed change detection task, two item arrays
are presented, one on each side of the displagcipants have to remember the items in the
relevant hemifield and to ignore the items in theelevant hemifield. From the
electroencephalogram recorded while items are maied in visual WM, slow potentials
over posterior recording sites can be extractedlithwhally, a difference wave between
contralateral and ipsilateral slow potentials witespect to the relevant items, the
contralateral delay activity (CDA), can be calcatht As its amplitude varies with the
number of items held in visual WM and reachessigrgtote with visual WM capacity, it is
considered a pure neural correlate of visual Wl loa

In the current work we pursued two main aims. Bifstve set out to get a better
understanding of the meaning of contralateral qsilateral posterior slow potentials and
their contribution to WM maintenance. In Experiméntwe examined whether the
electrophysiological components, posterior sloweptitls and CDA are sensitive for
improvements of visual WM efficiency. Via an inceet manipulation we increased
participants’ visual WM performance. Interestingiypproved maintenance under incentives
was reflected in the pattern of contralateral guilateral slow potential activity, but not in
the CDA. Interestingly, in Experiment 1 load-depemnid activity emerged also over the
hemisphere ipsilateral to the relevant hemifieldygesting that the ipsilateral hemisphere is
also involved in memory-related processes. Thidaigsal activity might either reflect a
bilateral processing of relevant or else a lateeaiprocessing of irrelevant, to-be-filtered-
out, items. As in the lateralized change detectamk the number of items on both sides of
the display is typically identical, it was not piids to decide between these alternatives yet.
In order to disentangle the influence of relevamd &relevant items, in Experiment 2, we
orthogonally varied the number of both types ofmige Processing of relevant items caused
purely contralateral load-dependent activity. kggital delay activity was solely caused by
the irrelevant items. However, this was only theecd only one relevant item was to be
maintained in visual WM. This suggests that whetinerlevant items are processed or
filtered out depends on visual working memory load.

The second main issue of the current work was ath@uimportance of competent selection
mechanisms in the service of efficient visual WMdtioning. In Experiment 3, we aimed to
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selectively train participants’ selection mecharsisto enhance visual WM efficiency. As
visual WM has a highly limited capacity, efficiesglection mechanisms are crucial for its
successful functioning. Filter efficiency in visu&IM can be measured by adding distractors
to the memory and test array of the lateralizechgbhadetection task. As the amplitudes of
contralateral slow potentials and CDA reflect thenber of remembered items, one can
infer whether distractors were filtered out. Filtgrin the change detection task is assumed
to happen via allocation of selective attentiorfidigfint selection via selective attention is
also highly important in multiple object trackiniQT). We trained participants’ filter
ability with the aid of this latter task. We obsedvlarge and long-lasting training induced
improvements in MOT and present converging evidethed these improvements were
specific to filter ability. However, training effec did not transfer to improved selection
mechanisms in the change detection task. Instemgiestive evidence indicates an overall
improvement in selection mechanisms in the chargection task for both training and
control group. Apparently, there exist subtle hulistantial differences in the exact nature of
filter mechanisms operating in change detectionNMQd .

In a further analysis of the training data sevduather issues were explored. Firstly, an
analysis on pure-target trials revealed contradhtas well as ipsilateral load-dependent
delay activity and hence replicated the data pattérExperiment 1. Secondly, as existing
research assigns the prefrontal cortex a crucleliroregulating access to visual WM, the
contribution of prefrontal cortex for filtering ithe change detection task with distractors
was investigated. For distractor-present conditiass compared to conditions without
distractors, increased activity over the prefrontatex was observed.



Part 1

Visual Working Memory

1 Introduction into Visual Working Memory

1.1 The Concept of Working Memory

Imagine, you are cooking and you just cannot renegriftyou already added salt to the dish.
Or you are going into your home office and whenvarg, you have completely forgotten
why you have gone there. Or you are standing iraeehouse in front of several suitcases
and are trying to imagine the size and shape of gauboot to decide which of the suitcases
fits well. These are all examples of everyday olei#ons of (mal)functioning working
memory (WM) which we all experience from time tmé. WM is a system that maintains a
small amount of information, despite its physicelagpearance, in an active state over a
short period of time. This information, kept onlitia mind”, is also available for further
processing or manipulation. WM is highly capacityited and this limit varies strongly
between individuals (e.g., Kane, Bleckley, ConwayE&gle, 2001; Luck & Vogel, 1997;
Oberauer, Suf3, Wilhelm, Wittmann, 2003).

WM is a key determinant for human cognition andypla central role in many cognitive
tasks. WM processes enable the temporal maintenamdemanipulation of information,
skills that form the basis of most higher cognitiuactioning, such as language acquisition,



reading comprehension, reasoning, problem sohdegision making and mental arithmetic.
As WM constitutes a fundamental component for higlagnition, it is not surprising that
individual differences in WM capacity are predietifor performance differences in many
cognitive tasks as well as differences in measafdkiid intelligence (e.g, Cowan, Fristoe,
Elliott, Brunner, & Saults, 2006; Daneman & Cargentl980; Engle, Kane, & Tuholski,
1999; Kane et al., 2001; Kyllonen & Christal, 1990) line with its predictive utility for
many cognitive tasks, WM functioning is often calesied as a stable cognitive trait (c.f.,
e.g., Engle, 2010; Perez & Vogel, 2011).

Sometimes, a differentiation between WM and stemmtmemory (STM) systems is made.
STM is defined as a passive store for informatidrengas WM was originally introduced as
a system not only responsible for passive storagethe additional manipulation of stored
information. Here, we share the view of contempok&M-models (e.g., Luck, 2008; Postle,
2006; Zimmer, 2008), that the two systems are mopatitors. Instead, STM can be seen as
the storage part of the more enfolding and widegproncept of WM. The passive storage
component of WM is the focus of the current work.

As we are interested in the storage of visual mfatron, in the following we shortly review
evidence for a subdivision of WM into part systespecialized for processing certain types
of information. Thereafter, we will give a shortesview over brain areas associated with
visual WM functions.

1.2 The Subdivision of Working Memory

Converging evidence indicates separate WM stomregeidal and visual information. Firstly,
examinations in brain damaged patients have sh@whld dissociations between visual and
verbal WM stores. Certain patterns of brain damdigeupt WM for verbal information
while WM for visual information remains intact amigte versa (De Renzi & Nichelli, 1975).
Secondly, dual-task investigations provided add#levidence for the existence of separate
storage systems for verbal and visual materiakcédsing verbal material in a secondary task
had no impact on the main task of storage of visnf@rmation and vice versa, whereas
using the same type of material in the secondaryedisas the main task led to interference
(see Repovs & Baddeley, 2006 for a review). Furtheédence for a dissociation of visual
and verbal WM comes from functional magnetic resaeaimaging (fMRI) studies (e.g.,
Rodriguez-Jimenez et al., 2009) as well as elebyrsiplogical (EEG) studies (e.g., Ruchkin,
Johnson, Grafman & Canoune., 1997).

By contrast, the subdivision of separate WM stdogsvisual and spatial information is
rather controversial. Here too, supportive evideiocea double dissociation for the storage
of visual and spatial information comes from dwedkt studies, where performance in a
visual memory task is not interrupted by a spat@dondary task and vice versa whereas a
secondary task using the same information type fewerformance in the main task (e.g.,
Della Sala, Gray, Baddelay, Allamano & Wilson, 19B8gie & Marchetti, 1991; Woodman



& Luck, 2004). Furthermore, studies with brain dgeth patients show that visual WM can
be disrupted without limitations in spatial WM avide versa (e.g., Della Sala et al., 1999;
Farah, Hammond, Levine & Calvanio, 1988). Additibnasingle unit recordings in
monkeys (e.g., Wilson, O Scalaidhe & Goldman-Rak93), fMRI studies (e.g., Belger et
al., 1998) as well as EEG studies (e.g., Mecklirgd?feifer, 1996; Mecklinger & Milller,
1996) have provided evidence for a dissociatiowisfial and spatial WM storage places.
However, other evidence speaks against a clearaapain spatial and visual subsystems.
For example, Zimmer and Lehnert (2006) report Wieial WM for shapes is impaired when
the spatial configuration of the shapes is charfgeth memory to test array, even if the
location information of the shapes is completetgl@vant. Furthermore, Jiang, Olson and
Chun (2000) reported that completely removing thitext information, that means all but
one to-be-compared object, from memory to tesyainapairs visual WM performance.

1.3 Brain Areas Associated With Visual Working Memory

The neural substrates of visual WM have been iigatstd with the aid of single unit
recordings in monkeys and neuroimaging studiesimdns.

In match-to-sample tasks, an object must be remexdbaend is after a short retention
interval compared to a second object, whereby ubgest has to decide whether both objects
are the same or differ in at least one featuregl8ianit recordings in monkeys have revealed
a sustained increase in firing rate of neuronsngutihe retention interval of these tasks (see
Fuster, 1995 for a review). This sustained actpatgo calleddelay activity is interpreted as
the neuronal mechanism for holding information in active state after its physical
disappearance. The interpretation that the obsettetady activity is indeed specific to the
process of maintaining information in WM and nditja reflection of task-general processes
IS supported by two observations. Firstly, delaiyvétg in different cortical areas is specific
to specific features of the maintained objectshsag their location or identity (e.g., Chafee
& Goldman-Rakic, 1998; Chelazzi, Duncan, Miller &fimone, 1998). Secondly, delay
activity diminishes when the monkey failed to answeerrectly (Funahashi, Bruce &
Goldman-Rakic, 1989; Sakai, Rowe & Passingham, RO0%ee areas have crystallized out
to be particularly relevant for storing informatiorhe inferior temporal cortex, the parietal
cortex and the prefrontal cortex. Delay activitytle inferior temporal cortex was shown to
be sensitive for the identity of the objects (Cheiaet al., 1998; Miller, Li & Desimone,
1993). Contrary, delay activity in the LIP is sgicfor locations (e.g., Chafee & Goldman-
Rakic, 1998; Constantinidis & Steinmetz, 1996). phefrontal cortex has found to be active
for both, object and location information (e.g.,0RRainer & Miller, 1997), but additionally
coded more complex associations and abstract (algs Asaad, Rainer & Miller, 1998;
Walllis, Anderson & Miller, 2001).

Analogous to single unit recordings, delay activdtyring WM maintenance has also been
observed in fMRI studies in humans. Here too, dutime retention interval of WM tasks
sustained activity can be measured that is inte¥gréo possess a functional role for the



active maintenance of information during the defeyg., Robitaille et al., 2010; Todd &
Marois, 2004). Congruent with results of singletumicordings in monkeys, activity is
diminished if memory is not accurate (Pessoa, @etze Bandettini & Ungerleider, 2002).
Delay activity is mainly observed in the parieiaferior temporal and prefrontal cortex. In
accordance with observations in monkey studiesgipdorain areas responsible for the
maintenance of visual and spatial information halg® been found in humans: Location-
specific activity has been observed in the parigtalex (Sereno, Pitzalis & Martinez, 2001);
the inferior temporal cortex was shown to be semsior identity and features of an item
(Druzgal & D’Esposito, 2001); the prefrontal cortex responsible for complex control
functions (for a review see Smith & Jonides, 1999).

Interestingly, delay activity has shown to scal¢hwhe number of representations in WM.
As WM load increases, delay activity also increggeg., Cohen et al., 1997; Robitaille et
al., 2010; Todd & Marois, 2004; Xu & Chun, 2006)tdrestingly, some authors report that
delay activity reaches an asymptote at about fisumg (e.g., Todd & Marois, 2004; Xu &
Chun, 2006). This asymptote is in accordance withwa WM capacity limits and therefore
constitutes a further hint for the functional roledelay activity for WM (Todd & Marois,
2004; Xu & Chun, 2006).

The prefrontal cortex constitutes a crucial streetior WM functioning. Its exact role in
WM maintenance, however, is hotly debated. The Right be involved in WM-storage
proper or might merely be a pure control centee,(sg., Postle, 2006; Zimmer, 2008).
Disagreement between researchers also exists cimgethe question of a dorsal-ventral
division of PFC for spatial and visual informati¢see, e.g., Haxby, Petit, Ungerleider &
Courtney, 2000; Levy & Goldman-Rakic, 2000, for gesumption of and, e.g., Wager &
Smith, 2003, against the assumption of such aidijisFurthermore, the PFC is assumed to
be involved in a variety of executive functions,fas example, prevention of interference
and distraction, attention, control and selectimofivation, reward expectancy, etc. Dorsal
and ventral PFC regions might be subdivided acogrdd the specific kind of executive
processes needed for the task (Wager & Smith, 2008)he current dissertation project
focuses on the passive storage of visual informatie forgo a detailed analysis of the PFC
in the service of WM (for a review, see Postle, 208mith & Jonides, 1999; Wager &
Smith, 2003). However, we will come back to prefedrstructures within the scope of the
investigation of selection mechanisms in visual \(#de Chapter 13).

Interestingly, the brain structures for WM mainteoa of visual and spatial information, as
reviewed above, map the ventral and dorsal pathv@yperception. These two pathways
are two perceptual processing streams that predmtiyncode for object (ventral) and
spatial (dorsal) information and end in the inferikemporal and parietal cortices,
respectively (e.g., Goodale & Milner, 1992; Miln& Goodale, 2008). A dissociation
between those processing streams was also showviNbin fMRI (for a review, see Wager
& Smith, 2003) and EEG studies (Mecklinger & MUJld©Q96). This indicates that areas
responsible for the processing of sensory inforomatf objects also serve as the storage



places of this information via sustained activifyr (relatec theories, see, Jonides, Lacey
Nee, 2005; Postle, 2006; Zimmer, 20

Recent research, however, has presented datasthat in line with the division in PPC f
spatial information and IT for identity informatioXu and Chun (2006) report that aity
in the superior IPS, a structure withhe parietal cortex (see Figurel), is sensitive for th
complexity of the tdse-maintained objects. This structure seems to codddtailed featur
information (Xu & Chun, 2006, 2009). This finding is @ously not in conformity witt
research reviewed above, that the PPC is the gtqiage for spatial information. Mayt
the made classifation of PPC for spatial information and IT foljexi information might b
a bit imprecise under certain circumsces. It might be that further research has to voort
neuronal areas that code for spatial informatioth areas that code for object informat
with a finer resolution.

Figure 11. lllustration of the position of the intrapargtsulcus (IPS). FronWikimedia
Commons (en.wikipedia.org/wiki/File:Gray726_intrajedial _sulcus.svg



2 Measuring Visual Working Memory Functioning

2.1 Working Memory Tasks

A couple of tasks have been established to meagsuwal WM functioning. In simple span
tasks, participants encode a sequence of stimuthathey have to maintain in memory for
several seconds. Afterwards, the stimuli have tardmalled in the correct chronological
order. As information has to be passively retaingtthout additional processing demands,
this task is a purely passive WM task. Visuo-spaitigisions of this task are the Corsi task
and the spatial span. Spatial locations are mackedecutively and thereafter participants’
task is to correctly reproduce the serial ordemafked locations by tapping or clicking on
them.

Complex span tasks incorporate a storage as wel @socessing component and are
therefore to classify as active WM tasks. As ingarspan tasks, participants have to store a
sequence of stimuli in memory. However, after eatbrage stimulus, an additional
processing task has to be performed. An exampéeviguo-spatial processing component is
the decision of whether presented patterns are gyroal.

In then-back task, participants see a sequence of stifoulexample pattern matrices. Their
task is to respond each time when the currentlggmmed stimulus matches the one presented
n trials before. Task difficulty increases with iaasingn, because with larges more items
have to be maintained active and to-be-comparedsitae further afar from each other. The
n-back task is an active WM task where informati@s ho be compared and constantly
updated.



In the change detection task, participants see@ory arrayof several objects, which they
have to passively store in memory for a shetrention interval The duration of the memory
array is usually up to several seconds. In theirgdest array in 50% of the trials, one
object has changed one featuneigmatch, for example color or shape, in the remaining
trials all objects remain the sammdtch). Participants have to indicate whether a chargk h
occurred or not. As the change detection task ipl@md in the present work, we will
examine it in more detail now.

2.2 The Advantages of the Change Detection Task as a Measure
of Visual Working Memory Functioning

The properties of visual WM have been extensivelnm@ned via the change detection task
(for a review see Luck, 2008). Its structure is gamand it is easily explainable to
participants. Because of this simplicity, thereaisnore manageable number of cognitive
processes during the performance of this task agpamed to complex tasks such as the
back task or storage and processing tasks. Negegsaiprocesses of perception when the
memory array is presented, consolidation and stopaigcesses during the retention interval
and retrieval and comparison processes during (fest a discussion of task-general
processes such as effort or arousal, see Chapteu@hermore, the type of retrieval used in
this task is well suited to prevent response irterice. Behavioral measures of visual WM
maintenance are therefore less contaminated byr qitecesses. The test array can be
directly compared to the representation hold in wmContrary, in span tasks for example,
the memoranda have to be reproduced in their seribdr, whereby reproducing the first
items might disturb the maintenance of the lassoifie result of this response interference
would be an underestimation of WM capacity (seekl. @008, for a similar discussion). A
further advantage is the flexibility and adaptapibf the change detection task. Within one
design-framework, one is able to investigate aeparof questions, which leads to a better
comparability of gained results. Varying the numbgpresented objects, one can measure
the capacity of visual WM; varying the complexitfygyesented objects, one can investigate
the resolution of representations in visual WMngsinasks, one can analyze consolidation
processes; designing objects consisting of sefeatires, one can examine the question of
the storage-unit of visual WM, that is, bound olgegs. individual features; presenting
relevant objects together with distractors, one icamstigate the selection mechanisms of
visual WM, etc. For the present work, the utilipatiof the change detection task to estimate
visual WM capacity and examine selection mechanism$§foremost importance.

Although at first glance, this task seems to bdytma visual WM task, it might be
contaminated through verbal processes. Participaight recode visual object information
into verbal labels. However, Luck and Vogel (19€af) a control experiment to demonstrate
that there is no contamination through verbal psees. They designed a dual-task, where
participants remembered two digits and vocalizemiritat the end of the trial. While they
were maintaining the digits in memory, they addiéithy performed a change detection task



for colored squares. Performance for color-memogs wot worse in this condition as
compared to a condition without the verbal taskisTihdicates that no verbal memory
processes are engaged in the visual change det¢asic

2.3 An Index of Visual Working Memory Capacity

Visual WM is characterized through a highly limiteapacity. From change detection
performance for a different amount of to-be-rememtdatems — differenset sizes- it is
possible to estimate how many items a tested péssahle to hold in visual WM (Cowan,
2001).

WhenN items are presented in the memory array of thegibaletection task and a person
has a visual WM capacity &fitems, then he or she is able to detect a chan@)80% of the
trials, whenk > N. Whenk < N, he or she can holkl of the N items in memory and will
consequently detect a change correctly with a gmtibaof k/N; in the remaining (&)/N
trials, he or she guessesNf< k, we talk about below-capacity set sizes\if k, above-
capacity set sizes. Response accuracies are stathleearly 100% for below-capacity set
sizes, but decrease with increasing number of itémnsabove-capacity set sizes. For
example, if a person has a capacity limit of thtems, and four items are to be maintained,
the probability that he or she holds the one itdrat changes in a mismatch case, is 0.75,
whereas when five items are to be maintained tbkatnility is only 0.6 etc.

To estimate a person’s visual WM capacity the feifgg formula can be employed:
K = (Hits — False Alarms) N, whereby K is the measured capacity, Hits are thmalmu of
correct mismatch responses, False Alarms are thbeuof erroneous mismatch responses
andN is the number of to-be-remembered items (for staeederivation of this formula, see
Cowan, 2001). This so called-index was developed by Pashler (1988) and further
developed by Cowan (2001) and is an index of via&ll capacity. Importantly, this
measure, contrary to the mean accuracies, absfraotsa specific set size. When applying
this formula for above-capacity set sizes, oneinbtan estimate of a person’s individual
working memory capacity. The K-index has proverb&a valid measure of visual WM
capacity. In several experiments it was quite @mtshcross larger set sizes, up to 8-10 items
(Cowan, 2001; Fukuda & Vogel, 2009; Vogel & Machiza 2004).

Importantly, it only makes sense to interpret thindex for above-capacity set sizes. As it
constitutes a measure to estimate participantsiali®VM capacity, staying below their
capacity is obviously pointless. For example, apethas a visual WM capacity kf5 and
hence 100% correct trials for set sizes two angethCalculating the K-index would lead to a
K = 2 for set size two and a K = 3 for set sizee¢hrBoth measures underestimate the actual
capacity. As, per definition, the obtained K catydse as high as the maximal set size used,
one has to be careful to exceed all participant! ¥épacities. For below-capacity set sizes,
calculating the K-index, would lead per definitiaa,a significant effect of the number of set



size, as seen in the example. It occurs even wiagticipants perform equally well for
various set sizes and is not interpretable.

We decided to apply mean response accuracies dsawdhe K-indices as dependent
measures of interest. We use mean response a@uracitest for set size effects and
interactions with set size and the K-indices taaoban estimate of WM capacity limits. We
defined Kya as the highest value from among all Ks that wateutated for the different set

sizes employed in the respective experiment.

The K-Index implies that visual WM consists of ataa amount of slots. When we say a
person can maximally stokeitems in visual WM, this implies that we assumeedind of
slots. Each slot comprises the storage of one #edpersons differ in the number of slots
they have at their disposal. This leads to the tipre®f what exactly is stored within one
slot. Data of Luck and Vogel (1997) strongly spéak an object-based storage in visual
WM, where multiple features are bound togethernd atored as integrated-object files.
However, other evidence conflicts with the ideabject-based storage in visual WM (e.g.,
Delvenne & Bruyer, 2004; Olson & Jiang, 2002; Weed Treisman, 2002). In particular,
there are observations that increased object-codityles not “for free” and comes along
with decreased numbers of stored objects (Alvaré&za&anagh, 2004).

Unfortunately, also the question if visual WM isaltg built of discrete slots for a limited
amount of items or if we can principally store amymber of items but with different
resolution is still an unresolved issue. Accordiaghe latter view, as the number of items
increases, the amount of resource for every siigi® decreases leading to a poorer
resolution of its representation. Recent reseatgjyests that the number of maximally
storable objects is limited to about four (e.g.,PAet al., 2007; Luck & Vogel, 1997; Xu &
Chun, 2009). However when the resolution requicedésolving all object features is high,
this additional constraint diminishes measured ciépée.g., Alvarez & Cavanagh, 2004; Xu
& Chun, 2009). The number of slots a person h&ssatr her disposal, but not the resolution
of the representations, is predictive of measufdhluia intelligence (Fukuda, Vogel, Mayr
& Awh, 2010) whereas the available resolution fepresentations, but not the number of
overall available representations, can be enhabgexbrceptual expertise (Scolari, Vogel &
Awh, 2008).

Although the detailed understanding of the exattineaof stored representations in visual
WM is a crucial question, we will not go into fuethdetail because this question is only
tangent to the topic of the dissertation projeot & broader discussion see, e.g., Alvarez &
Cavanagh, 2004; Luck, 2008; Xu & Chun, 2009; Zimn2608).
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Part 2

Electrophysiological Delay Activity In
the Lateralized Change Detection
Task

3 Electrophysiological Online-Measures of Visual
Working Memory

Behavioral measures of visual WM functioning can dagplemented by simultaneous
electrophysiological recording which provides anlir@ measure of working memory
processes. In line with neuroimaging results reqgbetbove (Chapter 1.3), sustained activity
during visual WM maintenance can be extracted (glotentials). These slow potentials can
be measured during the retention period of the ghaetection task (e.g., Rama et al., 1997,
Ruchkin, Johnson, Grafman, Canoune & Ritter, 1#@&;hkin, Canoune, Johnson & Ritter,
1995; Mecklinger & Pfeiffer, 1996). Their amplitiglencrease with visual WM load (e.qg.,
Rama et al., 1997; Ruchkin et al., 1992; Ruchkialet1995; Mecklinger & Pfeiffer, 1996).
This observation constitutes important evidence tfar claim that these slow potentials
reflect the maintenance of items in visual WM.

However, these slow potentials might be contamthaienon-mnemonic processes, such as
perception of the items or task-general procesedfart, arousal, anticipation of the test
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stimulus, or preparation for an upcoming respombese variables also might be responsible
for an increase in slow potential amplitudes witlireasing number of to-be-remembered
items (McCollough, Machizawa & Vogel, 2007; VogelMachizawa, 2004).

The contralateral control methodGratton, 1998) provides the opportunity to circiemi
this problem and to extract the process of interéis¢é maintenance process in the present
case—from other task-general processes. Irategalized change detection tagke same
amount of items is presented in two arrays loctaetie left and the right of the center of the
screen, respectively. Participants are cued whicdlyds relevant in a given trial, but are
instructed to remain fixation on the center of siseeen. Only the cued items — the relevant
items — have to be remembered. Due to the corgralabrganization of the visual system
(see Figure 3.1A), visual information from the x@let items is first processed in the
hemisphere contralateral to the relevant hemifighdle information from the irrelevant
items is first processed in the hemisphere ipsdat the relevant hemifield which is of
course contralateral to the irrelevant hemifield. the following, contralateral activity
always refers to neural activity that is observedrahe hemisphere that is contralateral to
the relevant hemifield and consequentially recethesrelevant items (first) arigsilateral
activity always refers to neural activity that is obsergedr the hemisphere that is ipsilateral
to the relevant hemifield and consequentially reeeithe irrelevant items (first). The general
logic is that all task-general processes as peaaept effort should elicit bilateral activity.
However, the process of maintaining the relevamg in memory should be restricted to the
contralateral hemisphere with respect to the sitl¢he relevant array. The amount of
additional contralateral activity should therefamiror this process of interest.

Klaver, Talsma, Wijers, Heinze & Mulder (1999) het developed the contralateral control
method to isolate the process of maintaining infdram in visual WM. Participants
performed a change detection task with polygonso Tmemory arrays containing one
polygon each were presented for 1000 ms, one tethand one to the right of the center of
the screen. Participants were instructed to fikaéecenter of the screen and a peripheral cue
indicated the relevant memory array. During themgon period, the authors observed a
large slow potential over occipital recording sit€kis slow potential was more pronounced
over contralateral as compared to ipsilateral iogrsites. The authors concluded that the
lateralized presented stimulus was maintainedarctintralateral hemisphere.
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4 Contralateral Delay Activity (CDA)—A Purified
Electrophysiological Measure of
Representations in Visual Working Memory

Vogel & Machizawa (2004) refined this techniqueoirer to extract pure memory related
activity. In their version of the lateralized chamgdgtection task, participants fixate the center
of a bilateral display of items and are centrallgd which side to maintain in memory. The
same amount of items is briefly presented in bathifields (100 ms). Using this short
interval, the authors intended to prevent eye-mam@mof participants towards the relevant
items; this is important because the fixation gkots in the relevant hemifield would result
in a bilateral processing of these objects. Througlthe retention interval of the lateralized
change detection task, a posterior sustained megatow potential over the hemisphere
contralateral to the relevant hemifield was obsgr&/ogel & Machizawa, 2004;
McCollough et al., 2007), similar to the one obserby Klaver et al. (1999). According to
the general logic of the contralateral control roetalready introduced above), task-general
processes should show up bilaterally, whereas theeps of maintaining the relevant items
in memory should be restricted to the contralateemhisphere. The additional contralateral
activity should therefore mirror this process denest. By computing a difference wave, that
means, by subtracting ipsilateral from contraldtecivity, the non-specific activity should
be subtracted out (McCollough et al., 2007). Altljouboth this difference wave and
contralateral slow potentials are delay activitgiothe contralateral hemisphere, in order to
differentiate between both measures, we here regbey termcontralateral delay activity
(CDA) for the difference wave.
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The CDA (see Figure 3.1B) is a negative componetit & maximum over occipital and
posterior parietal recording sites. It starts at®20 ms after onset of the memory array and
lasts until the end of the retention period whosetion is usually 900 ms. This component
was observed for different types of visual featusesh as colors (e.g., Vogel & Machizawa,
2004), orientations (e.g., Vogel et al., 2005) ahdpes (e.g., Luria & Vogel, 2010). Even in
versions of the task with a retention period oftapthree seconds the CDA was present
during the whole retention interval (McCollougha¢t 2007).

4.1 The CDA as a Pure Neural Correlate of the Amount of the
Number of Representations in Visual Working Memory

In a lateralized change detection design in whieh number of items was systematically
varied, Vogel and Machizawa (2004) observed anesme in CDA amplitude with
increasing number of items. The authors conclutiatithe CDA is a probable candidate to
reflect the amount of items maintained in visual WIN line with this reasoning, the CDA
amplitude was significantly smaller for trials witthcorrect responses as compared to trials
with correct responses (Vogel & Machizawa, 2004 té@sk-general processes are thought to
be subtracted out, the CDA might be the better—hamerer—measure of visual WM as
compared to the posterior slow potentials. Howetliefpre accepting the CDA as a pure
measure of the number of representations in vigild|, alternative hypotheses have to be
excluded.

Excluding alternative hypothesisl: Task-general processes such as effort or arousal

The slow potentials might partially reflect non-mmamnic task-general processes. This
constitutes a problem in interpreting them as asmeaof visual WM processes, as detailed
above. The contralateral control method shouldlvesthis problem in that the CDA is
extracted as a pure reflection of visual WM proessglowever, the same problem already
mentioned in the context of the slow potentialshihigiso apply to the CDA. Together with
the increasing number of to-be-remembered itens edecutive demands or task-general
processes such as overall task difficulty, effort avousal might increase (Vogel &
Machizawa, 2004). The CDA might equally well beluehced by these processes. To
exclude this possibility, Vogel & Machizawa (200Bave run conditions with above-
capacity set sizes. They presented their subjeats with up to 10 to-be-remembered items.
Their reasoning was the following: If, on the onand, task-general processes as listed
above are at least in part responsible for theeas® in CDA amplitude with increasing set
size, CDA amplitude should be a function of the bemof items regardless if visual WM
capacity is reached, because these factors shoerielaise also for above-capacity set sizes.
If, on the other hand, the CDA is a neural coreel#dtvisual WM maintenance, its amplitude
should increase only until visual WM capacity iacked, that is at three to four items, and
should not further increase for above-capacity ssets. They observed the latter result
pattern. CDA amplitude increased from one to twathee items, where it reached its



14

asymptote. For these reasons, the CDA’s amplitadiedught to directly reflect the amount
of items kept in visual WM.

Excluding alternative hypothesis 2: Perceptual processes

Increasing the number of to-be-remembered itemghe display increases perceptual
demands. To show that the level of CDA amplitudessdnot reflect these perceptual
demands, Ikkai; McCollough & Vogel (2010) paramedliy manipulated the number of to-
be-remembered items and the perceptual requirernétitese items. Participants performed
the lateralized change detection task for colorbpeats under easy as well as difficult
perceptual conditions, by reducing the contrastabdrs in the latter one. This resulted in an
orthogonally varied design with set sizes two aodrfunder high and low contrast.
Observed CDA amplitudes were exclusively modulagdthe variation of the to-be-

remembered items, irrespective of the perceptuplirements. This is clear indication that
the CDA is a measure of the number of represemstio visual WM and independent of
perceptual demands.

Excluding alternative hypothesis 3: The size of the zoom lens of attention

An additional caveat can be issued concerning therpretation of the CDA as an
electrophysiological correlate of memory load, heseathe spatial extent of the memory
array is usually confounded with the number of otgeThe more to-be-remembered objects
are presented in the display, the larger is théiadpextent of the task-relevant region and
therefore the required size of zoom-lens of atbentlherefore, the CDA might be a neural
correlate of the distribution of spatial attentionthe display as well. To weaken this
argument, McCollough et al. (2007) presented twéoar to-be-remembered objects in two
conditions: They either lay close together or wiareapart from each other. This resulted in
a 2 x 2-design with an orthogonal variation of nembf items and distance. The resulting
CDA amplitude was solely manipulated by the numifeitems and completely unaffected
by the amount of space the items take up. Thisigesvimportant evidence for the fact that
the CDA is not solely a marker of the expanse efattentional zoom lens.

Excluding alternative hypothesis 4: The number of attended locations

Ikkai, McCollough & Vogel (2010) sequentially presed their participants two memory

arrays, each with two colored items, resulting itot@l number of four to-be-remembered
objects. In one condition all four items had aelidint location on the display, in the other
condition, the two items in the second memory acayered exactly the same location as
the two items in the first memory array. This desajlowed differentiating between the

hypothesis that the CDA only reflects the numbeloo&tions stored in visual WM and the

hypothesis that the CDA reflects the number of #eapresented in visual WM. In line with

the latter hypothesis, CDA amplitude was a functdrthe number of to-be-remembered
items, irrespective if they covered the same looatin the display or not.

To sum up, data collected till now converge to steightforward view that the CDA
reflects the amount of representations in visual WM
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4.2 Interindividual Differences in Visual Working Memory
Capacity

Persons differ in their visual WM capacity. If tdA is sensitive to the amount of items
hold in visual WM, then it should also mirror thapacity limit of an individual. If so, for a

person who is able to hold only two items in viswdil, CDA amplitude should reach its
asymptote faster than for a person who is ableold four items in memory. However,

comparing ERPs of different persons is always agamied with problems (see, e.g., Luck,
2005). In order to use the CDA as a measure ofvitdal differences, Vogel and

Machizawa (2004) calculated the amplitude diffeeebetween two and four items. They
reasoned that if, on the one hand, a person haw a&dpacity of for example about two
items, that person would in both conditions holdlydwo items in memory. Consequently,
there should be no large increase—or even no iseratall—in CDA amplitude from two

to four presented items. On the other hand, a pewsth high capacity of, for example

nearly five items, should have a CDA amplitude daray from its limit for two items and

show a considerable increase in amplitude from tadour items. Indeed, the authors
observed a large positive correlation between iddal memory capacity, measured with
the aid of the K-Index and the CDA amplitude inseshetween two and four items.

4.3 What Information Might be Coded by the CDA

Location information: A spatial pointer system

It seems very plausible that the CDA codes spatfarmation about the locations of the
objects (e.g. McCollough et al., 2007). In linetwibe organization of the visual system the
CDA is contralateral in nature, indicating its séwiy for object locations. Additionally, it
emerges over posterior recording sites. This indgthat its neuronal sources are, at least in
part, retinotopically organized (McCollough et aRp07). McCollough et al. (2007)
hypothesized that the CDA might act as a spatialtpotowards targets. Considering the
results of lkkai et al. (2010) this would imply thtwo spatial pointers can be directed
towards two objects at the same position.

This idea is further supported by findings of a CibAthe tracking phase of a lateralized
version of the multiple object tracking (MOT) tadk. this task, several identical objects,
usually circles, are presented on the screen. Sxmeets, the targets, are highlighted for a
short time to distinguish them from the distractoisfterwards, all objects, now

indistinguishable again, move for several secorittsinva defined array. Participants’ task is
to track the targets and ignore the distractorseiVitine objects stop moving, participants
have to indicate the targets. The CDA amplitudeasueed during the tracking period of a
lateralized version of this task, is dependenth@nrtumber of tracked targets (e.g., Drew &
Vogel, 2008; Drew, Horowitz, Wolfe & Vogel, 2011s all objects, targets and distractors,
actually look alike during the tracking phase of M@nly object-locations constitute a valid

criterion for their differentiation. The CDA migheflect a process that works as a spatial
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pointer towards the relevant object locations. @gogently, when more locations have to be
tracked, the amplitude of the CDA increases. Drewad.g(2011) directly compared the CDA
in the lateralized change detection and the lare@MOT task within the same participants.
The amplitude of the CDA in MOT was more pronounasccompared to the amplitude of
the CDA in the change detection task (Drew et28111). One part of the CDA was observed
in both tasks. It had a similar topography anditglitude varied with the number of tracked
or maintained items. The additional CDA-activityNtOT was more dorsally distributed and
showed no modulations with the number of trackeang. The authors interpreted the
additional CDA-activity in MOT as an updating meonlsn for changing target positions.
The common CDA-activity for MOT and change detattiwas interpreted as reflecting an
indexing or pointer-system towards a limited numiiferelevant objects (Drew et al., 2011).

Feature information

As just outlined, the CDA might code for objectdtions. McCollough et al. (2007) even
discuss that identity information of the objectsghti not at all be coded in the CDA.
However, further research has indicated that theACiddes some kind of feature
information of the objects. Woodman and Vogel (20p&sented their participants two or
four colored bars with different orientations in lateralized change detection task.
Participants’ task was either to remember the colothe orientation of these objects.
Although they processed exactly the same visualtirphe colored bars—the amplitude of
the CDA depended on the specific task they perfdrnitewas higher in the orientation
condition as compared to the color condition. Téperiment indicates that some form of
object information is reflected in the CDA (cf.,rBe & Vogel, 2011). However, how much
object information is coded by the CDA and the memature of this object information
remains to be determined.

Above (Chapter 2.3) we shortly discussed whether storage units of visual WM are

individual features or bound objects. The CDA sedmseflect a pure measure of the
number of items in visual WM and seems not to betaminated by other task-general
processes, requirements that might make it a deitaeasure for the investigation of this
question. However, if the CDA will crystallize otd reflect only a spatial pointer towards

object locations, as discussed above, it is agtuait at all sensitive for this sort of research
questions. Using stimuli that consist of severatidees, and observing a CDA amplitude that
iIs modulated as a function of the number of objecid not as a function of the number of
features, can mean two different things. Firsttymight indicate that bound objects are
stored in visual WM. Secondly, it might only mirritre fact that the CDA is not sensitive for
object features. A recently published study (Lugiav/ogel, 2010) nevertheless used the
CDA as an indicator of the storage-unit. Based @A @mplitudes the authors concluded
that bound objects rather than individual feataresstored.
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4.4 Neuronal Underpinnings of the CDA

The intraparietal sulcus (IPS; see Figure 1.1)aated as a possible neuronal source of the
CDA (e.g., Robitaille, Grimault & Jolicoeur, 200Rpbitaille et al., 2010; Perez & Vogel,
2010). Firstly, the CDA’s maximum lies over posternparietal and occipital recording sides
(McCollough et al., 2007). Secondly and most coavig, neuroimaging data consistently
show that the IPS behaves in line with what wowtdanticipated from a brain structure
underlying the CDA. In the retention interval ofatiye detection tasks with visual material,
activity in the IPS increases parametrically witle number of to-be-remembered items.
Importantly, activity increases in the IPS reachaagmptote for four items, that is, within
limits of visual WM capacity (Linden et al., 2008jitchell & Cusack, 2008; Todd &
Marois, 2004; Todd & Marois, 2005; Robitaille et.,aR010; Xu & Chun, 2006).
Furthermore, interindividual differences in actyiincreases in the IPS with increasing
visual WM load have shown to be predictive of viSt¥M capacity (Todd & Marois, 2005).
This result too, is in line with properties of t@DA. As reported above (Chapter 4.2),
interindividual differences in increases in CDA diojgle with load also are predictive of
visual WM capacity (Vogel & Machizawa, 2004).

As the IPS potentially constitutes a neuronal gatoerof the CDA, the question arises what
process might be reflected by the IPS activity.e8aMines of evidence indicate that activity
in the IPS (in particular the inferior IPS) refleca spatial pointer towards relevant objects.
Firstly, load-sensitive activity in the IPS is alsbserved during the tracking period of the
MOT task (e.g., Culham, Cavanagh & Kanwisher, 19B8jicich, et al., 2001). Secondly,

Xu and Chun (2006) showed that during the retentmerval of a change detection task,
activity in the inferior IPS was sensitive for thamber of to-be-remembered objects only
and not for additional feature information of thgjexts. Consequently, activity in the IPS
might reflect a spatial pointer system that contiéls to the generation of the CDA in the
lateralized change detection task. In that it megtdomplish the purpose to maintain the tar-
get locations over the maintenance period.

The observations that activity in the IPS scale$ wet size and reaches an asymptote with
memory capacity—all observations that also applyhs CDA—were taken as indication
that the IPS might be a generator of the CDA. Hmwethere are also data challenging this
view. All, except one, of the studies mentionedvabthat examined the IPS in the change
detection task, employed central displays and obéthibilateral IPS activity during the
maintenance phase. Only Robitaille et al. (2010pleyed a lateralized change detection
task. They reasoned that with this design they majtserve a CDA-like contralateral
activation in the IPS. In the same participantgytmecorded EEG, MEG and BOLD
responses during the task. Although the authorairdd an electrophysiological CDA and
also lateralized magnetic activity, BOLD responisethe IPS were bilateral. At first glance,
this result is not in line with a contralateral bia the electrophysiological data. It is difficult
to imagine how a contralateral observed electroplygical component can stem from a
bilateral neuronal source. The authors discussifttia@ memory trace is initially lateralized
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but becomes bilateral over time, because of thaor pemporal resolution, fMRI data might
not be capable of revealing the lateralized effdntfine with the reasoning that the memory
representation might become bilateral over time,Chltough et al. (2007) discuss a
diminution of the CDA at the end of the retentiaterval as a consequence of an increase in
ipsilateral activity (for further discussion see apter 17 in the General Discussion).
However, Robitaille et al. (2010) additionally diss that perhaps the used methods reflect
slightly different processes that contribute taecessful maintenance of item information in
visual WM. In that case, the IPS would not consgtita neuronal source of the CDA.
Unfortunately, Robitaille et al. (2009) did not &tly replicate the CDA, but obtained it only
for one hemisphere. Contrary, there was a cleatdsdl EEG as well as MEG signal in their
data. Consequently, their conclusion that IPS agtas measured via fMRI might not be a
neuronal source of the CDA might be a bit prematbrgther indication for Robitaille et
al.’s (2009) assumption, however, comes from antic@ublished study of Cutini, Scarpa,
Scatturin, Jolicoeur, Pluchino, Zorzi and Dell’Ag@a press). Using near-infrared spectros-
copy (fNIRS) the authors recorded hemodynamic nesg® during the retention interval of a
lateralized change detection task for colored diintlere again, in accordance with the
above reported results, the hemodynamic responses hilateral and not lateralized, as
would be expected from a CDA-generator. These tesuk further indication against the
assumption that the activity in the IPS and theted@hysiological CDA, both measured
during the retention period of the change detedtsh, reflect a common neural process.

As already discussed in the preceding chapter (€h#p3), the CDA might reflect several
processes that contribute to the successful mainten of objects in visual WM. We
discussed that it might reflect a spatial pointawdrds the object locations, but it might
additionally carry some object information. In liméth this reasoning, McCollough et al.
(2007) discuss that the CDA is likely to have sal/generators. They even speculate that
frontal structures might contribute to the generatof the CDA. To conclude, it is the
assignment of further research to crystallize obictv neuronal sources contribute to the
CDA. To date, besides challenging results, thezeatso some indications that the IPS might
constitute a CDA-generator. If these turn out tovékd, the IPS might reflect a pointer-sys-
tem that maintains the relevant object locatiorttvaaduring maintenance. We will come
back to this issue in the General Discussion ($ep@r 20.1.2).

To conclude, the change detection task seems tstitie a valid approach to investigate
visual WM functioning. The CDA, extracted from tB&=G measured during the retention
interval of the lateralized version of this taskapparently a pure measure for the amount of
representations in visual WM. Therefore, in thdoiwing, we will employ the lateralized
change detection task and the CDA to gain a deegigiht into visual WM functioning.
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5 Experiment 1: Plasticity of Visual Working
Memory—Behavioral and Electrophysiological
Evidence for Incentive Effects

5.1 Introduction

In Experiment 1 we pursued two aims. Firstly, waleated the lateralized change detection
task and the during its retention interval meaderafectrophysiological components with
respect to their suitability for the current disagon project. At the beginning of the
dissertation project the CDA as a measure of vigdsll load had not yet been replicated by
others than the working group of Vogel (Vogel & Maawa, 2004; Vogel, McCollough &
Machizawa, 2005; McCollough et al., 2007). Therefon the present experiment we
employed the lateralized change detection taskafararying amount of colored items,
similar to the task employed by Vogel and Machiz#2@04). We examined whether a CDA
is extractable during the retention period of tlaisk and whether its amplitude is sensitive
for load-manipulations. Furthermore, we were irgtgé in influences of load-manipulations
on the two building blocks of the CDA, the conttatal and ipsilateral slow potentials.

One main topic of the dissertation project is theestigation of visual WM plasticity
through training (see Part 3). For this trainingdst we planned to measure visual WM
processes via the lateralized change detection aask analyze training effects on the
posterior slow potentials and the CDA. Therefohe, $econd aim of Experiment 1 was to
determine whether the lateralized change detectiesign as well as the associated
electrophysiological components, CDA and slow ptiéés) are in principle suitable to
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measure effects of visual WM plasticity. Therefarethe current experiment, we intended
to induce a short-term increase in participantsual WM performance through the
anticipation of performance-dependent monetaryntigzes. In order to measure potential
performance improvements, we ran two conditions: dvmpared a baseline condition in
which participants did not receive any incentivathvan incentive condition in which they
were paid based on their performance.

There is a considerable body of literature on revearticipation and the dopaminergic and
limbic system as the neural bases of incentiveqssiog. However, what we are specifically
interested in, is the question in how far the @&oditon of reward affects a more efficient
employment of available cognitive resources andethye leads to an improved visual WM
functioning. Research on this question is rare aedults are mixed. Szatkowska,
Bogorodzki, Wolak, Marchewka and Szeszkowski (20fa8)nd no behavioral incentive-
improvements on a 2-back verbal WM task. Furthean8hiels et al. (2008) tested children
with ADHD and found only incentive-related improvents in a backward-span task which
demanded storage and manipulation and not in aafolapan task which demanded storage
only. However, having a closer look on their pariance data, even the reported effect
seems not to be an actual incentive-effect. When itltentive condition followed the
baseline condition, there were no differences irfgpmance between the two conditions.
The observed “incentive” effect rather seems tadibeen by a heavy decline in performance
when the baseline condition follows the incentiandition. Apparently, in that case the
amount of effort the children invested in the tasitlapsed in the baseline condition as
compared to the preceding incentive condition. tResiffects of incentives on a working
memory task are reported in a study using behdvasawell as pupillometric data as
indicators of effort. Pupil sizes increase withrgwesing effort. Subjects performed a reading
span task and effort was manipulated through imeesit Both, performance accuracy as
well as pupil sizes increased with incentives (Heichrock, Payne & Engle, 2008). In a
visual WM task with distractors reaction times gmsed and activity in visual association
cortices as well as frontal areas was modulatecgmimtentives. (Krawczyk, Gazzaley &
D’Esposito, 2007). Participants in the study of 8ragal. (2005) performed a variant of the
Posner-task, a spatial attention task, under donditwith or without incentives. Activation
in posterior regions which are associated with iapattention was enhanced under
incentives.

An improvement in visual WM performance under irtogrs should be reflected in response
accuracies. Furthermore, kK, the measure of visual WM capacity, should inczedhe
crucial question is whether such an improvement @so be observed in the
electrophysiological components examined here.

Rosler, Heil and Roder (1997; see also e.g., Kha8ehicke, Réder and Résler, 2008)
reason that the amplitude of slow potentials vaagsa function otognitive effort When

participants spend more effort on a task, the dogeis increase (Rdésler, et al., 1997).
Therefore we expect that posterior slow potentiatsplitudes are higher under incentives as
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compared to the baseline condition. Actually, tesult pattern might have two implications,
because increasing effort might influence slow ptigé amplitudes by two different
mechanisms: Firstly, participants might endeavadive the task better than in the baseline
condition. They invest more effort, concentratedresind avoid inattentiveness. Maybe even
their arousal increases. Increasing slow poteatigblitudes might reflect an increase of any
of these task-general processes. Secondly, thetimeat of more effort should lead to better
memory performance. Participants might indeegintain more information in visual WM
under incentives as compared to the baseline dondiBlow potentials should additionally
reflect the enhanced maintenance processes. Theemance of more feature information
should be observable especially for higher sessithat is set sizes around and above visual
WM capacity limit (set sizes above three). Thisudtidoe observable in form of a boost of
Kmax @nd a boost of the EKP amplitudes for these higle¢rsizes. Contrary, as lower set
sizes are well below participants’ visual WM capaagparticipants probably already hold all
relevant feature information in the baseline caaditand can consequently not hold more
information in the incentive condition. To have tiglity to observe potential improvements
in visual WM capacity through incentives we inclddeonditions with above-capacity set
sizes into the present experiment. We ran conditignto six objects because Luck (as cited
in Cowan, 2001) reports of one participant traimetcemembering colored objects, who was
able to remember up to six colors.

As already outlined in Chapter 4, Vogel and coliesgy (Vogel & Machizawa, 2004;
McCollough, et al., 2007) discuss that the utmastatage of the CDA is that it specifically
reflects the process of visual WM maintenance. ddler task-general processes, such as
processes of perception, effort or arousal, ar&gactied out. The posterior slow potentials, in
contrast, are discussed as being not specificisosihgle process, but might additionally
reflect several of these task-general processegelV& Machizawa, 2004; McCollough et
al., 2007). Crucially, Vogel and colleagues (Mc@ulih et al., 2007) argue that these task-
general effects should emerge bilaterally, that meeequally for contralateral as well as
ipsilateral slow potentials. Therefore, we hypotbeshat the investment of more effort and
concentration on the task should be reflected iigher amplitude for contralateral as well
as ipsilateral slow potentials under incentives campared to the baseline condition.
Furthermore, additional improvements in maintengmaeesses proper should be reflected
in the CDA. As already outlined above, rememberingre features due to improved
maintenance processes should be observable mamhigher set sizes. Actually, the same
effect as in the CDA should also be evident in wlyileg contralateral slow potentials.
Please note that observing bilateral incentivectsfen the slow potentials does not exclude
an additional effect in the contralateral slow ptds due to improved maintenance
processes.

Furthermore, in line with the reasoning of Vogedl tachizawa (2004; see Chapter 4.2), we
expect that behavioral measures of visual WM capdKi.) would predict the asymptote

of the CDA in both conditions. CDA should reachamymptote (a) for smaller set sizes for
participants with poor visual WM capacity and (b} higher set sizes for participants with
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high visual WM capacity. This relation should b#aeted in a correlation between,k and
the CDA amplitude difference between set size tlame four. A similar relation might or
might not emerge for posterior slow potentials aralild be informative concerning their
interpretation.

In order to gain an undistorted baseline for vistvdll performance, the baseline condition
has to be measured first, when participants arg/@ioaware of the incentive manipulation.
Taking the risk of confounding incentive effectatwpractice effects, we therefore decided
to run the baseline condition always before themtiwe condition. Crucially, we informed
participants only after the first block about redréor good performance in the second block.
However, practice should lead to continuous peréorce improvements, whereas the
experimental manipulation should result in a suddse in performance from Block 1 to
Block 2. In order to assure that our effects mirnmentive effects and not mere practice ef-
fects, we therefore tested for this sudden rise.

5.2 Methods

5.2.1 Participants

Sixteen students of Saarland University (1 leftdeah) mean age: 25.53 years, range: 22-
30 years, 10 female) participated in this experimeXl participants had normal or
corrected-to-normal vision. One participant hatdeécexcluded from further analysis because
of excessive EEG artifacts. For the first sesdioa,baseline condition, participants received
8 € per hour for participation. The amount of aiddial payment participants received for the
incentive condition depended on their individualrfpemance as detailed below. All
participants gave informed consent after the naifitee study had been explained to them.

5.2.2 Stimuli

Stimuli were seven colored squares (red, blue,ngreellow, black, white, purple) with a
size of 0.65° x 0.65° which were presented agairgtay background. The stimuli appeared
in two rectangular regions (4° x 7.3° each) thatenmentered 3° to the right and to the left of
the center of the screen.

5.2.3 Design and procedure

Participants performed two blocks of a lateralizddnge detection task (see Figure 5.1)
with a short brake in between. Both blocks werecxdhe same, except that in the second
block participants were paid according to theirfg@nance. The design of the lateralized
change detection task was as follow: Before thegmttion of the memory array, an arrow
was presented for 200 ms. This arrow indicated wioitthe two hemifields was relevant

and consequently had to be remembered. In 50%edfitls, the arrow pointed to the left, in

the remaining 50% of the trials it pointed to tight. Between the presentation of the arrow
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and the memory array a blank screen (only contgitire fixation cross) was presented
jittered randomly between 100-200 ms to prevenysdesnatic timing between processing
the arrow and processing the memory array. The meimway was presented for 100 ms
and consisted of two rectangular regions, one @éh é&@mifield. In each of these regions, two
to six colored squares were presented. Withingltangular regions, item positions were set
at random with the limitation that the minimal diste between the centers of each pair of
items was at least 2°. Within one trial, colors eveandomly chosen with the constraint that
a specific color could appear only once within dwenifield. Participants were instructed
that the best method to encode the stimuli wasxede on the central fixation cross and
covertly move their attention to the side indicabgdthe arrow. The retention interval lasted
900 ms. In 50% of the trials one of the squarethénrelevant hemifield changed its color
from memory to test array, in the other half ofalsi all colors remained the same.
Participants had to press one key to indicate araflange and another key when no color
had changed. The assignment of keys to responss elas counterbalanced across
participants. The test array lasted 2000 ms longestwas terminated with participants’ key
press. Participants were seated at a distance ah@@om the monitor. In each block we ran
100 trials per set size. This resulted in a totdlG®0 trials, 500 trials per block.

Memory Array  Retention Interval Test Array Intertrial Interval
- ] = o 0
+ + + + + +
| - n
200ms 100-200ms 100ms 900ms until response, 2000ms

max. 2000ms

Figure 5.1. Schematic illustration of the task mdare of Experiment 1

The first block served as baseline condition fasual WM performance and associated
electrophysiological correlates. In the short breatwveen the first and the second block (the
incentive condition) participants were informedttiva the second block they would earn
money dependent on their performance accuracy. Mdethem that, additionally to the
already earned money in the first block, they hidneechance to gain maximally further 15 €
in the second block. This constitutes an additigresformance-dependent payment of up to
0.75 times the basis payment.

We calculated K,y as described in Chapter 2.3.

5.2.4 EEG recording and analysis

The experiment was run in a sound- and electrontagtly shielded chamber. EEG activity
was recorded continuously from 63 Ag/AgCI electm@Basy Cap, Falk Minow Services,
Germany) arranged according to the extended irtiena 10-20 system. Impedances were
kept below at least 10k for EOG-electrodes and &kfor the other electrodes. Signhals were
amplified with an AC coupled amplifier (Brain AmpBrain Products, Munich), sampling
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rate was 500 Hz with a 250 Hz analog low-passrfidted a time constant of 10 s. A left

mastoid reference was used during recording anthkigvere re-referenced offline to the

averaged mastoids. Vertical and horizontal ocuttifaats were monitored by four ocular

electrodes (above and below the right eye andeadtiter canthi of both eyes) and corrected
according to Gratton, Coles and Donchin (1983)th# number of blinks was small, no

correction was applied but the blink-contaminatéds were excluded.

ERPs were extracted by stimulus-locked signal ajegafrom -200 to 1000 ms relative to
the onset of the memory array for each number ehstcondition, separately for each
Block. Data were baseline-corrected with respedhto 200 ms pre-stimulus interval and
digitally low pass filtered at 20 Hz. Epochs coniag artifacts were excluded from further
analysis. Analysis was based only on trials withrext responses. Data were averaged over
matches and mismatches, because we were inteliasted retention interval, a period in
which these two types of trials are not yet disarable for the subjects and so processing is
the same.

We calculated contralateral and ipsilateral sloweptials as well as the CDA for parietal
and occipital electrode sites. We calculated ctateal slow potentials for each electrode
by averaging activity over right (left) electrodeben the relevant stimuli were presented in
the left (right) hemifield. We calculated ipsilaaéslow potentials equivalently by averaging
activity over right (left) electrodes when the kelat stimuli were presented in the right (left)
hemifield. To obtain the CDA we calculated the eiéince waves between contralateral and
ipsilateral activity with regard to the attendednmifield. Consequently, we differentiated
electrodes with respect to the relevant hemifiehdl @ot with respect to hemispheres.
Therefore, in the following, we refer to electrogesitions contralateral and ipsilateral
CP1/2, CP3/4, CP5/6, TP7/8, P1/2, P3/4, P5/6, FPl&/4, PO7/8 and 01/2.

5.3 Results

Data were analyzed by analysis of variance (ANOYA}Hests. If the ANOVA-results were
corrected for non-sphericity using the Greenhousis€gr-correction (Greenhouse &
Geisser, 1959), we report Greenhouse-Geisser Bpsi@) and correcteg-values Peor)
together with the origindF-values and original degrees of freedom. Effectsiateractions
were further decomposed by contrasts.

In all graphs, 95%-confidence intervals are cakealaaccording to the procedure described
by Jarmasz and Hollands (2009) and are based oertthieterm of the respective effect of

interest. We corrected the critical effeatds appropriately iEs were too low, as suggested

by Loftus and Masson (1994). The effects on whiah ¢donfidence intervals are based can
be found below each figure.
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5.3.1 Behavioral data

Mean response accuracies as a function of blocke(ib® vs. incentive condition) and
number of items (2, 3, 4, 5, or 6 items) are givenTable 5.1. A 2 (block) x 5 (number
of items)-ANOVA on response accuracies Yyieldedfttiewing results: A significant effect

of the number of items;(4,56) = 91.70g = .55, peorr < .001,n2partia.= .87, which reflects the
expected decrease in accuracy with increasing nuwibiems, all pairwise comparisons
were significant, alFs > 11.43, alps < .01. Additionally, there was a significant effef
block, F(1,14) = 36.39,p < .001, n*paniai= .72, For each set size, participants performed
better in the block with incentives, & > 6.79, alps <.05. There was no interaction,
F(4,56) = 0.63g = .70, Pcor = -59,n2partial = -04.

Table 5.1

Mean Response Accuracies as a Function of BlockNamiber of Items

Number of items

Block 2 3 4 5 6
Baseline condition .965 .936 .865 .803 .760
Incentive condition .983 .959 .905 .835 797

There was a significant increase inn K from Block 1 (mean=3.32) to Block 2
(mean = 3.82)(14) = 3.52p < .01.

To determine whether the observed effect of blobkséline condition vs. incentive

condition) is really an incentive effect and nostjua practice effect, we conducted the
following testing: We separated each block in sldzhks of 100 trials and ran an ANOVA

on the last two sub-blocks of the baseline condli{idlock 1) and the first sub-block of the

incentive condition (Block 2). Practice effects shib lead to an equal and steady
performance improvement from the second to lastotk of Block 1 to the last sub-block

of Block 1 to the first sub-block of Block 2. Howay an incentive effect should lead to the
following result pattern: The last two sub-blocksBlock 1 should not differ in response

accuracies, whereas the accuracies of the firsbkdk of Block 2 should be significantly

higher than those of the last sub-block of Block 1.

As predicted, the last two sub-blocks of the baseliondition did not differ in overall
accuraciest(14) = 0.57p = .58, whereas the last sub-block of the baselamsglition and the
first sub-block of the incentive condition differed the predicted directiort(14) = 2.46,

p < .05. This data pattern clearly indicates thathifock effect on mean accuracies goes back
to the predicted incentive-effects and speaks again interpretation in terms of practice
effects.
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5.3.2 Electrophysiological data

As anticipated, the number of relevant items haddinongest effect on activity measured
over electrodes at posterior recording sites, ealbpeat P3/4, P5/6, P7/8, PO3/4 and PO7/8.
We consequently pooled over these five electrotis.sEffects on CDA amplitudes were
analyzed by an ANOVA on the number of items (4,3, or 6) and block (baseline
condition vs. incentive condition); effects on slpatential amplitudes were analyzed by an
ANOVA on the number of items, block and hemisphécentralateral vs. ipsilateral
hemisphere with respect to the relevant hemifieddth electrophysiological analyses were
based on mean voltage amplitudes averaged oveimbeaevindow from 350 to 700 ms after
onset of the memory array.

First aim of the study: Replication of the CDA and examination of slow potential

patterns in the baseline condition

A 5 (number of items)-ANOVA on CDA amplitude in Rlo1 yielded a significant main
effect, F(4,56) = 8.81,e = .78, peor < .001, rlzpanialz .39, that goes back to a difference
between set sizes two and thrEfl,14) = 28.54p < .001. CDA amplitude did not differ for
the remaining set sizes, &k < 1.98, alps> .18. (see left side of Figure 5.2). This result
constitutes the desired replication of the datdarfel and Machizawa (2004).

As can be seen in Figure 5.3, the number of iteffestad contralateral as well as ipsilateral
slow potential amplitudes, whereby the load efigas more pronounced for contralateral
slow potentials. A 2 (hemisphere) x 5 (number @&mis)-ANOVA on slow potential
amplitudes in Block 1 yielded a significant effeat hemisphereF(1,14) = 6.74,p < .05,
nzpama|: .33, a significant effect of the number iterR$4,56) = 17.95¢ = .50, peorr < .001,
nzpama.= .56, and a significant interactioR(4,56) = 8.81,e = .78, peorr < .001,n2pama|= .39
(see Figure 5.4). Contralateral and ipsilateravgbotential amplitudes did not differ for set
size two,p = .53, but for all remaining set sizes,kdl > 6.93, alps < .05. Contralateral slow
potentials’ amplitude significantly increased freet sizes two to five, whereby all pairwise
contrasts were significant, dis > 5.31, allps < .05. There was no amplitude difference for
set sizes five and si¥(1,14) = 1.07p = .32. For the ipsilateral slow potentials, thesss a
significant increase in amplitude from set sizes tavfour, bothFs > 4.60, botlps < .05; set
sizes four and five differed marginally;(1,14) = 3.03,p = .10, whereas there was no
amplitude difference for set sizes five and $ikl,14) = 0.71p = .41. In sum, there were
load effects for contralateral as well as ipsilaltsiow potential amplitudes.
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Figure 52. Grand averaged CDA relative to the onset ofrtiganmory array at posterior R(
(P3/4, P5/6, P7/8, PO3/4, PO7/8). Colors code thember of items. The baselinendition
is shown on the left, the incentive condition aright

As can be seen in FigL 5.3, there is a posterior positivity starting at abb800 ms ove
contrdateral as well as ipsilateral recording sites,cpding the slow potentials. Tt
posteior positivity shows loa-dependent modulations up to set glz@here it reaches ¢
asymptote. An explotary £ (number of items) x 2 (hemisphe®NOVA on the amplitude
of this posterior positity in Block 1 in the time window from 20R6C ms after onset of the
memory array confirmed a significantfect of the number of itemsF(4,56) = 14.71,
€ = .43, Peorr < .OOl,nzpartiau: .51 Neither the effect of hemisphere nor the intéoactvas
significant, F(1,14) =2.60, p = .13, nzpar’(iaI: .16, andF(4,56) =1.72, € = .59, peorr = .19,
nzpama|: .11, respectively. Amplitudes creased with load up to set size four, t
Fs > 12.79, botlps <.01, but did not differ between four, five and gams, allFs < 1.65,
all ps > .21.
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Figure 5.3. Grand averaged contralateral (left) amgsilateral (right) slow potentials
relative to the onset of the memory array at thetgor ROI (P3/4, P5/6, P7/8, PO3/4,
PO7/8). Colors code the number of items. The haseondition is shown in the upper and

the incentive condition in the lower part of thgufie.
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Figure 5.4. Contralateral and ipsilateral slow pat&ls as a function of the number of items
in Block 1. The displayed 95%-confidence intenaais based on the hemisphere x number
of items-interaction.
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Second aim of the study: Incentive effects

The slow potentials as a function of the numbéteshs, block and hemisphere are shown in
Figure 5.3. As can be seen in Figure 5.5, theraniseffect of block; contralateral and
ipsilateral slow potential amplitudes are highetha incentive condition as compared to the
baseline condition. This block effect is strongestthree and four items. A 5 (number of
items) x 2 (block) x 2 (hemisphere)-ANOVA on medmwspotential amplitudes revealed a
significant effect of number of item§;(4,56) = 30.36¢ = .43, Peorr < .OOl,nzpamm: .68, a
significant effect of block,F(1,14) = 5.61,p < .05, nzpartia|= .29, a significant effect of
hemisphere,F(1,14) = 6.05,p < .05, nzpartia|= .30, and a significant interaction between
hemisphere and number of itenf§(4,56) = 9.97, = .58, peor < .001, r]2partia|: 42. The
three-way interaction was not significa(4,56) = 1.62,e = .61, peorr = .21, nzpartialz .10.
The main effect of number of items as well as thieraction between hemisphere and
number of items are already reported above for IBlbconly and did not considerably
change when analyzing data from both blocks. Weseguently do not report them again.
Concerning the block effect, there was no increfaem Block 1 to Block 2 in slow
potentials’ amplitude for set size tw#(1,14) = 0.21,p=.65, a marginally significant
increase for set size thrdg(1,14) = 2.43p = .14, a significant increase for set size fout an
five, F(1,14) = 4.59,p = .05 andF(1,14) = 13.24,p < .01, respectively, and a marginally
significant increase for set size si1,14) = 2.24p = .16. This result pattern explains the
marginally significant interaction between blockdanumber of itemsF(4,56) = 2.07,

€ = .81, peorr = .11, nzpama|= .13. In sum, slow potential amplitude signifitgnincreased
from Block 1 to Block 2 for set sizes four and fivadicating the hypothesized incentive
effect at set sizes around capacity limits.
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Figure 5.5. Contralateral and ipsilateral slow pat&ls as a function of block and the
number of items. The displayed 95%-confidence vatsrare based on the main effect of
block

That the session effect is equally pronounced totralateral as well as ipsilateral slow
potentials explains why there is no session effecthe CDA. A 5 (number of items)
x 2 (block)-ANOVA on mean CDA amplitudes yieldeaignificant main effect of number
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of items, F(4,56) = 9.97, € = .58, peor < .001, npana= .42, but no effect of block,
F(1,14)=1.01p= .33,n2pama|: .07, and no interaction between number of itants block,
F(4,56) = 1.62,e = .61, peor = .21, rlzpartia|= .10 (see Figures 5.2 and 5.6). Crucially, the
incentive effect observed in the behavioral data mat mirrored by an incentive effect on
CDA amplitudes. The effect of the number of itermsaiready reported above for Block 1
only and goes back to a significant increase inldéndge between two and three items only,
F(1,14) = 3.58p < .001; for all other numbers of items, &f < 0.50, alps > .49.
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Figure 5.6. CDA as a function of block and numbieitems. The displayed 95%-confidence
intervals are based on the main effect of block

In the baseline condition, we found no correlatiogtween K.x and the increase in
amplitude from three to four items for either CDAstow potentials, alls < .32, allps > 24.
In the incentive condition, in contrast, there v@asignificant correlation between,l and
the increase from three to four items in contraldtas well as ipsilateral slow potential
amplitudes,r = .65, p<.01,r =.57, p < .05, respectively, but not for the CDA= .03,
p=.92.

5.4 Discussion

One main aim of this study was to evaluate thedéiteed change detection design and the
associated electrophysiological components—postesiow potentials and CDA—uwith
respect to their suitability for the dissertatiaijpct. We aimed to replicate a CDA, whose
amplitude is sensitive to manipulations of visuaWbad. We were also interested in the
behavior of posterior slow potential activity, &gy constitute the building block of the
CDA.

Indeed, we observed a CDA with amplitude modulatias a function of the number of
items within limits of behavioral K, The amplitude of the CDA reached its asymptote at
set size three, that is close to meapmean K. = 3.3). This result is in line with the data
of Vogel & Machizawa (2004), where the CDA ampleuaso increased up to set size three,
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where it reached its asymptote. Furthermore, aonged of contralateral as well as ipsilateral
posterior slow potentials were sensitive to memoad, whereby the load effect was more
pronounced for contralateral slow potentials aspamed to their ipsilateral counterparts.

In an exploratory analysis on a posterior positi\starting about 200 ms after onset of
memory array we made a serendipitous observatiom amplitude of the posterior positivity

was a function of set size until it reached an gspbe for four items. The observed
asymptotic trend in amplitude for more than fouwmis is in line with observations that
humans can hold only four items at once in the oot attention (cf., Cowan, 2001;

Pylyshyn, 2001; Scholl, 2009). Maybe this compormefiects attentional allocation towards
the items that might underlie the creation of objfdes for the presented items for their
subsequent maintenance in visual WM. An analysishentraining data in Chapter 13 will

shed further light on this component and we wilréfore continue the discussion there.

Our second aim was to investigate the plasticityisdial working memory efficiency via an
incentive manipulation. The two related questiomsenfirstly, if visual WM in general and
the lateralized change detection design in pa#icigl sensitive to an incentive manipulation.
As already reported above, there are inconsistemess experiments as to whether reward
anticipation can improve WM functioning. And sechindve wanted to figure out if possible
behavioral improvements are reflected in the corepts of interest, the posterior slow
potentials and the CDA.

Participants’ mean response accuracies increasddr uncentives as compared to the
baseline condition. Furthermore, meap.K the mean capacity limit of our participants,
increased in the incentive condition, indicatingttiparticipants maintained more feature
information as compared to the baseline conditis.predicted, we observed a sudden
performance improvement from Block 1 (the basetinadition) to Block 2 (the incentive

condition), but not within a comparable intervathim Block 1. This data pattern confirms
clear incentive effects, as practice effects sheblulv up smoother.

This increased memory performance was hypothesipedbe reflected in the CDA.

Remarkably, CDA amplitude did not increase undeeitives. What can we conclude from
this result pattern? Participants were able to lchemory significantly more information

but without a respective increase in CDA amplitudedook on the amplitude pattern of
contralateral and ipsilateral slow potentials eixahe missing incentive effect in the CDA.
Incentive effects emerge completely bilateral, dguaronounced for the contralateral as
well as ipsilateral slow potentials, and hence emenpletely subtracted out for CDA
amplitudes.

Let us have a closer look on the incentive efféctthe slow potentials. As slow potentials

mirror cognitive effort (Rosler et al., 1997) arffioe should increase under incentives, we
predicted that slow potential amplitude should éase. This is exactly what we observed.
However, in the introduction, we discussed two fidsgprocesses that might be reflected by
the slow potentials. Firstly, participants mightvlabetter concentrated on the task and
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avoided inattentiveness. These effort effects shosthow up bilaterally. Secondly,
participants might maintain more feature informatimder incentives. Vogel and colleagues
(e.g., McCollough et al., 2007; Vogel & Machizaw2)04) showed that maintenance
processes emerge—at least in part—Ilateralized énldkeralized change detection task.
Therefore, an increase in maintained feature indtion was hypothesized to show up
lateralized; it should be more pronounced in cdateaal slow potentials as compared to
ipsilateral slow potentials (and should hence em@érghe CDA) However, as discussed, we
observed an equally pronounced incentive effectfutralateral as well as ipsilateral slow
potentials. Does consequently the incentive effectthe slow potentials only mirror
increased task-general processes as effort anthaiotenance processes? We do not believe
so. We observed an increase ipindicating that more item information is retainawier
incentives. We hypothesized that maintenance shbeldoosted especially for set sizes
around capacity limit, that means for these setssmore feature information should be held
in visual WM. Interestingly, incentive effects ihet slow potentials were restricted to set
sizes four and five, exactly those set sizes fackvive expected incentive effects to mirror
truly increased maintenance processes. This cotstitsuggestive evidence for the
assumption that this effect is not only due to eased effort or arousal but might mirror
WM maintenance processes.

Furthermore, bilateral slow potential amplitudes aensitive to individual capacity
limitations in the incentive condition. Under inters, participants with higher memory
capacity had a higher increase in amplitude frotrsge three to four, indicating that they
have a larger amount of cognitive resources lefttfe processing of four items as compared
to low capacity participants. This is reflected ancorrelation between the increase in
contralateral as well as ipsilateral slow potensiaiplitudes from three to four items and
Kmax This correlation constitutes a further indicatior the strong coupling of slow
potential activity and visual WM performance unadeentives.

To sum up, participants perform better under ingestand increase theirJ; that means
they increase the amount of maintained informatfidns effect is mirrored in bilateral slow
potential amplitude. Although we cannot clearly sdiciate effort processes from
maintenance processes, the slow potentials mimacegses that go hand in hand with a
better visual WM capacity under incentives. Contrahe CDA is not sensitive for these
improvements in visual WM maintenance.

We can conclude that the paradigm is well suited &m0l for mirroring plasticity in visual
WM. In contrast to the CDA, the slow potentials moied plasticity effects. Therefore, we
argue that additionally to the CDA, the slow poiast constitute a valuable measure of
visual WM maintenance processes and should notlmnlyonsidered a building block of the
CDA. They might be the more sensitive measure flastity effects of visual WM
functioning.
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6 Experiment 2: What does Ipsilateral Delay
Activity Reflect? Inferences from Slow
Potentials in a Lateralized Visual Working
Memory Task'

6.1 Introduction

Experiment 1 delivered several indications that m@aiance activity in the lateralized
change detection task might—at least in parts—eenbilgterally. In other words, ipsilateral
delay activity might also mirror maintenance praess This would challenge the logic of
the contralateral control method (see Chapter 3} th employed to extract the CDA.
According to this logic, ipsilateral delay activitgflects only task-general processes; the
process of interest—the maintenance process—irasinis purportedly reflected only by
the contralateral delay activity.

In line with the load-dependent ipsilateral delayivdty in Experiment 1, other researchers
also reported load-dependent ipsilateral delayisgtin the retention period of a lateralized
change detection task (Robitaille et al., 2009)cdBise the observed bilateral activity is
disguised when only the CDA is considered, Roléagk al. (2009) caution not simply to
use the ipsilateral activity as a means to corfplunspecific contralateral activity. They
assume that both lateralized activity and bilatexetivity are related to the process of
maintaining information in visual WM. As the standlalateralized change detection

This chapter is an adapted version of Arend anch#®m(2011). Copyright © 2012 by The MIT Press. Adapt
with permission.
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paradigm was employed, the number of items in ¢fevant hemifield was always identical
to the number of items in the irrelevant hemifieldat is, their numbers were perfectly
correlated. Therefore, it cannot be decided wheihstateral neural activity that covaries
with memory load is caused by the relevant or enreht items. We now describe the two
possible explanations in detail.

One possibility is that the relevant items mightgdrecessed bilaterally due to advantages
that might arise from processing information intbbemispheres over processing in only
one hemisphere. Umemoto, Drew, Ester and Awh (20&pdrted abilateral advantage
effect for storage of information in visual WM. tifie visual input was provided in both
hemifields, participants’ visual WM performance wasind to be better than if the same
visual input was presented unilaterally. In thedalized change detection design, to use both
hemispheres, that is, to transfer the informatiomf the contralateral to the ipsilateral
hemisphere, might also improve the processing ®@fé¢tevant items. Gratton and colleagues
(Gratton, Corballis & Jain, 1997; Shin, Fabiani &@on, 2006) examined the hemispheric
organization of visual memory. Similar to the lalemed change detection task, stimuli were
initially presented lateralized. Critically, howeyehe test array was presented centrally.
Despite the central presentation of the test attegy,amplitude difference between old and
new items of ERPs measured during the test intemere larger over the hemisphere
contralateral to the hemifield of initial encodiag compared to the ipsilateral hemisphere.
This finding indicates that information was stored both hemispheres, but with a
contralateral bias. These distinct yet convergimgd of research indicate that bilateral
processing of to be remembered information mightéme cases be beneficial for task
performance.

The second possibility is that, irrelevant itemsahithe underlying neural network received
as perceptual input might cause neural activityr tive hemisphere ipsilateral to the relevant
hemifield. It is well established that under someaditions irrelevant, to be ignored stimuli
are processed to a certain extent (Erikson & Ernkd4®74), even when they are presented
rather far away from the relevant stimuli (GattiEyeth, 1978). However, in line with the
well examined selective attention effect in permept(e.g., Moran & Desimone, 1985;
Hopfinger, Luck & Hillyard, 2004; Hillyard, Vogel &uck, 1998), attention might amplify
processing of the relevant items. Allocation ofation towards a certain location might
increase the number of neurons that process tinellstt that location (Bundesen, Habekost
& Kyllingsbaek, 2005). This might lead to both, emhancement in processing and a higher
cortical activation level. Concerning the lateratiz change detection paradigm, the
contralateral slow potentials should show a higbaed dependent activation level than the
ipsilateral slow potentials.

As previously mentioned, within the lateralized mf@ detection task, it is impossible to
unravel the effects of the amount of items preskrnitethe relevant and the irrelevant
hemifield, because their numbers are typically idah We orthogonally varied the number
of items in both hemifields, in order to examine #iffect of the number of relevant items
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independently of the effect of the number of irvelet items and vice versa. This allows us
to determine how processing of the relevant and ithedevant items influences the
amplitudes of slow potentials over the contraldtenal ipsilateral hemisphere, respectively.

Slow potentials contralateral to the relevant heufshould increase with the number of
relevant items, because these slow potentials @rposed to reflect the maintenance of
items in visual WM. This prediction is in line witkarlier research on the lateralized change
detection task, as reviewed above (Klaver et 8091 Vogel & Machizawa, 2004, Robitaille
et al., 2009). In comparison to contralateral sfmentials, the behavior of slow potentials
ipsilateral to the relevant hemifield is less weiderstood.

(1) If irrelevant items are completely filtered oamd relevant items are only processed
laterally, the slow potentials over the hemisphipsilateral to the relevant hemifield are

neither influenced by the relevant nor the irreteviéems, and their amplitude should be of
equal size in all conditions.

(2) Alternatively, relevant items might be procebkdalaterally. In this case, both the
amplitudes of the contralateral and ipsilateralsjamotentials would be a function of the
number of relevant items. However, the contraldteesnisphere receives the visual input
first and might therefore hold a more distinct ohanced representation. As a consequence,
the number of relevant items might influence theplitode of slow potentials over the
contralateral hemisphere more strongly than oweighilateral one.

According to hypotheses (1) and (2) irrelevant geane completely filtered out of visual
WM meaning that the number of irrelevant items $thawt influence the amplitude of the
slow potentials.

(3) If irrelevant items are not filtered out bubpessed to a certain degree, the amplitude of
slow potentials over the hemisphere ipsilaterahtorelevant hemifield should increase with
the number of irrelevant items. However, becausentaon is focused on the relevant
hemifield, processing of relevant items should bbasced and therefore cause a stronger
amplitude modulation in slow potentials measuredrawe contralateral hemisphere than
processing of irrelevant items causes in slow gatisnover the ipsilateral hemisphere.

In all three activation patterns as described aptheeamplitude modulations of the slow po-
tentials ipsilateral to the relevant hemifield arther weaker than those of the contralateral
slow potentials or even absent. In all cases, there subtracting ipsilateral from
contralateral slow potentials always results iregative-going difference wave (the CDA),
the amplitude of which is a function of the numiémrelevant items. However, the three
hypotheses lead to different implications concegriime interpretation of the CDA. (1) If
only contralateral effects of the number of reldvitems are observed, the CDA is
influenced only by processing of relevant items. I{2psilateral effects of the number of
relevant items are also observed, the CDA refldasdegree of lateralization of processing
of relevant items. (3) In the case that the ipsilgtpotentials show effects due to processing
of the irrelevant items, the CDA reflects the antoofnprocessing bias towards the attended
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hemifield. Crucially, the CDA does not differengabetween these three predictions.
However we can test these assumptions againstaheh by analyzing contralateral and
ipsilateral slow potentials.

6.2 Methods

6.2.1 Participants

Sixteen students of Saarland University (one lafided, mean age: 22.4 years, range: 20-
25, 8 female) participated in this experiment. pdirticipants had normal or corrected-to-
normal vision. One participant had to be excludedhffurther analysis because of excessive
EEG artifacts. Participants were paid 8€ per hdyagticipation.

6.2.2 Stimuli

Stimuli were seven colored squares (red, blue,grgellow, black, white, purple) with a
size of 0.65° x 0.65° and were presented agaigshyabackground. The stimuli appeared in
two rectangular regions (4° x 7.3° each) that woenetered 3° to the right and to the left of
the center of the screen.

6.2.3 Design and procedure

Participants performed a lateralized change detectask (see Figure 6.1). Before the
presentation of the memory array, an arrow waseptesl for 200 ms. This arrow indicated
which of the two hemifields was relevant and consedjy had to be remembered. In 50%
of the trials, the arrow pointed to the left, ire ttemaining 50% of the trials it pointed to the
right. Between the presentation of the arrow arel rtftemory array a blank screen (only
containing the fixation cross) was presented fof-200 ms (randomly) to prevent a
systematic timing between processing the arrow pmdessing the memory array. The
memory array was presented for 100 ms and considtégto rectangular regions, one in
each hemifield. In each of these regions, one teetltolored squares were presented.
Participants were instructed that the best metboghtode the stimuli was to fixate on the
central fixation cross and covertly move their @iien to the side indicated by the arrow.
The retention interval lasted 900 ms. In 50% ofttieds one of the squares in the relevant
hemifield changed its color from memory to tesagyrin the other half of trials all colors
remained the same. Participants had to press gntokadicate a color change and another
key when no color had changed. The assignment gk Ke response class was
counterbalanced across participants. The test dastgd 2000 ms longest, but was termi-
nated with participants’ key press. The numberetdvant, to be remembered, items and the
number of irrelevant items were varied orthogonbiyween one and three. This resulted in
900 trials, 100 for each number of relevant x nunabérrelevant items-condition.
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Figure 6.1. Schematic illustration of the task pdare in Experiment 2.

Within the rectangular regions, item positions wageat random with the limitation that the
minimal distance between the centers of each paiems was at least 2°. Within one trial,
colors were randomly chosen with the constraint @hspecific color could appear only once
within one hemifield. Participants were seated distance of 70 cm from the monitor.

6.2.4 EEG recording and analysis

The experiment was run in a sound- and electrontagdig shielded chamber. EEG activity
was recorded continuously from 28 Ag/AgCI electmdEasy Cap, Falk Minow Services,
Germany) arranged according to the extended iriena 10-20 system. We recorded at
parietal and occipital electrode sites: CPz, CPR24,GCP6, TP8, Pz, P2, P4, P6, P8, POz,
PO4, POS8, Oz, 02 (and left sides respectively).eldamces were kept below at leastQ0k
for EOG-electrodes and &kfor the other electrodes. Signals were amplifigthvan AC
coupled amplifier (Brain Amps, Brain Products, Mthji, sampling rate was 1000 Hz with a
250 Hz analog low-pass filter and a time constérit0os. A left mastoid reference was used
during recording and signals were re-referencelinefto the averaged mastoids. Vertical
and horizontal ocular artifacts were monitored byrfocular electrodes (above and below
the right eye and at the outer canthi of both egesl) corrected according to Gratton, Coles
and Donchin (1983). If the number of blinks was Bm® correction was applied but the
blink-contaminated trials were excluded.

ERPs were extracted by stimulus-locked signal ajegafrom -200 to 1000 ms relative to
the onset of the memory array for each number lefvamt items x number of irrelevant
items-cell. Data were baseline-corrected with resfiethe 200 ms pre-stimulus interval and
digitally low pass filtered at 20 Hz. Epochs coniag artifacts were excluded from further
analysis. Analysis was based only on trials withrext responses. Data were averaged over
matches and nonmatches, because we were inteiastieel retention interval, a period in
which these two types of trials are not yet disarable for the subjects and so processing is
the same.

We calculated contralateral and ipsilateral sloweptals as well as the CDA as described in
Experiment 1 (Chapter 5.2.4).
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6.3 Results

All data were analyzed by analysis of variance (AM(Q and if applicable corrected for
non-sphericity using the Greenhouse-Geisser-caore¢tGreenhouse & Geisser, 1959). If
the correction was adopted, we report Greenhouses@eepsilonse] and correcteg-
values peor) together with the origindt-values and original degrees of freedom. Effects an
interactions were further decomposed by nested AN®¥nd testing of polynomial trends
and contrasts. In all graphs, 95%-confidence imatenare calculated according to the
procedure described by Jarmasz and Hollands (20@®jare based on the error term of the
respective effect of interest. We corrected thécatit-values’ dfs appropriately iks were
too low, as suggested by Loftus and Masson (199#5.effects on which the confidence in-
tervals are based on can be found below each figure

6.3.1 Behavioral data

Mean performance accuracy for all conditions iswahan Table 6.1. Performance declined
with increasing number of relevant items. ArBifiber of relevant itefis 3 (iumber of
irrelevant itemyANOVA on mean accuracies confirmed a significaffect of number of
relevant itemsf(2,28) = 23.22 = .63, Peorr < .OOl,anamaF .62, indicating a decrease in
accuracy with higher memory load. There was nocefd number of irrelevant items nor an
interaction of number of irrelevant by number ofewant items,F(2,28) = 1.33,c = .94,
Peorr = -28,1 partial = -09, and~(4,56) = 1.84¢ = .75, Peor = -16,0pariar = -12, respectively. All
levels of the factor number of relevant items ddfé significantly from each other
(all ps < .05).

Table 6.1

Mean Accuracies as a Function of the Number of \Releand the Number of Irrelevant
ltems.

Number of Number of relevant items
irrelevant
items 1 2 3
1 .965 941 .923
2 961 .966 .924
3 .964 .952 921

6.3.2 Electrophysiological data

Analyses were based on mean voltage amplitudeageerover the time window from 350
to 700 ms after the onset of the memory array.

As anticipated, the number of relevant items haddinongest effect on activity measured
over electrodes at posterior recording sites, éalheat P3/4, P5/6, P7/8, PO3/4 and PO7/8.
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We consequently pooled over these five electrotkes sseparately for contralateral and
ipsilateral activity and for the CDA.

Effects of the number of relevant and irrelevaatris were analyzed for contralateral slow
potentials, ipsilateral slow potentials and the C&gparately by three 3 (number of relevant
items) x 3 (number of irrelevant items)-ANOVAs.

The contralateral slow potentials are shown in Fadu2. A 3 (number of relevant items) x
3 (number of irrelevant items)-ANOVA on the meanpéimde of slow potentials over the
hemisphere contralateral to the relevant hemifieldealed a main effect of number of
relevant items, F(2,28) = 26.45, € = .65, peorr < .001, nzpartia|= .65, and a significant
interaction of number of relevant items by numbérircelevant items,F(4,56) = 5.12,

€ = .84,peorr < .Ol.nzpartiau: .27. A clear linear increase in the slow potdstinegativity as a
function of the number of relevant items is evidemtFigure 6.3. As can be seen in
Figure 6.3, this increase is absent for the nundb@mrelevant items. Linear trend analyses
confirmed this picture: contralateral slow potelstiahowed a significant linear trend for
number of relevant itemd;(1,14) = 31.16,p<.001 but no linear trend for number of
irrelevant itemsF(1,14) = 0.43p = .52. Deconstructing the interaction, when onlg oale-
vant item is presented there was an effect of thmber of irrelevant itembs(2,28) = 5.68,

€ = .85, Pcor < .05,n2pama|: .29, namely the slow potential amplitude for amelevant item
was significantly more positive than for two or fibree irrelevant itemd;(1,14) = 5.02,
p<.05 andF(1,14) = 7.88,p < .05, respectively. Amplitudes were not influendey the
number of irrelevant items for two and three refgvitems, F(2,28) =2.45,¢ = .86,
Peorr = .11:n2pania|= .15 and~(2,28) = 0.01p = .99,n2pama|< .01, respectively.
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Figure 6.2. Grand averaged contralateral slow paigls relative to the onset of the memory
array at posterior ROl (P3/4, P5/6, P7/8, PO3/4, AB). Colors code the number of
relevant items (red, one relevant item; green, talevant items; blue, three relevant items)
and line thickness codes the number of irreleveamhs (thick, one irrelevant item; middle,
two irrelevant items; thin, three irrelevant items)
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Figure 6.3. Contralateral slow potentials as a ftion of the number of relevant and
irrelevant items averaged 350-700 ms after onsememory array. The displayed 95%-
confidence intervals are based on the interactietween number of relevant and irrelevant

items.
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Figure 6.4. Grand averaged ipsilateral slow potaftirelative to the onset of the memory
array at posterior ROl (P3/4, P5/6, P7/8, PO3/4, FB). Colors code the number of
relevant items (red, one relevant item; green, talevant items; blue, three relevant items)
and line thickness codes the number of irreleviams (thick, one irrelevant item; middle,
two irrelevant items; thin, three irrelevant items)
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Figure 6.5. Ipsilateral slow potentials as a fulctiof the number of relevant and irrelevant
items averaged 350-700 ms after onset of memormgyaiThe displayed 95%-confidence
intervals are based on the interaction between rerbrelevant and irrelevant items.
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A 3 (number of relevant items) x 3 (number of iergnt items)-ANOVA on mean
amplitudes of slow potentials over the hemisph@sldteral to the relevant items (see
Figure 6.4 and 6.5) yielded a significant interactfor number of relevant items by number
of irrelevant items onlyi-(4,56) = 7.32¢ = .75, Pcorr < .OOl,nzpama.z .34. Notably, there was
no main effect for the number of relevant itentg2,28) = 0.71,& = .86, pPeorr = .48,
nzpamaF .05. Deconstructing the interaction, when ontg eelevant item was presented, the
number of irrelevant items modulated the amplitofleslow potentials over the ipsilateral
hemisphereF(2,28) = 13.89p < .OOl,nzpamaF .50. This effect was due to slow potential
amplitudes for one irrelevant item being more niegahan those for two or three irrelevant
items, F(1,14) = 12.51p< .01 andF(1,14) = 26.56p < .001, respectively. This ipsilateral
amplitude modulation was absent when two or threlevant items were presented,
F(2,28) = 0.18,& = .89, Peor = -81, Nariar = .01 andF(2,28) = 0.08,p = .92, 1%pariar = -006,
respectively.

The mean amplitude of the CDA as a function ofrthmber of relevant and irrelevant items
is shown in Figure 6.6. As can be seen from Figuethe CDA is clearly modulated by the
number of relevant items; its amplitude becomesenmagative with higher memory load.
To estimate the effects of the number of relevard arelevant items we computed a
3 (number of relevant items) x 3 (number of irraletvitems)-ANOVA. The main effect of
number of relevant itemd;(2,28) = 33.97,& = .65, Peor < .001, nzpamaﬂ: .71, reflects the
increasing negativity of CDA amplitude with increéas number of relevant items. Linear
trend analysis confirmed this pictur§(1,14) = 40.03p < .001. Furthermore, a main effect
of number of irrelevant items;(2,28) = 3.68¢ = .98, pPeorr < .05,n2pama|= .21, was present.
CDA amplitude was more negative for one irrelevai@in as compared to two or three
irrelevant itemsF(1,14) = 5.71p < .05 andF(1,14) = 5.94p < .05, respectively

As was expected based on the results of the asabfdbe contralateral and ipsilateral slow
potentials, a 2 (two vs. three relevant items) ¢niBnber of irrelevant items)-ANOVA
revealed an effect of the number of relevant iteomdy, F(1,14)=27.29,p < .001,
nzpamaF .66. CDA amplitude was more negative for thrempared to two relevant items. In
contrast, an effect of the number of irrelevantmgeand an interaction were absent,
F(2,28) = 1.33p = .28,npariar = .09 andF(2,28) = 0.38p = .69,1%paria = .03, respectively.

2 The CDA amplitude is more negative for one irrefehitem compared to two or three irrelevant itemtheee
out of five electrodes only (P3/4, PO3/4, PO7/&y. the other two electrodes (P5/6, P7/8), thereigffect for
the irrelevant items on CDA amplitude. In contrast,five electrodes show clear effects for the nembf
relevant items.
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Figure 6.6. Grand averaged difference wave (CDAatree to the onset of the memory
array at posterior ROl (P3/4, P5/6, P7/8, PO3/4, AB). Colors code the number of
relevant items (red, one relevant item; green, talevant items; blue, three relevant items)
and line thickness codes the number of irreleviamhs (thick, one irrelevant item; middle,
two irrelevant items; thin, three irrelevant items)

6.4 Discussion

The amplitude of posterior slow potentials, meaduhering the retention interval of change

detection tasks, is sensitive to the amount of ggsed items. We exploited this fact to find
out, whether in addition to contralateral activiggso ipsilateral delay activity occurs in a

lateralized change detection task, and if so, wdrettreflects processing of the relevant or
the irrelevant items. An influence of the amounitems on ipsilateral slow potentials was

observed earlier (Robitaille et al., 2009). Howewerateralized change detection tasks the
numbers of items in the relevant and irrelevant ifields are usually the same. Therefore,
the variation of the number of relevant or of thember of irrelevant items might have

caused these amplitude modulations. By independerhipulating both numbers we were

able to separately examine the influence of releead irrelevant items on slow potentials

over the contra- and ipsilateral hemispheres.

In line with earlier studies (Klaver et al., 1998pgel & Machizawa, 2004; McCollough,
2007; Robitaille & Jolicoeur, 2006; Robitaille dt,&2009), during the retention interval,
contralateral slow potentials as well as the CDAenmodulated by the number of relevant
items. Notably, in the present study the amplitatiéhe ipsilateral slow potentials was not
modulated by the number of relevant items. Thidgpatof data suggests a completely
lateralized memory effect for the relevant items.
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In contrast to the strong electrophysiological effef the number of relevant items, the
number of irrelevant items had no effect on sloweptals. One exception is the condition
in which only one item was to be remembered whidhbe discussed shortly. The absent
effect of the number of irrelevant items suggebt,tas instructed, participants ignored
irrelevant items and focused on the relevant hetdifiConsequently, irrelevant items were
filtered out and did not enter visual WM. Indeeatthe lateralized change detection task the
specific filtering mechanism might be the allocatiof attention towards the relevant
hemifield. Accordingly, Hillyard et al. (1998) assa that selective attention biases the
strength of a perceptual representation. Bundesah @005) theorize that more processing
resources are available for objects that have dartggher attentional weight. Consequently
these objects are more likely to be encoded insmali WM. This is similar to Awh'’s
hypothesis that attention works as a rehearsal amstm in working memory (Awh &
Jonides, 2001). When more than one item had torbeepsed in the present study, par-
ticipants appear to have efficiently directed dttemntowards the relevant hemifield and
biased processing in favor of the relevant items.

There was one important exception where the nurnbétrelevant items had an impact.
When only one relevant item had to be processedhhserved amplitude modulations due
to the number of irrelevant items over the hemisplipsilateral to the relevant hemifield,
that is, over the hemisphere that received thesesit This suggests that, in this condition,
irrelevant items were not filtered out, but weregassed to some extent. Critically, this
effect cannot be explained by increased effortask tdifficulty, because the amplitude of
ipsilateral slow potentials should depend on thewm of relevant items, if this were the
case. Obviously, when only one item is memorizeeimary load is far from at its capacity
limit. In this case, all information seems to begassed without filtering out of irrelevant
information. The processing of irrelevant informatimight also cause the effect of the
amount of irrelevant items on the slow potentialstralateral to the relevant hemifield when
only one item has to be memorized because theatl@itapacity is shared between relevant
and irrelevant information.

From the results discussed in the two precedingguaphs, it would appear that irrelevant
items are processed when only one relevant itepneisent but are filtered out when visual
WM load is higher. These results are in line withe atheory forwarded by Lavie and

colleagues (e.g., Lavie, 2005; Lavie, Hirst, De kest & Viding, 2004). They assume that
when perceptual load is low, capacity that is needed for the processing of relevant
information automatically and involuntary spillsesvto the irrelevant stimuli. In contrast,

when perceptual load is high, selective attentieduces distractor perception. In the
lateralized change detection task, capacity mitgat imvoluntarily spill over to the irrelevant

hemifield when one relevant item is shown. With enoelevant items on the other hand
selective attention might suppress this spreadpécity.

Our design, the orthogonal variation of the nunmdifdtems in both hemifields, required the
creation of a display which was unbalanced in geted terms. If perceptual effects on slow
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potential activity had been present, this aspecbwf design would have allowed for an
alternative interpretation of our results; then #ffects of the number of items might have
been driven by perceptual instead of mnemonic psE® However, from our data we can
exclude this alternative. There were no effecthefnumber of irrelevant items when two or
three relevant items were presented, although perakeffects, if existent, should have
been present in all conditions.

Several authors discuss changes in ipsilateral gotential activity near the end of the
retention interval (Robitaille et al., 2010; McQulgh et al., 2007). A close look on
Figure 6.4 reveals a modulation of the ipsilatetalv potentials as a function of the number
of relevant items in the last section of the ratemtnterval. However, in contrast to all
memory-related effects in our study and in contitastall earlier research on memory
processes during the lateralized change detectsk, tthe ipsilateral slow potentials’
amplitude becomes more positive with increasing lmemof relevant items. Given this
pattern, it is rather improbable that the amplitottedulation of ipsilateral slow potentials in
this late time window is related to the processnudintaining items in visual WM.
McCollough et al. (2007) discuss an increase iilafesal activity at the end of the retention
interval as an anticipation process for the upcgmest array. Also the late ipsilateral ac-
tivity observed in the present study might be eadatio an anticipation of the test array. As
these late effects seem not to reflect memory psE= they do not affect our interpretation
of the earlier memory-related effects. Further aede is necessary in order to understand
these late processes and their contribution tocaessful handling of the change detection
task.

The present study leads to three important coratgsi(1) Variation of the number of
relevant items caused amplitude modulations over iemisphere contralateral to the
relevant hemifield only. This suggests a complaterhlized processing of relevant items.
Amplitude modulations ipsilateral to the relevargniifield are exclusively caused by
irrelevant items. (2) The amplitude of slow potalsti measured over the hemisphere
ipsilateral to the relevant hemifield was influeddsy the number of irrelevant items when
visual WM load was low, indicating that irrelevatems are not filtered out in this case.
This might come about somewhat passively when tiomm-up capturing of attention by
the onset of irrelevant stimuli is not preventedcontrast, the number of irrelevant items did
not influence slow potential amplitude when thedlamas high, indicating that irrelevant
items were completely filtered out. Voluntary alidion of attention might work as a filter
mechanism when visual WM load is high. (3) For asting the CDA, these ipsilateral slow
potentials are subtracted from contralateral o@es.findings for ipsilateral slow potentials
therefore suggest, that, when memory load is highCDA amplitude is only influenced by
the number of relevant items; when only one itesmtoebe remembered, the CDA amplitude
is also influenced by the number of irrelevant ge@onsequently, the CDA amplitudes for
low and high memory load might not be directly camgble, because they might reflect only
partially overlapping processes. However, accortiingur data, this problem does not apply
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to memory loads above one item, because in thess ¢he CDA purely reflects processing
of relevant items.

In the lateralized change detection task, onlyitiuas in the relevant hemifield have to be
maintained whereas the items in the irrelevant fieltiihave to be ignored. In the current
experiment we observed that participants were &bféter out these irrelevant items when
necessary. Another approach to investigate setectiechanisms is to present irrelevant
items also within the relevant hemifield. The inigation of this latter type of filtering will
be the focus of the next part of this work.
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Part 3

Plasticity of Selection Mechanisms in
Visual Working Memory

7 Selection Mechanisms in Visual Working
Memory

Humans are permanently confronted with a massowe @f incoming information. Most of
this information is irrelevant for their currentads. Fortunately, they can to a certain degree
ignore irrelevant information and focus their atiem on specific activities, as for example
reading books in public swimming pools, drivingsan busy roads or talking to friends in
noisy restaurants. The ability to extract relevimfidbrmation is also crucial for storage of
information in visual working memory. It is possbto exert some control over which
information to select and which information to igapwith selection mechanisms that
regulate access to visual WM. Well working selattimechanisms enhance visual WM
efficiency. When persons are able to filter irr@levinformation out, their limited WM ca-
pacity is reserved for relevant information onlyr@ary, if irrelevant information is stored
in visual WM, that means if the selection mechasismork inefficient, then the available
capacity is spent for relevant as well as irreléviaformation. As selection mechanisms
constitute such a crucial factor in visual WM, vet sut to investigate whether they can be
improved.
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7.1 The Investigation of Selection Mechanisms in Visual Working
Memory via the Lateralized Change Detection Task

With the aid of the lateralized change detectiosktat is also possible to measure
participants’ filter ability. For this purpose, iaddition to the to-be-remembered items
(targety, irrelevant itemsdistractorg are added to the memory and test array. Partitspa
are told how to distinguish the targets from thstrectors; for example, targets can be
spatially cued or can differ in shape from the rdisiors (e.g., Vogel et al., 2005).
Participants’ task is to remember the targets anlg to ignore the distractors. With the aid
of accuracy data as well as the here investigdeadrephysiological measures, the posterior
slow potentials and the CDA, one can measure homyritams are actually held in visual
WM. Consequently, one can infer how efficiently ttlistractors are filtered out (Vogel et
al., 2005; Fukuda & Vogel, 2009). Employing tltéderalized change detection task with
distractorsand measuring CDA amplitude as the dependentblari&/ogel et al. (2005)
showed that the efficiency of selection mechanisarged substantially across individuals.
To show this, they employed a design with (a) tangets and (b) four targets and (c) two
targets together with two to be inhibited distrasida) and (b) constitugure-target trials

(c) adistractor-present trial The objects were red and blue bars with diffemgntations,
red bars were defined as targets, blue bars asaists and participants were instructed to
maintain only the red bars in memory. During tésty decided whether one target has
changed its orientation or all targets remainedth@ir original orientation. The distractors
never changed from memory to test array. If, onahe hand, in the distractor-present trials,
participants were perfectly able to ignore the tstractors and only focus on the two
targets, their CDA amplitude as a marker of itenagntained in visual WM should equal the
CDA amplitude for the condition with two targetslynlf, on the other hand, participants’
selection mechanisms were not effective and thalitiadally remembered the irrelevant
distractors, their CDA amplitude in distractor-gres conditions should equal the CDA
amplitude for the condition with four targets.

The pattern of CDA amplitude varied across paréioig. The authors divided their subject
sample into two halves based on their personabVM(M capacity as estimated with the aid
of the behavioral K-index. Subjects with high visWaVl capacity showed a CDA amplitude
that was equivalent for array sizes of two items amray sizes of two items and two
distractors, suggesting that they efficiently seddctargets from among distractors and
consequently remembered the targets only. In csmtisubjects with low visual WM
capacity showed a CDA amplitude for array sizeswvof targets and two distractors that was
as high as the CDA amplitude for array sizes of faugets. These participants seemed
unable to protect their WM against irrelevant @istors. This relation is also expressed in a
significant correlation between the behavioral Keér and an index of filter ability extracted
from the CDA amplitude pattern (for details con@egnthe calculation of this filter index,
see Vogel et al., 2005).
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Further testing excluded the possibility that theults were observed only due to the specific
design of selecting distractors on the basis ofr thelor. The authors used the same
lateralized change detection design, but filteraffprdances were realized via location
(Vogel et al., 2005) or via shapes (Fukuda & Vo@&09). When participants had to filter
irrelevant items by location, at the beginning afistractor-present trial an arrow pointed not
straight to the right or left as in pure-targetlsj but either in the upper or the lower
guadrant of the relevant hemifield. Items were @nésd in both quadrants and the items in
the quadrant where the arrow pointed to were défatethe targets, the remaining ones were
the distractors. In a further version of the ldieeal change detection task with pure-target
trials and distractor-present trials, Fukuda andyéfo(2009) used colored squares and
rectangles. Participants’ task was to rememberctbers of the squares only (targets) and
ignore the rectangles (distractors). In both stwid@&EDA amplitudes were a valid measure of
items maintained in visual WM and hence alloweckliences about participants’ filter
efficiency.

7.2 Selective Attention as the Process Underlying Successful
Selection in Visual Working Memory

A crucial question is how the process of filteringhe lateralized change detection task with
distractors actually works. As already discussedvab(see Chapter 7.1), Vogel and
colleagues (Vogel et al., 2005; Fukuda & Vogel, @068howed that participants differ in

their ability to protect their limited available svial WM capacity against distracting

information and that this is reflected in CDA amplies. Fukuda and Vogel (2009)

investigated the question whether involuntary ditbexal capture through distractors has
consequences for later processing in visual WM g accounts for the differences in

filter ability between participants. They employing version of the task already discussed
in the last chapter (Chapter 8.1), where partidpdrad to remember the color of squares
(targets) and ignore the rectangles (distractdisgy ran pure-target trials with two or six

targets and distractor-present trials with twoegsagnd four distractors.

The dot probe techniquallows measuring the allocation of attention ie tfisplay at a
specific time point. The logic is that shortly apdgag dots are more probably detected when
attention already dwells at the location where thpgear than when attention is directed to
another location in the display. When measuringBB&, components can be extracted that
indicate attentional allocation in the display la¢ point of the appearance of the dot. At
locations in the display where attention is culsefacused, amplitude as a response to the
dot should be strongly increased. The authors glegldhis technique during the change
detection task with distractors to learn aboutipg@dnts’ attention allocation towards targets
and distractors shortly after their presentationtioa screen. 50 ms after onset of the
retention interval a little white square (the prphppeared in each hemifield, either on target
or on distractor locations. As an indicator of afien the authors measured the N1/P1
component from 75-175 ms after presentation ofptiebe array. The authors reasoned, that
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if participants are able to prevent attentionalteepthrough the irrelevant distractors, their
attention should be focused towards the targetshdm case, probes on target locations
should lead to a more pronounced N1/P1 amplitudeoaspared to probes on distractor
locations. If in contrast, participants are capturhirough the distractors the N1/P1
amplitudes in response to dots on target and dtstrdocations should be similar. The
authors defined the attentional capture effecthesmhean difference in N1/P1 amplitude
between probes at target locations and probesu@achor locations. If this value is high, the
respective participant is well able to focus hiemtion towards targets only. They used the
CDA as an indicator of storage in visual WM andcualdted a filter index from the CDA
pattern (for details concerning the exact calcotatif this filter index, which deviated from
the calculation employed in Vogel et al., 2005, Bekuda & Vogel, 2009). Interestingly,
they observed a significant correlation betweenattentional capture effect and this index
of filtering in visual WM. Participants who werettex able to protect their scares memory
resources against attentional capture through adisirs later showed less unnecessary
storage of these distractors. Furthermore, botbctdf the attentional capture and the un-
necessary storage correlated with behaviorally oredsvisual WM capacity. Although no
statements about causality are possible, thisggesiive evidence that the early selection
mechanism strongly influences visual WM functioningthe presence of distractors. How
well participants are able to prevent attentiorsgdtare through distractors in this early time
interval is a strong predictor of filter abiliti@s visual WM.

To sum up, competent selection mechanisms arefuoitéhe efficient processing of relevant
information in the presence of distractors in vis&. The lateralized change detection
task and the associated electrophysiological coenothe CDA, turned out as a useful tool
in examining selection mechanisms in visual WM (®logt al., 2005). Crucial for the

prevention of distractor storage in visual WM se¢mbe the allocation of attention towards
the targets and the prevention of attentional cepturough distractors (Fukuda & Vogel,
2009). The ability to selectively focus attentioowards targets might be sensitive to
training. Although, until now, there are no studiesvhich selection mechanisms in visual
WM have been trained successfully, we will havéoser look on the method of WM-train-

ing in general and how it can be utilized for oimdo improve selection mechanisms in
visual WM.
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8 Training Studies as a Tool to Investigate
Working Memory

Over the last decades cognitive training has dgesloas a favored tool in experimental
psychology for two reasons. Firstly, there is anpleof research on plasticity of cognitive
functions, such as attention, working memory, dasking, fluid intelligence etc. to enhance
the functioning of these abilities and therebydhality of daily life. Often specific samples,
such as children with ADHD, stroke patients, mdwptdisabled, and psychiatric patients, are
in the spotlight of such interventions. Secondisgni a cognitive perspective, training
studies are used to investigate the plasticityoghdive constructs or to disentangle specific
systems or processes. Within the scope of the mudissertation project we will focus on
the training of WM. We are particularly interestedthe latter approach to disentangle a
specific process, because we aim to specificallintfiltering in visual WM. A growing
body of WM-training studies has crystallized ouwdttlivM functioning is improvable indeed,
leading to performance enhancements and changasural activity of associated brain
structures.

8.1 Training Batteries

One popular approach to WM training are large ingirbatteries. These studies target the
training of several WM tasks often within differemibdalities and sometimes among other
cognitive tasks (e.g., Chein & Morrison, 2010; Kioerg, et al.,, 2005; Westerberg &
Klingberg, 2007; Schmiedek, Lévden & Lindenberge2®10). These studies consistently
find that WM is indeed trainable; they report penfiance improvements in the trained WM-
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tasks. Additional to these observed improvementsramed tasks, one further important
feature of a successful intervention is its trantfeother tasks measuring higher cognition,
as evident in most of these training batteries K8egison & Chein, 2011 for a review). One
much-noticed finding is the successful transfernmeasures of fluid intelligence (e.g.,
Klingberg et al., 2005; Olesen, Westerberg & Kliagly 2004; Westerberg & Klingberg,
2007; Schmiedek, Lévdén & Lindenberger, 2010; be¢ £hein & Morrison, 2010).
Additionally, there is also transfer to measuresesponse inhibition (Klingberg et al., 2005;
Westerberg & Klingberg, 2007; Chein & Morrison, BQ)land measures of reading
comprehension (Chein & Morrison, 2010). The undedyhypothesis is that if higher
cognitive processes are trained and not only tpekiic or modality-specific ones, a
transfer to other higher cognition-demanding tasksost likely. This touches an important
advantage of the training-batteries in their ainamfeffective intervention. The variety of the
trained tasks makes training gains and successmsfer probable. Firstly, the variety of
tasks with different cognitive requirements andhivitdifferent modalities precludes simple
strategy-effects or effects of automatization. ®ébg it appears that modality- and domain-
unspecific processes are trained whose functiomifigences many cognitive domains. This
leads to one of the utmost disadvantages of tliaserig-batteries, at least from a cognitive
view: The bandwidth of trained tasks renders it plately impossible to make statements
about what exactly was trained.

8.2 Training of Specific Working Memory Tasks

Another approach is not to train large batterie8Vdd tasks, but one specific WM-task or a
small number of related WM-task, accompanied byifigehypotheses concerning training-
specific changes. This approach allows for makit@tesnents about what underlying
cognitive functions are enhanced through traindge advantage of these studies above the
battery-training is the possibility to prove thdtettraining really changed processes
associated with WM proper and not other task-rdlgieocesses. This approach is often
supported by neuroimaging methods. For exampleseédlest al. (2004) measured fMRI
before, during and after WM-training. They obsertening-induced activity increases in
frontal and parietal cortices. That these activitgreases are in regions beforehand identified
as associated with WM processes is a nice confiomdbr the assumption that they are
specifically related to WM functioning. Howevergthuthors concede that no inferences can
be drawn concerning the specific functioning of identified regions. Furthermore, Moore,
Cohen and Ranganath (2006) trained their partitgpém become experts in a specific
category of new complex objects. Thereafter, paditts performed a WM-task with this
category and a further, non-trained category wihiéy were scanned. Participants performed
better in the trained category and this effect xpestise was reflected in the neuronal
correlates in occipitotemporal cortices and prdaaiband posterior parietal networks. The
authors infer that WM functioning was improved @gpertise reflected in a better object
recognition controlled in structures of occipitofgoral cortices and the development of a
frontoparietal network possibly controlling domaipecific WM processes.
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Regarding the observation of successful transfesitigpe results are much scarcer in these
latter training studies as compared to the traifiateries, which is actually expectable. As
WNM-training focuses on only one or a few tasks, thege of trained processes is more
constrained. One study reporting successful transfeneasures of fluid intelligence used a
dual n-back task with a visuospatial and a phonologicait @s training task (Jaegdgi,
Buschkuehl, Jonides & Perrig, 2008). In the cowfsgaining participants got continuously
better in the duah-back task and additionally to this training gahey improved their
performance in a measure of fluid intelligence. Bh¢hors discuss that transfer might have
occurred as many executive processes and lesegséisitor automatization was trained.
These executive processes, first of all controfitdntion, might also be necessary to solve
tests of fluid intelligence. However, we remaintwihe same résumé as for the preceding
studies: Exactly which process improved duringnireg and played a crucial role in both
training and transfer task remains unclear. Thiwhgre the real beauty of training tasks,
from the view of the cognitive sciences, comesgbt! With the aid of a suitable design, it is
possible to disentangle specific WM-processes.

8.3 Process-Specific Training

These studies aim to single out and improve thetfoming of a particular process of interest
via the specific training of this process. Dahlieely, Larsson, Backman & Nyberg (2008)
aimed to train the specific executive process afatipg via a letter-memory-updating task
and to find transfer to an-back task, known to require the process of updatoo. As a
control task the authors employed the Stroop taskask that also requires executive
processes, but not the specific process of updating authors made use of the knowledge
that the brain region associated with updatingésstriatum. Accordingly, in the pre training
session, they observed striatum-activity in theetetnemory-updating and threback task,
but not in the Stroop task. Through training thefgrenance and striatum activity in the
letter-memory task increased. The authors obseaviednsfer to the-back task in form of
higher performance and increased striatum actafiiyr training, but not to the Stroop task.
They therefore concluded that training-induced ionpments in the particular process of
updating are responsible for the observed tramdfects. Persson and Reuter-Lorenz (2008)
aimed to specifically train the process of integfere resolution in WM. To disentangle this
specific process the authors employed three groOpe trained WM tasks with high
interference, one trained WM tasks with low integfece and a third group trained tasks with
low demands on both, WM and interference resolufidgrey argued that if on the one hand
WM-training alone improves interference resolutidghe first two groups should show
training gains in interference resolution and tfengo other tasks also demanding this
process of interest. If on the other hand, onlygpecific training of interference resolution
works, only the group training WM tasks with higandands on this process should show
training and transfer effects. Unfortunately, thethars had to retract their article, because
observed training and transfer effects have ciyztal out not to be caused by improved in-
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terference resolution. The authors explain the mieseeffects with a programming error and
were not able to replicate the effects after thetakie in the program was eliminated.

A further important question often addressed by MWaiRing is the disentangling of
modality-specific and cross-modal processes. Sdenei Opitz, Krick and Mecklinger
(2011) separated modality-specific (visual and aBrlworking memory processes from
domain-general processes. One group of particigasitsed a visuah-back task, the other
group trained an auditony-back task; the third group was a no-contact cogpraup. After
training, both training groups were better thancbatrol group in a visuail-back task, but
the visual-training group had larger performancadases in this task as compared to the
auditory-training group. The authors report tragnirelated decreases in frontal activity for
the visual-training group only, which they interf@e as modality-specific effects. Fur-
thermore, training related decreases in frontal paudetal activity were observed for both
groups, and hence interpreted as improvementsdoutixe functions. A behavioral study of
Walther (2012), used a similar design, but testédhaee groups with a visual and an
auditory version of the-back task. Both, the visual-training and the anrglitraining group
outperformed the control group in the post-traingggsion, but their performance accuracy
was absolutely equal in both versions of theack task. Independent of the training-
modality, both groups showed perfect transfer @ dther modality, indicating that cross-
modal processes have been trained.

Unfortunately, up to now, only few process-specifaining studies were conducted. Much
more research is desirable because these traitimties are a powerful tool for the
disentanglement of processes associated with Wititumng and their specific training.

8.4 Important Aspects of a Training Study Design

From the existing literature, it is nearly impossibo infer the prevailing principles for the
design of a “good” training study. Unfortunatelgr f1 systematic validation there are not yet
enough training studies and the existing onesardéterogeneous with respect to duration
of training, type of training (adaptive or non-atie®), type of tasks, type of transfer (near-
or far-transfer), used subject sample, etc. Muchensystematic research is required to be
able to make clear statements about adequatenyaiteisigns. However, there seems to be
some consensus regarding several important comfor@na training study that are
important for design decisions concerning our trajnstudy. These components are the
merits of adaptive training, the usability of natact versus active control groups, the
importance of long-lasting effects and their vdiiola and the anticipation of transfer.

Adaptive training

Concerning the first point, adaptive training desigre discussed as being superior to non-
adaptive ones (see Morrison & Chein, 2011; Klingb&010). In line with this reasoning
nearly all training studies discussed above employadaptive design (e.g., Holmes et al.,
2009; Jaeggi et al., 2008; Klingberg et al., 2086hneiders et al., 2011), reflecting its
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acceptance in the community as the better chotceedms plausible that a task whose
difficulty level is continuously adapted to the pestive performance level of each
participant leads to the maximum training-effeatiess. One the one hand, the task remains
demanding for each participant and the developrokspecific strategies or automatization
can be avoided. On the other hand, the task daeqoire overcharging demands for less
well performing participants and mental overload ba avoided. Adaptive designs should
also preserve participants’ commitment, an imparbanding block of a successful training
study. Morrison and Chein (2011) discuss that abgaming gains in the study of Olson
and Jiang (2004) might be due to their non-adaptaiaing. However, not much systematic
research was yet conducted on the differentialcéffeness of adaptive and non-adaptive
designs. Directly comparing adaptive to non-ad&piVvM training in children revealed a
significant difference in training gains; adaptit@ining was more effective (Holmes,
Gathercole & Dunning, 2009). It remains to be nared that the non-adaptive version was
a really easy one as compared to the adaptiveomemparison between two challenging
tasks, one adaptive and the other not would fuehéghten this question.

Type of control group

Employing a control group is indispensable in antrg study, because otherwise true
training-related interventions could not be disagtad from mere retest-effects. There are
two types of control group: no-contact control grewand active control groups. An active
control group is the best choice when WM-trainisgunspecific” in terms of the process of
interest. The mere knowledge to belong to the itmgilgroup might evoke placebo-effects
(cf. Klingberg, 2010). Differences between theniag and the no-contact control group
might therefore not clearly be attributable tortnag effects. To prevent this problem, often
an active control group that trains a non-adaptiat,challenging and shorter version of the
training group’s training task is employed (seengberg, 2010 for a review). Although this
is theoretically reasonable, one must considerptiaetical problem that the control group
eventually has to do some very boring task for sew#tays, as for example a 0-back task,
and that this underemployment might also have negaffects. A no-contact control group
IS suitable in a design with very specific hypotsesoncerning the course of training or the
trained process. When the researcher has cleatheges instead of expecting unspecific
training gains, a no-contact control group is sigit to disentangle possible placebo-effects
from true training gains. For example, in the stofl{pahlin et al. (2008) it is not reasonable
to assume that the specific improvements in updadibility are a consequence of mere
placebo-effects.

Validation of long-term training gains

One important validation of a successful trainigghie durability of observed training-gains
and transfer over time. That is why most trainitgdges evaluate their training gains and
observed transfer in a follow-up study several merdfter training (e.g., Holmes et al.,
2009; Klingberg et al., 2005). Westerberg & Klingpe(2007) discuss that a steady
performance improvement over training sessions langd-lasting training-effects is best
brought into accordance with skill acquisition andt the mere training of strategies.
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Performance improvements and activity changes ainbareas associated with constructs
such as WM, attention, reasoning, interferenceluéea, etc. should still be measurable a
considerable time after training to support stramgms of cortical plasticity. From an
application-oriented point of view, long-lastindesfts of training and transfer are obviously
preferable because any intervention is desiredféctaand improve functioning in daily life
(for a similar discussion regarding the transfdeas to fluid intelligence see Sternberg,
2008).

Transfer effects

What kind of training successfully leads to trand&ea question most researchers of training
studies are concerned with. The transfer withippecsgic domain and a specific modality,
such as visual WM, to other stimuli or a slightifferent task is considered as near-transfer.
Far-transfer refers to transfer to other modalititr example from visual WM to
phonological WM, or to transfer to other cognitieenstructs, for example from WM-
training to fluid intelligence.

But what exactly are the conditions under whicingfar is to be expected? A training of do-
main-general processes (e.g. via large trainingebas) seems to increase the probability of
transfer as compared to training of modality-speqiffocesses. Klingberg (2010) reasons
that far-transfer reflects improvements in a commearal WM-network. When only very
circumscribed processes of interest are trainegkiapcare must be taken that trained and
transfer task both rely on these processes. Fangea Oleson et al. (2004) observed a
transfer from WM-training to the Stroop task. Thishavioral transfer was reflected in
increased brain activity in middle frontal gyrushrin area usually active in both tasks. A
specific process needed for both tasks and refléntactivity in middle frontal gyrus might
underlie the observed transfer (Jonides, 2004).alowe reviewed training study of Dahlin
et al. (2008; see Chapter 8.1.3) impressive exafaplehe observation of transfer after the
training of the specific process of updating argpeetive neuronal plasticity.

So far, as preparation for Experiment 3, two tofiase been introduced in Part 3. Firstly,
we discussed the relevance of selection mechar@nesficient visual WM functioning and
how this can be measured via the lateralized chdetggtion task. Secondly, we presented a
short overview on the method of training as a foolthe specific improvement of a visual
WM process.
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9 Experiment 3: Training of Selection
Mechanisms in Visual Working Memory®

9.1 Introduction

The ability to filter out irrelevant information igrucial for successful visual WM
performance. As detailed above (Chapter 7), visulsl capacity is highly limited and it is
therefore advantageous to be able to exclude wastdanformation from being remembered,
and thereby to preserve the available capacityrdtevant information only. Competent
selection mechanisms are thus vital for efficieisual WM. In view of the importance of
these mechanisms, a critical issue is whetheriefildiy of visual WM can be improved by
enhancing the ability to filter irrelevant informat out of visual WM. To investigate the
plasticity of selection mechanisms in visual WM, wsanducted a training study. We used
the lateralized change detection task with distracto measure the efficiency of visual WM
selection mechanisms before and after training. ddsign of the change detection task was
similar to the one of Fukuda and Vogel (2009), ascdbed above (see Chapter 7.1). We
recorded behavioral as well as electrophysiologidata to analyze changes in filter
efficiency from pre- to post-training session. Basa the observation of Experiment 1 that
incentive effects emerged in the posterior sloweptidls and not in the CDA, we will
examine both online measures of visual WM mainteedrere.

We did not directly train a change detection tasth ilter demands, because this would
make it hard to disentangle improvements in fittbility from a training of mere visual WM

3 Part of this chapter adapted from Arend and Zim{ae12).
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capacity. Subjects might automatically train bathmore appropriate training task for our
requirements therefore, is a task which places hligmands on filter ability but low
demands on WM processes. In order to find an apiatepraining task, a closer look on the
selection mechanism at play in the change detettisk with distractors is indicated. As
already introduced above (Chapter 7.2), the spepitocess needed to perform this task is
the ability to hold attention focused on the tasgetd prevent attentional capture through
distractors (Fukuda & Vogel, 2009). Participantshwow filter abilities are more likely to
shift their attention away from the targets thaasth with high filter abilities (Fukuda &
Vogel, 2009). As we search for a training task, deding the same selection mechanisms as
the change detection task, the appropriate traitsigk) for our demands needs the process of
attention allocation. The multiple object trackingdOT) task might fulfill these
requirements.

The ability to hold sustained attention on targetd to prevent attentional capture through
distractors is also highly important in MOT. The M@ask is an intensively studied visual
attention task (e.g., Allen, McGeorge, Pearson &nbli 2006; Cavanagh & Alvarez, 2005;
Oksama & Hy6na, 2004; Pylyshyn & Storm, 1988; Piylys 2004; Scholl, 2009). At the be-
ginning of each trial, several physically identiochiects, usually circles, are presented. For a
short time, some objects, thargetsare highlighted to distinguish them from the rafsthe
objects, thedistractors Thereafter, targets and distractors, now indjstishable again,
move for several seconds within a defined arraytidi@ants’ task is to track the targets and
ignore the distractors. When the objects stop ntpvparticipants have to select the targets.
The dependent measure of interest is how manyeofatyets participants have successfully
tracked and can therefore correctly select at tliead each trial. Many studies suggest that
tracking performance depends on successful atteatlocation. Several studies have found
that distractors are attentionally inhibited duritrigcking (Pylyshyn, 2006; Pylyshyn,
Haladjian, King & Reilly, 2008; Bettencourt & Sonser 2009). With the aid of
electrophysiological methods, Drew and colleagies\yy, McCollough, Horowitz & Vogel,
2009) found a significant attentional enhanceméth®targets together with no suppression
of distractors. They reasoned that poor trackerg In@ave mistakenly tended to focus their
attention on the distractors. Employing the saméhotk Doran and Hoffman (2010) found
both an enhancement of targets and a suppressiadistofictors (see also Bettencourt &
Somers, 2009).

Indeed, comparisons of the change detection tadkltes MOT task have revealed a close
relationship between the two. First, the changed®in and the MOT task have a similar
mean capacity limit (cf. Cavanagh & Alvarez, 206®ugnie & Marois, 2006; Oksama &
Hydna, 2004; Pylyshyn & Storm, 1988; Vogel & Machia, 2004; Vogel, Woodman &
Luck, 2001). Second, a MOT task performed during tatention interval of a change
detection task created dual-task costs (Fougnie a&old, 2006). Third, the CDA recorded
during a lateralized MOT task, has been shown teigteduring tracking and increased as a
function of the number of tracked targets, beingrannegative for a higher number of
tracked targets (Drew & Vogel, 2008). And last,airdirect comparison of the lateralized
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change detection task and the lateralized MOT faskw, Horowitz, Wolfe, and Vogel
(2011) found evidence for partially overlapping ggeses in both tasks. Both tasks revealed
a CDA that was modulated by the number of rementherespectively tracked, items.
Furthermore, the authors report a CDA in both tagikls a similar spatial distribution and a
similar relationship to performance. As highlightadove, the reason for our interest in
MOT was that we searched for a training task réggithe same selection mechanisms as
the change detection task with distractors. Drewl.e2009) concluded that one important
process that underlies performance in both tasghtnhie this common filter mechanism. As
an overlap of processes of trained task and trams$& seems to be crucial for successful
transfer (Dahlin et al., 2008; Jaeggi et al. 2Qides, 2004; Klingberg, 2010), a successful
training of filter ability in MOT should transfeotimproved filter ability in the change
detection task with distractors.

To our knowledge, there are currently no studiepleymg MOT as training task. However,
there are indications that performance in MOT canitmproved. For example, radar
operators are better than students in MOT (AllecGdorge, Pearson & Milne, 2004).
Furthermore, members of a university officer tnagnicorps are better in MOT then their
fellow students (Barker, Allen & McGeorge, 2010heTauthors reason that both groups of
experts gain an advantage from their expertiseaitking objects due to affordances of their
job or training. Pylyshyn (2006) reported evideticat four subjects that had considerable
experience with the MOT task outperformed less ggpeed participants in allocating their
attention towards the target locations. Furthermawtion video game training has been
shown to transfer to MOT performance (Green & Bavel2006). We therefore expected
that training MOT will be effective and will lead improved performance in this task. As
adaptive training designs which increase demandpaaticipants learn are discussed as
potentially superior to non-adaptive ones (Klinghe2010), we increased filter demands
with the progress of the participants. In ordeemsure the MOT task trained predominantly
filtering ability, we decided to manipulate the ren of distractors. The number of
distractors has shown to be one important variabteacking performance. Performance in
MOT decreases with an increasing number of disirac{Bettencourt & Somers, 2009;
Horowitz et al., 2007; Oksama & Hydna, 2004). Beturt and Somers (2009) have shown
that this is not only due to crowding effects, tigta denser display in which distractors
more often approach attended targets, but insteaih large part because of the higher
demands on active selection mechanisms.

Subjects in the training group should improve thHiier performance via adaptive MOT
training. This should be evident in (a) a contiriadvance to higher levels and (b) an initial
drop in performance when a new level is reachederQwne, as participants’ filtering
abilities improve, they should learn to handle timsreased number of distractors. If the
specific filter process is the same for both taskecessful training of this process in MOT,
should lead to a transfer to filter efficiency letchange detection task with distractors. In
the post-training session, for the training grothe efficiency of excluding distractors
should have improved compared to the pre-traingsgisn. The number of maintained items
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in distractor-present conditions should approaehnitimber of targets. The influence of dis-
tractors on accuracies as well as amplitudes dfalaeral slow potentials and CDA should
decline. The data pattern for distractor-presentltmns should approach the data pattern of
the respective low-load conditions and diverge fritva respective high-load conditions.
However, such an increase in performance mightrimciple also be due to the repeated
performance of the change detection task. In awepntrol for such retest-effects we ran a
second group of subjects who also took part imptiee and post-training sessions but did not
receive training in between (a no-contact controlug).

9.2 Methods

In order to establish two participant groups wittmparable scores in several cognitive
measures, we conducted a first testing sessiomadenveeks before the start of the training
study. During this session we collected severalniti@ measures, including the K
measured in a change detection task for colors lwhica measure of a person’s WM
capacity (Cowan, 2001), as well as an index ofviddial attentional abilities, measured in a
paper and pencil test, the Frankfurter Aufmerksatskaventar (Frankfurt Attention
Inventory, FAIR) (Moosbrugger & Oehlschlagel, 1998¢cording to these two indices, we
assigned participants to the training and controugs as described below. During the pre-
and the post-training sessions, which were semhrayetwo weeks, participants in both
groups performed a visual WM task, the lateralizeednge detection task with distractors,
while their EEG was recorded. The training grougfgrened a behavioral MOT training in
between the pre- and the post-training session.

9.2.1 Participants

Fifty-nine students at Saarland University (7 ledinded, mean age: 24.51 years, range: 17-
36, 38 female) participated in the first testingssen. From this pool of 59 datasets, we
created two groups of 20 participants each withakeoeans,t(38) = 0.12,p = .91, and,
t(38) =-.17,p = .87, and variance$;(1,38) = 1.03p = .95, andF(1,38) = 1.07p = .88, in
maximal K-indices and FAIR, respectively. One adgl groups was randomly chosen as the
training and the other as the control group. Comeetly, in total 40 participants participated
in the training study (7 left-handed, mean agel2%ears, range: 19-33, 27 female).

All participants had normal or corrected-to-normiaion. Participants were paid for their
participation. For the first testing session, the-@nd the post-training session, participants
received 10 € per hour for participation. The antaafnadditional payment participants in
the training group received for the training sessiodepended on their individual
performance as detailed below. All participantsegenformed consent after the nature of the
study had been explained to them.
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9.2.2 Pre- and post-training session

Stimuli

Stimuli were seven colored (red, blue, green, yellblack, white, and purple) squares
(targets) with a size of 0.65° x 0.65° and respectectangles (distractors) with a size of
0.33° x 1.30° and were presented against a grakgbaend. The stimuli appeared in two
rectangular regions (4° x 7.3° each) that wereeredt 3° to the right and the left of the
center of the screen.

Design and procedure

Participants performed a lateralized change detectask (see Figure 9.1). Before the
presentation of the memory array, an arrow wasepttesl for 200 ms. This arrow indicated
which of the two hemifields was relevant and consedjy had to be remembered. In 50%
of the trials, the arrow pointed to the left, ire ttemaining 50% of the trials it pointed to the
right. The memory array was presented for 100 nascamsisted of two rectangular regions,
one in each hemifield. In each of these regions, tvfive colored objects were presented.
Within the rectangular regions, item positions wageat random with the limitation that the
minimal distance between the centers of each paiems was at least 2°. Within one trial,
colors were randomly chosen with the constraint @ahspecific color could appear only once
within one hemifield. Participants were seated atistance of 70 cm from the monitor.
Participants were instructed that the best metboghtode the stimuli was to fixate on the
central fixation cross and covertly move their @titen to the side indicated by the arrow.
We ran pure-target and distractor-present conditibnthe pure-target conditions, within the
two hemifields two to five targets (2T, 3T, 4T, abitl) were presented and all stimuli in the
relevant hemifield had to be remembered. In theatitor-present conditions, within the two
hemifields, targets as well as distractors wersgmwiged and only the targets in the relevant
hemifield had to be remembered. We ran three distrgoresent conditions, conditions with
two targets and two distractors (2T2D), two targatd three distractors (2T3D) and three
targets and two distractors (3T2D), within the tivemifields respectively. In 50% of the
trials one of the squares in the relevant hemifighdnged its color from memory to test
array fnismatch, in the other half of trials all colors remainig samertfiatch. Participants
had to press one key to indicate a color changeaanther key when no color had changed,
with their left and right hand, respectively. Thesignment of keys to response class was
counterbalanced across participants. All independeariables were varied within
participants and randomized over all trials. Thesulted in 100 trials per condition and
700 trials in total.
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Figure 9.1. Schematic illustration of the task prdare. Depicted is a distractor-present
trial.

In addition to the lateralized change detectiok taigh distractors, participants performed a
lateralized change detection task without distracend on a separate day a test of fluid
intelligence (Advanced Progressive Matrices; Krai@n& Horn, 1980) during the pre- and

post-training session. The order of the two chadgkection tasks was counterbalanced
across participants. As the change detection taslout distractors is not directly relevant to

the concerns of the present article, we do notrtépfurther here.

EEG recording and analysis

The pre- and post-training sessions were run inuend and electromagnetically shielded
chamber. EEG activity was recorded continuouslynfig8 Ag/AgCl electrodes (Easy Cap,
Falk Minow Services, Germany) arranged accordingthi® extended international 10-
20 system. We recorded EEG at the following eledrsites: FPz, FP2, Fz, F4, F8, Cz, C4,
CPz, CP4, T8, Pz, P2, P4, P6, P8, POz, PO4, PQ8DDZand the respective left sites).
Vertical and horizontal ocular artifacts were morgd by four ocular electrodes (above and
below the right eye and at the outer canthi of b®ths). Impedances were kept below at
least 10k2 for EOG-electrodes and &kfor all remaining electrodes. Signals were anmguifi
with an AC coupled amplifier (Brain Amps, Brain BErxts, Munich), sampling rate was
1000 Hz with a 250 Hz analog low-pass filter antinee constant of 10 s. A left mastoid
reference was used during recording and signale veereferenced offline to the average of
the signal at the mastoids. Occular artifacts veemeected according to Gratton, Coles and
Donchin (1983). If the number of blinks was low, carrection was applied but the blink-
contaminated trials were excluded.

ERPs were extracted by stimulus-locked signal @negafrom -200 to 1000 ms relative to
the onset of the memory array for each conditidn &, 4T, 5T, 212D, 2T3D, 3T2D). Data
were baseline-corrected with respect to the 20(prasstimulus interval and digitally low
pass filtered at 20Hz. Epochs containing artifagese excluded from further analysis.
Analysis was based only on trials with correct oeses. Data were averaged over matches
and mismatches, because we were interested inethation interval, a period in which
subjects cannot yet discriminate between matchesmesmatches.

We calculated contralateral and ipsilateral sloweptals as well as the CDA as detailed in
Experiment 1 (see Chapter 5.2.4).
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9.2.3 Training

Stimuli and motion algorithm

The stimuli in the training task were black circlegh a diameter of 0.61°, moving within a
gray bounding box of 11.47° x 11.47° in size. @scinoved with a speed in between -3 and
3 pixels in the horizontal and -3 and 3 pixels he wertical direction per 2 refresh cycles
(one motion step) of a 75 Hz monitor with a redolutof 1024 x 786 pixel and a size of
32 x 24 cm. The initial speed of each circle watemained at random within the possible
range. After each motion step with a probability X% each circle could with equal
probabilities either increase or decrease its bata or vertical speed by 1 pixel. If this
change would have resulted in a speed outsideathger speed changed into the opposite
direction instead. Circles bounced of the boardéthe bounding box in a right angle (also
on these motion steps, speed and therefore dinectiold additionally change with the 10%
probability). Circles did not bounce off of eache, that is, a short occlusion was possible.

Design and procedure

Participants performed a multiple object trackiagkt They had to press the space bar to in-
itialize each trial. At the beginning of each triall circles were displayed stationary for
2000 ms. Three circles were indicated as targetshbpging their color from black to white
several times. The remaining circles were the atistrs. All circles, now indistinguishable,
subsequently moved for 6000 ms. After this, theles stopped moving and subjects had to
indicate the three targets by selecting them wWithdid of a computer mouse. Subjects were
allowed to revise their answer. After participanél chosen three circles they were allowed
to proceed. Subjects then received feedback aheirtttacking accuracy. Correctly chosen
targets changed their color to green, erroneowsbcged distractors became red. At the end
of each trial participants received feedback altbeir performance in the current trial, the
number of points collected since the last break #ed points collected over the whole
training period (see below for details on points).

Participants performed ten training sessions ovagreod of 14 days; training sessions were
scheduled each day except on weekends. Each gaseission lasted about half an hour,
leading to five hours of training in total. A siegtraining session consisted of ten blocks;
each block consisted of 10 trials, leading to altot 100 trials per session. In the case that at
the end of the six seconds motion time a targetlawped more than half of its size with
another circle, this trial was tagged as invaliccleded from further analysis and
immediately replaced by an additional trial. Onlglig trials were analyzed. Participants
were not aware of this replacement-procedure. Aftex last training session, each
participant had performed 1000 valid trials in kota

The difficulty of the task was designed to adaptttie performance of participants. All
participants started their first training sessidnlevel one with three targets and four
distractors. If a participant correctly chose aiste27 out of the 30 targets (this corresponds
to an accuracy of at least .9) in each of two (mtessarily consecutive) blocks within a
single session, he or she proceeded to the ndidutty level. Before the next block started,
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the participant was informed about having reaclmedrext level. An additional distractor
was added on each new level, leading to five digira in the second level, six distractors in
the third, and so on. If a participant correctlyoss only 20 out of 30 targets (this
corresponds to an accuracy not exceeding .67)dh ehfour (not necessarily consecutive)
blocks within a single session, he or she wouldrreto the preceding difficulty level.

However, only two participants fell back, indicafithat the learning algorithm was suitable.

Participants gained points as in a video game dscamtive. They were informed that they
were paid according to the total points gainedrdytraining. These points were calculated
as the number of distractors by 10 per correcilyked target (for example: 4 distractors *
10 = 40 points per correctly clicked target), legdio 40 points per correctly clicked target
in level one, 50 points in level two and so on.thé end of the training, they were paid
according to their total points. Participants edrbetween 40 and 81 € for the training. By
means of this monetary incentive and the possilititgain more points in higher levels, we
endeavored to incentivize participants to improkeirt tracking performance. To further
motivate them, a personal high score was calculatedhe maximum number of points
earned within two consecutive blocks.

9.3 Results

Data were analyzed by analysis of variance (ANO@Apne-tailed-tests. If the ANOVA-
results were corrected for non-sphericity using tf@eenhouse-Geisser-correction
(Greenhouse & Geisser, 1959), we report Greenh@essser epsilons) and correcteg-
values p.or) together with the origindf-values and original degrees of freedom. One-tailed
t-tests were employed to test for differences betvte® values in the predicted direction.

In all graphs, 95%-confidence intervals are cakealaaccording to the procedure described
by Jarmasz and Hollands (2009) and are based oertthieterm of the respective effect of

interest. We corrected the critical effeatds appropriately iEs were too low, as suggested

by Loftus and Masson (1994). The effects on whiwh ¢onfidence intervals are based on
can be found below each figure.

9.3.1 Training

The training improvement over the 10 training s&ssiis depicted in Figure 9.2. Shown is
the maximum number of distractors per session geeraover participants. The mean
number of maximally handled distractors spans f608% (range: 5-8) distractors in session
one to 10.80 (range: 8-15) distractors in sess@m An analysis of variance yielded a
significant main effect of sessioR(9,171) = 75.69 = .36,Pcorr < .001,n2pama.= .80.
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Figure 9.2. Training curve of the multiple objecadking training over all ten training
sessions and an illustration of the drop of perfante after reaching a new level. The
smaller graph displays the mean number of correstected (from a total of 30) targets in
the two blocks before and after reaching a new lleVbe displayed 95%-confidence
intervals are based on the effect of session akylespectively.

To test for the predicted drop in performance & beginning of each new level, we
conducted an ANOVA on tracking accuracies in the blocks before and the two blocks
after a new level was reached. Data from the $iesision were excluded from this analysis,
because for some participants the first levels wertechallenging enough, as indicated by
ceiling effects. We found a significant main effaaft block, F(3,57) = 57.53,e = .82,
Peorr < .OOl,nzpamaF .75. Tracking accuracies in either of the lagh blocks before a new
level was reached were significantly higher thacking accuracies in either of the first two
blocks in the new level, all fol#(1,19)s > 16.56, ajps < .001.

9.3.2 Pre- and post-training session

To analyze participants’ filter ability, we condedt three comparisons, each of which
includes a low- load, a high-load and a distrapi@sent condition. Comparison 1: 2T, 4T
and 272D, Comparison 2: 2T, 5T and 2T3D and ComparB: 3T, 5T, 3T2D. As the
critical results for all three comparisons are g@me, in the following we focus on
Comparison 1 in order to keep the results sectimtise. Mean values and 95%-confidence
intervals for Comparison 2 and 3 are only showhable 9.1, but are not further analyzed.
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Behavioral data.

The mean performance accuracy for all condition€afmparison 1 is shown in Table 9.1.
Performance declined with an increasing number anfets and also when irrelevant
distractors were added. Performance in the distrgmesent condition (2T2D) was between
that of 2T and 4T. Furthermore, performance wakdrigluring the post-training session as
compared to the pre-training session. A 3 (numieitams) x 2 (group) x 2 (session)-
ANOVA on mean accuracies confirmed an effect ofribenber of itemsk(2,76) = 148.62,

€ = .81, peor<.001, nzpama,z .80. Performance was worse for 2T2D than for 2T,
F(1,38) = 18.14p < .001 and for 4T than for 2T2,(1,38) = 182.39p < .001. The effect
of session was significarfE(1,38) = 5.33p < .05,npama = .12, With accuracy being higher
in the post-training as compared to the pre-trgirdassion. There was no effect of group,
nor any two-way interaction including group, pdl > .41. The three-way interaction was not
significant either, F(2,76) = 2.50, € = .84, peor = .10, rlzpar’(ia|= .06. Comparing mean
accuracies from pre- and post-training sessiorcatdd high retest-reliability, = .79.

We calculated a measure of filtering efficiency éarch participant and for each session, by
subtracting response accuracy for 272D from acgufac2T. In these two conditions the
same number of targets has to be maintained. Tiher Iparticipants are able to filter out the
irrelevant distractors in the 2T2D condition, theoren the resulting accuracy pattern
approaches that of the pure-target condition (R®)v values indicate high filtering ability
whereas high values indicate low filtering abilitPverall accuracy in the pre- and post-
training session correlated with this measure ladrfiability in both, the pre- and the post-
training session, all fours < -.53, allps < .001. The same was true for mean accuracy for
conditions 2T, 3T, 4T and 5T (conditions withoutefi affordances), all fours < -.43, all

ps < .01. This data reflects a strong relationskefpveen WM capacity and filter ability.

There was no transfer effect to fluid intelligenes, indicated by the lack of an group by
session interaction on Advanced Progressive Matramoresf(1,38) =0.15p=.71 and
therefore these data are not further discussed.



Table 9.1

67

Mean Accuracies, Mean Contralateral Slow Potenti@mplitudes and Mean CDA
Amplitudes with the Respective 95% ConfidenceJater(Cl) as a Function of Number of
Items, Group and Session

Number of Items 95% ClI
Condition 2T 3T 4T 5T 2T2D 2T3D 3T2D C1 C2 C3
Accuracies
Training
Pre 97 91 84 77 .94 91 .86
Post 97 92 8 .79 .95 .94 .89
Control +01 +.02 .02
Pre 97 91 87 .80 .94 .90 .87
Post 98 93 86 .78 .97 .94 .89
Contralateral Slow Potentials
Training
Pre -4.67-5.53 -6.03 -6.21 -541 -556 -5.92
Post -5.01-6.11 -6.66 -6.62 -541 -5.73 -6.06
Control +0.34 +0.37 +0.32
Pre -5.34-6.49 -7.09 -7.58 -6.48 -6.88 -7.40
Post -5.75-6.53 -7.81 -7.68 -6.36 -7.17 -7.38
CDA
Training
Pre 0.08 -0.38 -0.62 -0.51 -0.55 -0.63 -0.74
Post 0.59-0.10 -0.45 -0.22 -0.44 -0.39 -0.66
Control +0.22 +0.22 +0.21
Pre 0.25-0.55 -0.62 -0.77 -0.90 -0.92 -0.98
Post -0.04-0.34 -0.76 -0.66 -0.71 -0.95 -1.02

Note.Cls are calculated separately for the three corepasi according to the procedure suggested by
Jarmasz and Hollands (2009) for the interpretabbrthe Number of Items x Session-interaction
within each Group. T =targets; D = distractorsz= Comparison (see text for details); Training =
training group; Control = control group; Pre = praining session; Post = post-training session.
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ERP data

Analyses were based on mean voltage amplitudeageerover the time window from 320
to 700 ms after the onset of the memory array. iipated, the number of relevant items
had the strongest effect on activity measured @lectrodes at posterior recording sites,
especially at PO3/4. We consequently analyzed CDA eontralateral slow potential
amplitudes at this electrode site. Effects on CD4 eontralateral slow potential amplitudes
were analyzed separately by two 3 (number of item8)(group) x 2 (session)-ANOVAs.
We observed a very high retest-reliability for thean amplitudes of CDA and contralateral
slow potentials averaged over all conditionRs; .80 and = .92, respectively.

The CDA amplitude as a function of number of itessssion and group is shown in Fig-
ure 9.3. An ANOVA on the mean amplitude of the CE2&ealed a significant main effect of
number of items,F(2,76) = 61.31,e = .88, peor < .001, r]2partia|= .62, and a significant
Number of Itemsx Group x Session-interactioR(2,76) =4.18, € =.98, p < .05,
nzpama|: .10. This interaction was not, however, drivgnrbore efficient filtering by the
training group in the post-training session. As dan seen in Figure 11.3, the mean
amplitudes for 2T2D were never lower than the amgés for 4T; the difference in
amplitude for the control group in the pre-trainisgssion between 2T2D and 4T was
marginally significant into the unexpected direntid=(1,38) = 3.07,p =.09; all other
F(1,38)s < 0.19, allps > .66. This pattern would indicate no filtering éither session.
Amplitudes for 2T, in contrast, were always lowban for the other two conditions, all
F(1,38)s > 10.82, ajs < .003.

The amplitudes of the contralateral slow potentdas function of number of items, session
and group are shown in Figure 11.4. An ANOVA on thean amplitudes of the slow
potentials revealed a significant main effect omber of itemsF(2,76) = 44.42¢ = .90,
p< .001,n2pama|: .54, and a significant interaction between numdfeitems and session,
F(2,76) = 4.65,& = .90, p < .05, N%pama= .11. There was neither a main effect nor an
interaction for group, alps > .43. The three-way interaction was not sigaifi¢ either,
F(2,76) = 0.13.

To sum up, there was no evidence of transfer efféatterms of a training-induced increase
in filter abilities, in the accuracy measures othia CDA or contralateral slow potentials.

9.3.3 Training effects in change detection—All participants

We did not observe a training induced increaseilier fabilities specific for the training
group. However, a closer inspection of the dataatad an overall training effect for both
groups, as reflected by the interaction betweersi@@sand number of items in the
contralateral slow potentials (see Figure 9.4)thHe post-training session, amplitudes for
2T2D are closer to 2T and further afar from 4T tlarthe pre-training session as to be
expected if participants improved their filteringildy. As evident in Figure 9.4, in the post-
training session the ERP for 2T2D at about 400 ufly overlaps with the ERP for 2T,
indicating an exclusion of distractors. In an exatory analysis on the combined data of the
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training and control group, we confirmed a sigrfit decrease in the difference between 2T
and 2T2D and a significant increase of the diffeeebetween 4T and 2T2D from the pre- to
the post-training sessiori(39) =1.75,p< .05 andt(39) = 3.70, p<.001, respectively.
Further indicating that the interaction was driv@n an increase in filter ability and not
visual WM capacity, the difference between 2T afddées not significantly change over
sessionst(39) = 1.14p = .13.
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Figure 9.3. Grand averaged CDAs at PO3/4 relativetlte onset of the memory array.
Colors code the number of items (black, two targ2Ts green, four targets, 4T, red, two
targets and two distractors, 2T2D). The upper twaps show the training group (train),

the lower two graphs the control group (controlheTpre training session (pre) is shown on
the left, the post training session (post) on igatr
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Figure 9.4. Grand averaged contralateral slow paigis at PO3/4 relative to the onset of
the memory array. Colors code the number of itebtagck, two targets, 2T; green, four
targets, 4T; red, two targets and two distracta?32D). The upper two graphs show the
training group (train), the lower two graphs thentml group (control). The pre training

session (pre) is shown on the left, the post trgjrsession (post) on the right.

Furthermore, the accuracy data confirm the ovdralhing effect. The decrease in the
difference between 2T and 2T2D and the increasbeoflifference between 4T and 272D
from the pre- to the post-training session wereniSgant, t(39) = 1.84,p< .05 and
t(39) = 1.85,p < .05, respectively. As for the slow potentialgttier confirming an increase
in filter ability and not in visual WM capacity, endifference between 2T and 4T does not
change over sessiorn639) = 0.68p = .25.

9.4 Interim Discussion

We found (a) a large training gain in the abiliyfilter out irrelevant distractors in MOT for
the experimental group and (b) suggestive eviddéacein improvement of the ability to
filter out irrelevant distractors in a change datac task for both, training- and control
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group. However, training filtering ability in MOTidl not transfer to improved filter ability
in the change detection task with distractors. W&t be concluded from these results?
Apparently, the filter process in MOT differs fraitme filter process in the change detection
task. We planned a follow-up investigation to reasgshat we indeed trained the selection
mechanism of allocation of attention in MOT. Fiystive wanted to exclude the possibility
that the training group trained a very specifiatggy during MOT, such as for example
grouping strategies, only suitable in our particiWDT design. Secondly, we wanted to gain
additional evidence that the training group indigegproved their ability to allocate attention.

9.5 Follow-Up Investigation

9.5.1 Introduction

As discussed above, when the number of distractor$1OT increases, filtering re-
quirements are also increased (Bettencourt & Sgn889). During an adaptive MOT
training, we exclusively manipulated the number didtractors. Each time participants
reached a specified threshold, they advanced tiglehlevel in which a further distractor
was added. Applying this specific training desiye, aimed to specifically train participants’
ability to filter out irrelevant distractors. Thebserved accuracy pattern supports our
hypothesis that participants indeed improved tkelection mechanisms. (a) The training
group showed large training gains in MOT. Over tfaéning sessions they learned to deal
with a larger number of distractors. (b) Each tipaeticipants advanced to a higher level
their accuracy typically dropped again (see FiduPd. This initial drop in accuracy
probably reflects the difficulty of handling an reased number of distractors. Although the
observed data pattern clearly indicates an imprevénof the training group’s selection
mechanisms, we aimed to further support this inétgtion and collect converging evidence.

An often discussed alternative learning mechanisnMOT tasks is the development of
grouping strategies. For example, Yantis (1992pmspa performance improvement after
instructing participants to use a grouping-to-shapategy in a MOT task. This strategy
comprises the mental formation of a virtual shapeaj the to-be-tracked targets, with the
tracked targets being the corners of this mentapshin this way, participants tracked one
single object, constantly moving in space and cimengs shape. As they always had to
track three targets, our participants might hagealered the strategy to build up and track a
virtual triangle. However, the sudden drop in perfance each time participants advanced
to a new level constitutes evidence against suckxatanation. It is difficult to see how
applying a strategy of tracking a virtual triangleuld lead to such a drop in performance
when a single new distractor was added. Althoughfeed confident that the observed
performance improvements during the MOT trainirftecd improved selection mechanisms,
we aimed to exclude the alternative explanation the training group learnt any specific
strategy for tracking exactly three targets suclthastriangle-strategy. We therefore tested
whether participants of the training group improvbdir general ability to keep track of
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moving objects and therefore show a transfer king four objects. Please note that due to
improved performance to track three targets, gpetits of the training group could achieve
a higher overall accuracy score than participafte control group in this task without
having any real transfer effects to the abilitytreck four targets. If three targets is already
close to a participant’s tracking limit, an attempttrack four targets might overload this
participant’s abilities. For this participant itghit pay off to continue to track three out of the
four targets. Such a pattern might lead to a higiverall accuracy score for the training
group even if they only learned to track three égsgTo gain a hard proof of a transfer to
tracking four targets, we counted only those tradscorrectly solved, in which participants
reported all four targets correctly.

One technique valuable to gain insights into thecexrature of the attentional processes run-
ning during the MOT task is the dot probe techni¢pig., Doran & Hoffman, 2010; Drew et
al., 2009; Pylyshyn, 2006). While participants pari a MOT main task, they additionally
have to detect a small, shortly appearing dot sscandary task. The dots appear either on
target positions, distractor positions or in thepgmspace in between the moving objects.
From participants’ ability to detect this dot irdeces can be drawn concerning their
allocation of spatial attention in the display as@ecific point in time. At locations in the
display where attention is currently focused, d#ecof shortly appearing dots should be
strongly improved. Applying this technique, we sb&d for additional evidence that the
training group improved the process of attentiolocation during MOT training. The
hypothesized training of attention allocation midgigcome evident in two directions. The
filtering our participants learned might either simt in a suppression of distractors or in an
enhancement of targets or both. If the control groutperformed the training group in
detecting dots at distractor locations, this woindicate that participants of the training
group had learned to inhibit the distractors. ¥ thaining group outperformed the control
group in detecting dots at target locations, thisi\ indicate that participants of the training
group had learned to attentionally enhance thestarg

As the training and the follow-up investigation weseparated by at least seven months, we
initially tested whether training effects still gated. If the training was long-lasting in
nature, the training group should outperform theti group in the MOT task with three
targets that they had performed during training.

9.5.2 Methods

Participants

All 40 participants of the training study were ited to participate in a follow-up
investigation. As the follow-up study was initiatedven months after the training study,
only 29 of the originally 40 participants were dahle for participation in the follow-up
study (2 left-handed, mean age: 26.10 years, ra2@&4, 21 female, 16 from the training

group).
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Stimuli
Moving circles were the same as in the training.tatie dot probe was a red dot, with a di-
ameter of 0.13° of visual angle in size.

Design and procedure

Participants attended two testing sessions whiate weparated by about one week. In both
sessions, participants performed the MOT task. ffiaé procedure was the same as in the
training sessions. We also applied the same proeexfueplacing invalid trials.

In the first session, we ran five blocks of the M@ask (non-adaptive); each block

comprised of 20 valid trials. The first three bleckere designed to test for long lasting
training effects. In these three blocks participattacked three targets. There were six
distractors in the first (3T6D), eight in the seddBT8D) and eleven in the last (3T11D) of

these three blocks. The last two blocks were desiga test transfer effects. They consisted
of four targets and six distractors in the first@D) and eight distractors in the second block
(4T8D).

In the second session, participants performed tQE Nask (non-adaptive) together with a
concurrent dot probe task. Participants performéhalid trials. On each trial, participants
tracked three targets among eight distractors. &\thié circles were moving, in half of the
trials a little red dot appeared for 120 ms withemjual probability of one third at one of
three possible types of locations: at a targes, distractor or in the empty space in between
(within the defined invisible rectangle, see Chapt@.3). If the dot was placed on a target
or distractor it moved along with the respectivelei for the 120 ms of its appearance. After
tracking, participants solved two tasks. Theirtfiesk was to identify the three targets out of
the eight distractors (see Chapter 9.2.3 for thecteprocedure). After this decision, they
indicated by key-press whether a red dot had apdear not during this trial. Key
assignment was counterbalanced.

9.5.3 Results

Data were analyzed as described above.

Due to software problems, the experiment was teatah during the last block of session
one (4T8D) for one subject. As we had to removea di@m the last block for this subject
and therefore had a different number of subjectstfe conditions 4T6D and 4T8D, the
transfer-effects were tested for the predicted roftlaining group > control group) by 2 one-
tailed t-tests.

The analysis of long-lasting training effects wasdx on the percentage of correctly tracked
targets. One participant performed only 18 out @fvalid trials in block two (3T8D). A

3 (number of distractors) x 2 (group)-ANOVA vyieldad effect of the number of distractors,
F(2,54) = 103.14¢e = .92, p< .001, nzpama,z .79, and an effect of group;(1,27) =5.19,

p < .05,n2pama.= .16. The interaction was not significaR{2,54) = 0.01. Participants of the
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training group (mean percentage correct = .80, SO6¥ outperformed participants of the
control group (mean percentage correct = .74, S@¥in their tracking performance.

To test for transfer-effects, analyses were basethe number of trials in which all four
targets were correctly tracked. In contrast todtier MOT analyses and as explained above,
participants received one or zero points per tripending on whether they correctly
tracked all 4 targets or not. The training grouppedformed the control group in tracking
four targets in both, 4T6D and 4T8D27)=1.51,p=.07 andt(26) = 2.07,p < .05,
respectively.

Concerning the data of the second follow-up sessiw® analyzed the percentage of
correctly tracked targets to test for long lastingining effects and the percentage of
detected dots to test for differences in attent@fincation between training and control

group.

The training group had higher tracking performaremeuracy than the control group,
t(27) = 1.95,p < .05. This result further supports our findingdamg lasting training effects
of the training group, as reported above.

A 3 (dot location) x 2 (group)-ANOVA on mean dotelgtion accuracy yielded a significant
main effect of dot locationF(2,54) = 60.95, = .72, Peor < .001, nzpama.z .69, and a
marginally significant interactiont-(2,54) = 3.20,e = .72, Peorr = .07, nzpamaF .11, but no
effect of group,F(1,27) = 2.71,p = .11, n%ana = -09. Deconstructing the interaction, there
was a group effect for dot detection accuracy itsdbad appeared on distractors,
F(1,27) =6.70,p< .05, but not if dots had appeared on targetsinoempty space,
F(1,27) = 2.30,p = .14 andF(1,27) = 0.02,p = .88, respectively. The training group was
worse than the control group in detecting dotsistrattor locations.

Participants in the control group might have altedamore resources to the detection of dots
and less resources to tracking the targets as geahpa the training group. We were able to
test this alternative interpretation, as we had aumlock with three targets and eight
distractors also in the first session of the followv study. If, in the second session of the
follow-up study, participants of the control gronpded their tracking performance off for a
higher dot detection rate, they should show a lavaamking performance as compared to the
first session of the follow-up study. This wouldegict a 2 (session) x 2 (group)-interaction,
which was not significant-(1,27) = 0.07. This implies that there was no réiduacin the
control group’s concentration on tracking the tésge the MOT task in the second session.

9.6 Discussion

We were interested in the plasticity of selectioachranisms in visual WM, because the
ability to filter out irrelevant distractors and tocus on relevant information is crucial for
successful visual WM performance. We aimed to tparticipants’ selection mechanisms
through MOT training, as this task puts heavy dedsaon participants’ filter ability. The
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selection mechanism that both the MOT task andcchiamge detection task with distractors
rely upon, is the selective allocation of attent{@ettencourt & Somers, 2009; Drew et al.,
2009; Fukuda & Vogel, 2009; Pylyshyn, 2006; Pylystst al., 2008). As such a partial
overlap of processes is considered to be crucrasdiocessful transfer (Dahlin et al., 2008;
Jaeggi et al., 2008; Jonides, 2004), we hypotheédizat the training of filtering ability in
MOT should transfer to improved filter ability in@dange detection task with distractors.
We observed large training gains in filtering akilin the MOT task. Moreover, we found
suggestive evidence that filter ability (from theepto the post-training session) also
improved in the change detection task with distrecfor both the training and the control
group. However, although selection mechanisms veti@vn to be improvable through
training in both tasks, we did not observe a tranBbm filter training in MOT to improved
filter ability in the change detection task witlstlactors.

Participants in the training group underwent a welitrolled adaptive two-week MOT
training program specifically tailored to improvieeir selection mechanisms. During our
MOT training, we increased the number of distrexcttgpending on the progress participants
had made. We collected converging evidence, framrdining study and a follow-up study,
that participants indeed trained their filter apilin terms of attention allocation. The
accuracy pattern of the MOT training already intkdathat participants had trained their
filter mechanisms. Firstly, the training group skeolwa clear training gain over sessions.
They improved their selection mechanisms as evidgntthe increasing number of
successfully ignored distractors. Secondly, thactippattern, when a new distractor was
added during training, was that participants’ perfance initially dropped down but
recovered over time. This indicates that increasiregnumber of distractors made the task
more difficult. Over time, participants learnedhtandle the increasing number of distractors,
which means they learned to improve their selectioechanisms. Additionally, data
collected during a follow-up study allowed us toclexle alternative explanations and
provided further evidence for the interpretatiomttithe training group had trained their
selection mechanisms in terms of attention allocatiFirstly, the training group
outperformed the control group in tracking fourgts, although tracking four targets had
not been trained. We can thus exclude the podgiltiiat the training group only trained
some very specific form of strategy which works ti@cking exactly three targets only, such
as tracking a virtual, moving triangle whose cosnare defined through the targets. Se-
condly, with the aid of the dot probe technique were able to gain even more direct
evidence that participants of the training groupl aproved their selection mechanisms
during the MOT training. The dot probe techniquibwas measuring the allocation of
attention in the display at a specific time poidétection of briefly presented dots is strongly
improved if attention focuses on the given spothat time of appearance. Employing this
technique, we were able to gain further insight® ithe nature of the trained selection
mechanisms. Participants of the control group otdpmed participants of the training
group in detecting dots at distractor locationdjdating that the control group was less able
to ignore irrelevant distractors.
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Although evidence that performance in the MOT tasknprovable already exist (Allen et
al., 2004; Barker et al., 2010; Green & BavelidiQ&; Pylyshyn, 2006), to our knowledge,
this is the first time that a sample of subjectstayatically trained the MOT task.
Furthermore, the observed object tracking-trairéffgct proved to be very stable and long-
lasting. Even months after training, the trainimgpup outperformed the control group in
their tracking performance, as indicated in a feHaop study. MOT is relevant in a wide field
of applications, such as aviation control, but afsdaily life, for example in road traffic or
when taking care on a group of children moving athletc. Successful training thus gains
importance beyond the scope of this article.

Despite these considerable improvements in filtalitg in MOT, we did not observe a

transfer to improved selection mechanisms in thengh detection task with distractors.
However, one practice session on a change detetdsinwith filter demands (the pre-
training session) apparently already caused aiigigain in filter ability for the training as

well as the control group. This increase in filbility from pre- to post-training session was
evident in the accuracy as well as the contralbstway potential data. This training gain was
specific to filter ability, as indicated by the famance improvement in the distractor-
present conditions as compared to the pure-targetlitons. Interestingly, one training

session was obviously not sufficient to increasuai WM capacity. However, this short
training was apparently already sufficient to ineluncreased filter ability. This indicates
that a training of filter ability is more efficiethan a training of visual WM capacity proper.
Further and more direct testing would be desirablgain converging evidence for the
efficiency of training filter ability in a visual W task.

As the amplitudes of contralateral slow potentaisl the CDA vary as a function of visual
WM load (lkkai et al., 2010; Lehnert & Zimmer, 2Q0@ecklinger & Pfeiffer, 1996; Rama
et al., 1997; Robitaille, et al., 2009; Robitaiieal., 2010; Ruchkin et al., 1995; Ruchkin et
al., 1992; Vogel & Machizawa, 2004; Vogel et aD03), they are interpreted as mirroring
the maintenance of information in visual WM. In ttwrent study, however, we observed a
discrepancy between the pattern of CDA and coné@hslow potentials. The similarity of
CDA amplitudes in distractor-present conditions dhd respective high-load conditions
suggest that the distractors were not filtered (dlit= 2T2D). Contralateral slow potential
amplitudes, however, were lower for the distragia@sent conditions as compared to the
respective high-load conditions, indicating thag tlistractors were filtered out to a certain
degree in distractor-present conditions (4T > 2T 2e contralateral slow potential pattern
is more in line with the observed accuracy dataddition, the improved filter ability in the
change detection task with distractors from prepdast-training session for both groups is
reflected in the accuracy as well as the contnalhtow potential pattern. In line with the
claim that contralateral slow potentials mirror thaintenance of information held in visual
WM, their amplitudes have been shown to be a foncttf memory load (Lehnert &
Zimmer, 2008; Mecklinger & Pfeiffer, 1996; Rama at, 1997; Ruchkin et al., 1995;
Ruchkin et al., 1992). However, task difficultypasal and the amount of effort might also
increase with the number of items and might theeefee confounded with memory load
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(McCollough et al.,, 2007; Vogel & Machizawa, 2004)yonsequently, the amplitude
modulation of slow potentials can also partly bglaked by these factors. The CDA in
contrast is corrected for such influences and thexds considered a pure measure of the
number of items held in visual WM, with their antpie being influenced only by the
number of items actually held in visual WM (McCallgh et al., 2007; Vogel & Machizawa,
2004). Apparently, slow potentials and CDA reflpetrtly different aspects of visual WM
performance. Based on the present knowledge aitde@ionclusion on the exact processes
underlying these components cannot be drawn. Hawdath components seem to be
related to maintaining visual information in WM.

We report a correlation between visual WM capaatd filter ability in the change
detection task. There is plenty of data showindpaeclink between WM capacity and filter
ability. Persons with high WM capacity seem to hdetter selection mechanisms that
regulate access to WM (Engle et al., 1999; Fukuddogel, 2009; Vogel et al., 2005). It
seems plausible, that the ability to prevent unsemegy storage is an important determinant
for WM capacity for relevant information.

Our results lead to three important conclusionsstly, we collected converging evidence
that our MOT training indeed improved participantifter ability. In addition, we found
suggestive evidence for an overall improvemeniliarfability in the change detection task
with distractors. To our knowledge, this is thetfistudy showing that selection mechanisms
can be specifically trained. This result has imgairtimplications, because selection
mechanisms are considered to be of importancenhitirig access to WM and therefore for
protecting memory resources from overload (Awh &®lh 2008). Furthermore, allocation
of attention is considered to be the crucial lirktvileen WM performance and general
intelligence (Heitz, Unsworth & Engle, 2005). Cogsently, our finding that selection
mechanisms are specifically trainable has implicetibeyond the topic and the tasks of the
present article.

Secondly, filter ability appears to be trainablebioth tasks, but improved filter ability in
MOT did not transfer to the change detection tagk wistractors. This indicates that, in
contrast to our initial hypothesis, the processadéction might not be the specific process in
which both tasks primarily overlap. The close iielahip between the two tasks as
discussed in detail above might be due to sharingnamon WM store or, in other words,
common WM maintenance processes. A possible nemalce underlying this process
might be the intraparietal sulcus (IPS) as actiiwitthe IPS increases with increasing load in
the MOT as well as the change detection task (@ulh@avanagh & Kanwisher, 1998;
Jovicich et al., 2001; Todd & Marois, 2005; Xu & @h 2006). The IPS might work as a
pointer-system that can maintain a highly limitadnier of objects active in the retention
period of a visual WM task and during tracking afltiple objects (Drew & Vogel, 2008).

Thirdly, the selection mechanism in the MOT as vl the change detection task with
distractors is considered to be attention allocat®ettencourt & Somers, 2009; Drew et al.,
2009; Fukuda & Vogel, 2009; Pylyshyn, 2006; Pylyskey al., 2008). Our results, however,
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indicate that even a mechanism that seems thatradetu defined needs to be further

differentiated. With the aid of the MOT task we sessfully trained the ability to sustain

selective attention on targets. A critical diffecenmight be the available time for target
selection. During MOT there is enough encoding timalifferentiate between targets and
distractors and to allocate attention towards Hrgets. Filtering then consists in actively
suppressing distractors over several secondselottnge detection task by contrast, stimuli
are presented for a very short time (100 ms). Titexihg bottleneck might therefore be the

discrimination of targets and distractors duringasting. Although selection mechanisms in
both tasks are object-based (Pylyshyn, 2006), #otyally have slightly different demands

on attention allocation in space and over time.

Our results indicate that allocation towards thigdts and prevention of attentional capture
through distractors is not the crucial selectiorcihnamisms in the change detection task with
distractors as employed in the present study. énGleneral Discussion, we will therefore
reconsider the attentional processes during setedti change detection tasks and discuss
further possible selection mechanisms.
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Part 4

Beyond the Scope of the Training
Question

10 Further Inferences from the Training Data

In Experiment 3 we collected a fair quantity ofalaind analyzed them with the focus on
plasticity of selection mechanisms. Among othemstipipants performed the lateralized
change detection task with distractors. To exptaiming effects, participants were divided
into two groups (training and control group). Aettime of the pre training session training
and control group did not differ. Consequently, hoe pre training data, all participants can
be combined into one large subject sample. This vgelcome opportunity to exceed the
“boundaries” of the original research question andlyze visual WM processes for a large
sample (40 participants). Based on hypotheses drfa@m the existing literature and

previous experiments (Experiment 1 and 2), in dliewing, we analyze three further issues.

Please refer to the methods part of Experiment Bapter 9.2.2) for any information
concerning the tasks or electrophysiological reicgsl

All data in the following three chapters were amaly by analysis of variance (ANOVA). If
the ANOVA-results were corrected for non-sphericitging the Greenhouse-Geisser-
correction (Greenhouse & Geisser, 1959), we re@oeenhouse-Geisser epsilorzy énd
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correctedp-values pcor) together with the origindf-values and original degrees of freedom.
Effects and interactions were further decomposecddoyrasts.

In all graphs, 95%-confidence intervals are cakealaaccording to the procedure described
by Jarmasz and Hollands (2009) and are based oerithieterm of the respective effect of

interest. We corrected the critical effeatds appropriately iEs were too low, as suggested

by Loftus and Masson (1994). The effects on whiwh ¢onfidence intervals are based can
be found below each figure.
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11 The Contribution of Ipsilateral Delay Activity

As the ipsilateral slow potentials did not add amgresting aspect to the training questions
(no training related changes in activity) and wd takeep analyses condensed, with a clear
focus on training-related questions, we decidedmogport the ipsilateral activity within the
scope of the training question (see Experiment®)wever, one of the main research
questions of the first part of this work—Experimefatand 2—was the characterization of
ipsilateral delay activity in the lateralized changletection task. The appearance of
ipsilateral slow potential amplitudes as a functioihvisual WM load varied between
Experiment 1 and 2. In Experiment 1, set size maaipns resulted in corresponding
modulations of ipsilateral delay activity. Contraig Experiment 2, there was no set size-
dependent ipsilateral delay activity if more thare selevant item was presented. In order to
gain further hints regarding the behavior of igsital delay activity, we analyzed this
activity in the data from the lateralized changeedion task of Experiment 3. Although the
design of the experiment contains distractor-pres@ls intermixed with pure-target trials,
an analysis of the pure-target trials only (se¢si2, 3, 4, and 5) constitutes a good occasion
to verify the stability of the data of Experimen{skt sizes 2, 3, 4, 5, and 6). Based on the
results of Experiment 1, we expect to observe alggid-dependent amplitude modulations
in the ipsilateral slow potentials.

11.1Results

In the analysis of the training effects we analyekxttrode PO3/4, whereas in Experiment 1
and 2 analyses were based on a pooling of post&gotrodes P3/4, P5/6, P7/8, PO3/4, and
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PO7/8. To ensure a better comparability of thegmeanalysis with Experiment 1 and 2, we
decided to employ the same pooling here. As intriiaing study, analyses were based on
mean voltage amplitudes averaged over the timeawrfdom 320 to 700 ms after the onset
of the memory array. Behavioral effects and effect€CDA amplitudes were analyzed by an
ANOVA for the number of items (2, 3, 4, or 5 itemapd slow potential amplitudes were

analyzed by an ANOVA for the number of items (2,43,or 5 items) and hemisphere

(contralateral vs. ipsilateral hemisphere with eg$ppo the relevant hemifield).

A 4 (number of items)-ANOVA on mean accuraciesdgel a significant effect of set size,
F(3,117) = 164.59,€ = .70, Pcor < .001, nzpaniaﬂ: .81. All pairwise comparisons were
significant, allFs > 62.00, alps< .001 (means: 2T = .97; 3T = .91, 4T = .85; 5178).

Posterior T Posterior
ROI ROI

Contralateral Ipsilateral

—2T
—3T
— 4T
—5T

200 O © 400 "800 ™S 200 0 © 400 ' 800 MS

Figure 11.1. Grand averaged contralateral and ipg#ral slow potentials relative to the
onset of the memory array at posterior ROI (P3/8/6R P7/8, PO3/4, PO7/8). Colors code
the number of relevant items.

As can be seen in Figure 11.1, although, thereeissize dependent activity in the
contralateral as well as the ipsilateral slow po#s this effect is stronger for the
contralateral as compared to the ipsilateral slowemtials. A 2 (hemisphere) x 4 (number of
items)-ANOVA yielded a main effect of hemispheFg1,39) = 8.33p < .01, nzpama.= .18,
and a main effect of the number of itefR€3,117) = 25.73g = .79, Peorr < .001,n2pama,= .40.
These main effects were modulated by a signifigatetaction between hemisphere and the
number of items,F(3,117) = 19.39,& = .84, pcor < .001, r]2partia|= .33. There was no
significant difference between contralateral ansil@eral slow potentials for set size 2,
F(1,39) =0.01p=.90, but for set sizes 3, 4,5, B > 11.14, alps < .01, confirming the
lower load modulations for ipsilateral slow potahtamplitudes as evident in Figure 11.2.
For contralateral as well as ipsilateral slow po&ramplitudes there was a significant load
effect from set size two to three and three to,falli~s > 4.72, alps < .05. The difference
between set sizes4 and 5 was only marginally fsgmt for contralateral as well as
ipsilateral slow potential amplitude$(1,39) = 3.66,p = .06 andF(1,39) = 3.90,p = .06,
respectively.
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Figure 11.2. Contralateral and ipsilateral slow patials as a function of the number of
items. The displayed 95%-confidence intervals asel on the hemisphere x number of
items-interaction

11.2Discussion

We exactly replicated the results of ExperimenPlease refer to Figure 11.3 for a direct
comparison of the data patterns of Experiment 1 thedcurrent analysis. Comparable to
Experiment 1, in the current analysis amplitudethefcontralateral as well as the ipsilateral
slow potentials were modulated by visual WM loadutRer replicating the data from
Experiment 1, load effects were less pronouncedpfilateral delay activity as compared to
contralateral activity. The exact replication o ttlata pattern of Experiment 1 constitutes a
crucial indication for the stable existence of lagpendent ipsilateral delay activity in the
lateralized change detection task. However, thestgure remains why no load-dependent
ipsilateral delay activity was found in the chaniggection design with imbalanced arrays of
Experiment 2. We will discuss the question aboatdtiferences between experiments that
might have led to the variations in the patternpsilateral delay activity in the General
Discussion (see Chapter 16.1).

! !
Experiment 1 T Experiment 3
-4t -4
-5 - _5 L
-6} -6F
— -Ipsilateral
—— Contralateral
-7t -7t
2 3 4 5 6 2 3 4 5
Number of ltems Number of Items

Figure 11.3. Direct comparison of the slow potelngattern of Experiment 1 and the slow
potential pattern for the pure target trials of Eexpnent 3 as a function of hemisphere and
the number of items. Please note that these data aleeady shown above in Figures 5.4
and 11.2, respectively, but are here repeated doir gonvenience.
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12 Explaining the Observed Discrepancies
between the CDA and the Contralateral Slow
Potentials

As already evident in the training analysis, thieffipatterns of the CDA and the

contralateral slow potentials differ (see Chapt8td. In the pre training session, CDA
amplitude for distractor-present conditions equiladg of the respective high load conditions
(2T2D =4T), indicating no filtering at all. Contsa the contralateral slow potential

amplitude for distractor-present conditions liedbatween the respective high and low-load
conditions (2T < 2T2D < 4T; see Figure 9.3 and ,9iddlicating that the distractors were
filtered out to a certain degree. This differenttgra for CDA and contralateral slow

potentials is clear evidence that something intergsis happening in the ipsilateral

hemisphere. An analysis of the pattern of ipsidteelay activity should shed light on the
question why contralateral slow potentials and Cihaw different filter-patterns.

12.1 Results

As in the training study, analyses were based cemmeltage amplitudes at electrode PO3/4
averaged over the time window from 320 to 700 nisrdhe onset of the memory array. As
in the training analysis we decided to report amgults of Comparison 1 (2T, 4T, 2T2D).
Effects on CDA amplitudes were analyzed by two ANG\bf the number of items (2T, 4T,
2T2D), slow potential amplitudes were analyzed hyANOVAs on the number of items
(2T, 4T, 2T2D) and hemisphere (contralateral vsilaperal hemisphere with respect to the
relevant hemifield). As we are only interested lectophysiological data here, we do not
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report analyses on mean response accuracies. Ttwsehowever be found below
(Chapter 13.1).

As can be seen in Figure 12.1, both contralatesawall as ipsilateral slow potential
amplitudes are larger for set size 4T as compareé2llt In the distractor-present condition
(2T2D) contralateral slow potential amplitudesitiebetween the two pure-target conditions
(2T and 4T), whereas ipsilateral slow potential binges lie at the same level as in
condition 2T. A 2 (hemisphere) x 3 (number of it&ABIOVA confirmed the pattern: A
main effect of hemispherd;(1,39) =5.23, p < .05, nzpama.z .12, and number of items,
F(2,78) = 14.45g = .91, Peorr < .OOl,nzpamaF .27, together with an interaction between the
two factors,F(2,78) = 40.26¢ = .99, Peorr < .001,r|2pama|: .51. Contralateral slow potential
amplitudes differed significantly between all threenditions, alFs > 9.45, alps < .01.
Ipsilateral slow potential amplitudes, howeverfatiéd significantly only between 2T vs. 4T
and 4T vs. 2T2DF(1,39) = 0.89, p <.001 ane(1,39) = 12.98p < .001, respectively, but
not between 2T vs. 2T2[F(1,39) = .04p = .84.

1
[4)]

Mean Amplitude (pV)
&

— =|psilateral
— Contralateral

1
ﬁ

2T 4T 272D
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Figure 12.1. Contralateral and ipsilateral slow patials for Comparison 1. The displayed
95%-confidence intervals are based on the hemigpketumber of items-interaction.

A closer look on Figure 12.1 reveals an interestipgfitern. The distance between
contralateral and ipsilateral slow potential anyalés is equal for condition 4T as well as for
condition 2T2D. Hence, CDA amplitude must be edoathe two conditions 4T and 2T2D.
Indeed, a 3 (number of items)-ANOVA on mean CDA #mge confirmed the inferences
from slow potential analysis: A main effect of thhember of itemsk(2,78) = 40.26¢ = .99,
Peorr < .OOl,nzpamaF .51, goes back to a significant difference leetw2T and 4T as well as
2T and 2T2D,F(1,39) =50.93,p<.001 andF(1,39) = 15.63p < .001, respectively. The
amplitudes in conditions 4T and 2T2D however, do difier, F(1,39) = 0.25p = .36 (see
Figure 9.3).
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12.2Discussion

In the training study, we observed a discrepandhéndata pattern of CDA and contralateral
slow potentials. Whereas CDA amplitudes suggestediltering of the distractors, the
pattern of the contralateral slow potential ampls suggested that the distractors were
filtered out to a certain degree. The only logimahclusion for the different patterns of CDA
and contralateral slow potentials, was that theas wystematic activity in the ipsilateral
slow potentials.

The combined consideration of contralateral as aelipsilateral slow potentials illustrates
well the origin of the CDA pattern (see Figure )2 Ihterestingly, the distance between
contralateral and ipsilateral slow potentials isador conditions 4T and 2T2D. Due to the
construction of the CDA as the difference wave leetw contralateral and ipsilateral slow
potentials, this slow potential pattern leads toegnivalent CDA amplitude for conditions

4T and 2T2D. Actually, considering the slow potehfpattern, it seems more or less
arbitrary that the CDA amplitude does not differ émnditions 4T and 2T2D. Probably by

chance, the distance between contralateral anthtgsil slow potentials was equal in

condition 4T and condition 2T2D, leading to theoaesous impression that the pattern of
CDA activity reflects that the distractors are filtered out. Contrary, the assumption that
the contralateral slow potentials might truly mirrblter effects, is supported by the

congruency of contralateral slow potentials andabiiral data. Both measures imply that
distractors are filtered out to a certain degremweéler, our conclusion that the CDA pattern
might have emerged arbitrarily remains highly spettee and further testing is necessary.

Contrary to the pattern of the contralateral sloateptials, ipsilateral slow potential
amplitudes were equal for conditions 2T and 2T2Dwelver, to date the function of
ipsilateral delay activity remains unclear. In @eneral Discussion we will outline further
approaches how to learn about the function ofapesibl delay activity. Not until then their
behavior in filter conditions can be understood.thivi this work, we concentrate on
contralateral slow potentials as indicator of filtg. They might reflect the processing of the
items in the relevant hemifield, that is, the pssss we are interested in, in the context of
selection mechanisms.
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13 Frontal Activity as a Trigger of Selection

Individuals differ in their visual WM capacity (Can, 2001; Luck & Vogel, 1997; Vogel &
Machizawa, 2004). One popular hypothesis claims diféerences in visual WM capacity
are actually determined by differences in the gbib resist interference. In other words, all
persons possess more or less the same amountagesiapacity, but differ in their ability
to control what information enters WM (cf., e.gwiA & Vogel, 2008; Cowan, 2001; Engle,
et al., 1999; Perez & Vogel, 2011; Vogel et al.020 This assumption is related to the
question of how access to visual WM is regulatedsuRs of single unit recordings in
monkeys assign the prefrontal cortex a crucial moleegulating access to visual WM (e.g.,
Miller, Erickson & Desimone, 1996; Rainer, Asaad\dller, 1998). The prefrontal cortex
also plays a critical role in control processeshiimans (for reviews, see Desimone &
Duncan, 1995; Miller & Cohen, 2001). One recentiyplshed study employed a change
detection task with distractor-present and distraabsent trials (McNab & Klingberg,
2008). Shortly before the presentation of the mgnaoray, participants were cued whether
the ensuing trial would contain only targets (ptaeget trial) or additionally distractors
(distractor-present trial). Crucially, increasedivaty in the prefrontal cortex and basal
ganglia preceded the distractor-present trialsnmatthe pure-target trials. The strength of
this increase in activity was predictive for visWgM capacity. Participants whose activity
increase was relatively high also had a high visulel capacity. Furthermore, activity in the
global pallidus, a sub region of the basal ganglias predictive for unnecessary storage of
distractors in WM. The lower the activity increafee distractor-present as compared to
pure-target trials, the more distractor informatias unnecessarily stored. The authors
interpreted the prefrontal and basal ganglia agtias reflecting gatekeepers to WM that
control which information is given access to WM eldbserved correlation of prefrontal and
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basal ganglia activity with visual WM capacity is line with the idea that interindividual
differences in attentional control determine visé capacity.

In Vogel et al.’s (2005) version of the lateralizedange detection task with distractors,
participants had to remember the orientation ofréteitems and ignore the blue distractor
items. The authors observed a significant cori@tatietween filter efficiency, as indicated

by the CDA and memory capacity (for a detailed dption of their design and results see

Chapter 7.1). Interestingly, they consider the narghl cortex as a plausible neuronal source
that sends a bias signal to determine the relaaéomation and enable efficient selection.

Individual differences in filtering efficiency mighbe determined by variations of this signal

(Vogel et al., 2005; see also Awh & Vogel, 2008 docombined discussion of the results of
Vogel et al., 2005 and McNab & Klingberg, 2008).

Based on Vogel et al.’'s (2005) ideas, it appeanbaivle that a bias signal, as observed by
McNab and Klingberg (2008), is also present inwnsion of the change detection task. An
electrophysiological equivalent to the prefrontetivaty boost in the fMRI-study of McNab
and Klingberg (2008) might have emerged in ourstl particular, there might be a boost
over frontal recording sites in distractor-predeiats as compared to pure-target trials.

Following the same logic as already employed ferahalysis of this data set in light of the
training question (see Chapter 9.3.2), we here eynpbntralateral posterior slow potentials
to infer whether distractors are filtered out afual WM. If distractors are filtered out they
should not influence the amplitudes of these slotemtials. We can consequently infer from
contralateral posterior slow potential pattern, thike filtering was successful. The increase
in frontal activity should precede the effect ofestion processes on contralateral slow
potentials. In other words it should precede thetpoint where filtering is observable in the
contralateral slow potentials. Such a frontal aigtiboost might then reflect a gatekeeper
mechanism that controls access into visual WM. Heurhore, based on McNab and
Klingberg's (2008) findings, we hypothesize thaé tstrength of the frontal activity will
significantly predict visual WM capacity. Attentiaihcontrol might determine how much
relevant information a person can store. This i@ahip should be reflected in a correlation
between the amplitude difference of frontal acyivior distractor-present as compared to
pure-target trials and measures of visual WM cdpaci

In contrast to the design of McNab and Klingber@0®&), filtering in our task is not cued and
hence preparation of filtering as reflected by ttemtal boost should not start before the
onset of the memory array. In order to differemtibétween targets and distractors and hence
decide if the present trial constitutes a distnaptesent trial, all items have to be processed
to a certain degree. During this initial perceptadcessing, object-files for all items might
be created and this might be observable in thetrefgtysiological components. In
Experiment 1, a posterior positivity at about 208 after memory array onset was observed
over contralateral as well as ipsilateral recordgitgs (see Chapters 5.3.2 and 5.4). Its
amplitude increased as a function of the numbeateofis until it reached an asymptote for
four items. We reasoned that the amplitude of teqrior positivity reflects the number of
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created object-files. The observed asymptote isistant with the assumption that humans
can hold maximally four object-files at once (dcCowan, 2001; Pylyshyn, 2001; Scholl,
2009). This leads to the question about the fawisifactors in the current task. We assume
that all items have to be processed to a certagmegeto discriminate between targets and
distractors. A look on Figure 3 of Vogel et al. Q2 indicates that distractors initially are
processed in this type of task. Further evidencettis hypothesis would be a posterior
positivity that is sensitive for the total numbédritems, irrespective if targets or distractors.
Alternatively, object-files might not be created fistractors and hence the amplitude of the
posterior positivity might depend on the numbetaofets only.

13.1Results

Please recall that we ran the following conditiaomshe change detection task: 2T, 3T, 4T,
5T, 2T2D, 2T3D, 3T2D. Our data allow for three caripons to analyze filter effects in the
mean response accuracies and contralateral posskwe potentials: Comparison 1 (2T, 4T,
2T2D), Comparison 2 (2T, 5T, 2T3D) and Comparisai3B, 5T, 3T2D). If distractors are
not filtered out they should influence mean accdes@s well as the amplitudes of slow
potentials. In that case mean accuracies as welloas potential amplitudes for distractor-
present conditions and respective high-load caorhti should not differ. If, however,
distractors are filtered out to a certain degreeamaccuracies and slow potential amplitudes
for distractor-present trials should lie in betwebe respective low-load and high-load
conditions.

Three 3 (number of items) ANOVAs on mean resporseracies for the three comparisons
yielded a significant effect of the number of itemk Fs > 96.41 allp.,. < .001. For all three
comparisons, mean accuracies were highest forctgpdow load conditions, significantly
worse for distractor-present conditions and woostréspective high load conditions (2T >
2T2D > 4T; 2T > 273D > 5T; 3T > 3T2D > 5T; meansf 2.97; 3T =.91; 4T = .85;
5T =.78; 2T2D = .94; 2T3D = .90; 3T2D = .86),lad > 16.83, alps < .001, indicating that
distractors were filtered out to a certain degree.

Figure 13.1B reveals a pronounced posterior pasitat PO3/4 in the time window from
about 200-260 ms, whose amplitude is a functiorthef number of items—regardless if
targets or distractors—but reaches an asymptotefdar items. A 2 (hemisphere) x
7 (number of items)-ANOVA on the posterior P2 i ttime window from 200-260 ms at
electrode PO3/4 yielded a significant main effetthemispherefF(1,39) = 7.32,p < .05,
nzpama|: .16 and a significant main effect of the numbkitems,F(6,234) = 42.98¢ = .70,
Peorr < .OOl,nzpama,z .52. These factors did not interae(6,234) = 1.47g = .82, peorr = .20,
nzpama.= .04. For contralateral as well as ipsilaterabrding sites, set sizes 2T, 3T and 4T
differed from each other, dfs > 36.76, alps <.001 and alfs > 37.14, alps < .001,
respectively, but 4T did not differ from 5F(1,39) = 0.00,p =.95 andF(1,39) = 0.02,
p = .89, respectively. For both hemispheres, thereailinear trend from 2T to 4T,
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F(1,39) = 107.06p < .001 andF(1,39) = 126.20p < .001, respectively, without quadratic
part, F(1,39) = 0.00,p=.99 andF(1,39) = 1.57,p = .22, respectively. This indicates a
constant increase in amplitude from 2t to 4T, whheasymptote is reached. Furthermore,
for both hemispheres, the distractor-present triitk not differ in amplitude from the
respective pure-target trials (2T2D=4T; 2T3D=3T2D¥%5all Fs < .64, alps > .43 and
all Fs < 1.33, alps > .26, respectively, indicating that all itemsrev@rocessed to the same
degree, regardless if target or distractor (searEi¢3.2).

As expected, there was a frontal negativity stgrit about 230 ms after onset of the
memory array, that differentiated between distnaptesent and pure-target trials (see
Figure 13.1A). The effect was clearest at electl6d8. We conducted a 2 (hemisphere) x
7 (number of items)-ANOVA on the amplitude of th@rftal negativity within the time
window from 230-300 ms at electrode F7/8 (see EdLB.3). There was a significant effect
of hemisphereF(1,39) = 16.06p < .OOl,nzpamaF .29. Ipsilateral activity was overall more
positive as compared to the contralateral one. thaddilly there was a significant effect of
the number of itemds;(6,234) = 50.14¢ = .80, Peorr < .001,n2pama|= .56. These factors did
not interact,F(6,234) = 0.85g = .80, pcorr = .51, nzpama,z .02. The effect of the number of
items goes back to a significant difference betweeare-target trials (2T, 3T, 4T, 5T) and
distractor-present trials (272D, 2T3D, 3T2D) foretlcontralateral as well as ipsilateral
frontal negativity,F(1,39) = 129.44p < .001 andF(1,39) = 188.83p < .001, respectively.
The amplitudes at contralateral as well as ips@étiontal recording sites did clearly not
differ between distractor-present trials, for fieait of six contrasts, als <1.22, all
ps > .27; the remaining contrast (2T3D vs. 3T2D oimsilateral recording sites) was
marginally significantF = 3.36 ,p = .07. With one exception, amplitudes in the piarget
trials do not differ from each other either: Ampties for set size two are more positive as
compared to the other pure-target trials (3T, 4M), for contralateral as well as ipsilateral
recording sitesF(1,39) = 6.77,p < .05 andrF(1,39) = 4.80,p < .05, respectively. All other
pure target-trials elicit an equal amplitude fontalateral as well as ipsilateral recording
sites, allFs < 0.45, alps > .50. There is a higher positivity for set S2zas compared to the
other pure-target trials, whereas amplitudes itralior-present trials are more negative as
compared to the pure-target trials. Thereforesirdther improbable that the amplitude
modulation for set size 2 is related to the fileechanism and will not be further discussed
in the following.
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Figure 13.1. The timeeurse of filtering. (A) Grand averaged frontal atigity relative to
the onset of the memory array at F7/8. (B) Grandraged posterior positivity relative
the onset of the memy array at PO3/4. For (A) and (B), colors codesttumber of items.
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Figure 13.2. Posterior positivity as a functiontigmisphere and the number of items. The
displayed 95%-confidence intervals are based omtam effect of number of items.
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Figure 13.3. Frontal negativity as a function ofniephere and the number of items. The
displayed 95%-confidence intervals are based omthm effect of number of items

To test the hypothesis that the strength of tlesthl boost predicts WM performance, we
calculated the difference in amplitude between {arget and distractor-present trials for
the contralateral as well as ipsilateral negatividy each participant. This amplitude
difference in contralateral and ipsilateral negaticorrelated significant with kg, r =.48,
p<.01 andr = .41, p< .01, respectively and with mean accuracres,.41, p< .01 and

r =.34,p < .05, respectively.
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Figure 13.4. Contralateral slow potentials as a dtion of the number of items for each
comparison in Time Bin 1 (320-390 ms) and TimeZB{&90-700 ms).

Figure 13.1C shows the contralateral slow potentidbr the three comparisons
(Comparison 1: 2T, 4T, 2T2D; Comparison 2: 2T, 8T3D; Comparison 3: 3T, 5T, 3T2D).
In the training study, amplitudes are analyzedha time window from 320-700 ms at
electrode site PO3/4. A look on Figure 13.1.C ré&vdhat contralateral slow potentials
initially (between about 320-390 ms after onsethef memory array) do not differ between
the distractor-present conditions and respectivgh-toad conditions. From 390 ms on,
amplitudes in the distractor present conditionsra@gh those in the respective low load
conditions, indicating the expected effect of filbg. Analyses of contralateral slow
potential activity were therefore conducted on ttiroe intervals, 320-390 ms and 390-
700 ms after onset of the memory array. To analyme amplitude modulations of
contralateral slow potentials separately for theeghcomparisons, we conducted six
ANOVAs on slow potential amplitudes at PO3/4, oae éach of the three comparisons in
each of the two time windows. Three 3 (number efmi)-ANOVAS on contralateral slow
potentials at PO3/4 in the first time window froi203390 ms yielded a significant effect of
the number of items for ComparisonA(2,78) = 36.84¢ = .79, Pcorr < .OOl,nzpama,z 49,
Comparison 2F(2,78) = 37.16¢g = .86, Peorr < .OOl,anamaF 49, as well as Comparison 3,
F(2,78) = 16.33¢ = .89, Peorr < .001,n2pama|= .30. Furthermore, three 3 (number of items)-
ANOVAs on contralateral slow potentials at PO3/4the later time window from 390-
700 ms yielded a significant effect of the numbefr items for Comparison 1,
F(2,78) = 22.55, p<.001, n’ama=.37, Comparison 2, F(2,78) =30.31, p<.001,
Nparial = -44, as well as Comparisonfg2,78) = 8.03p < .001,npartiar = -17.
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Please refer to Figure 13.4 for the respectiverastd. As can be seen in Figures 13.1C and
13.4, in the first time window slow potential antpties for the distractor-present conditions
are equal or even higher than those for the respebigh-load conditions for all three
comparisons, indicating that the distractors ateynbfiltered out. Contrary, in the later time
window, the amplitude for the distractor-presentditions lies in between the respective
low-load and high-load conditions, indicating tlthstractors are filtered out to a certain
degree.

13.2Discussion

Visual WM capacity is discussed to depend on aqmessability to efficiently control
attention. The better a person is able to conttuclvitems enter WM, the less items are
unnecessarily consuming the highly limited capafty, e.g., Awh & Vogel, 2008; Engle, et
al., 1999; Vogel et al., 2005). Prefrontal struetumight accomplish this gatekeeper function
and act as a filter which controls entrance into (@M., Awh & Vogel, 2008). Indeed, in a
change detection task, McNab and Klingberg (2008eoved an increase in prefrontal
activity preceding distractor-present trials but pare-target trials. Furthermore, the strength
of this activity was predictive for visual WM cajityc The authors interpreted this prefrontal
activity as a mechanism that controls access to \WhHitionally, Vogel et al. (2005)
discuss prefrontal activity as possible gatekedpat controls which information enters
visual WM in the lateralized change detection tagkh distractors. However, frontal
participation in this task has not yet been tesfée.investigated whether there exists frontal
activity that might exert control over what infortimem is given access into visual WM. We
observed a frontal negativity—only in distractoegent and not in pure-target trials—that
started about 230 ms after onset of the memoryy aral lasted about 70 ms. Hence, it
preceded the posterior contralateral slow potenti&urthermore, the strength of this
component was predictive of visual WM capacity. Bhserved result pattern is perfectly in
line with the assumption of a prefrontal mechanikat acts as a gatekeeper into visual WM
and hence determines what information will be starevisual WM. The measured frontal
activity might constitute the neuronal implemergatiof this selection mechanism. In that
way, attentional control might determine how muelevant information a person can store.

Although we used a lateralized design, the frobtaking signal was equally pronounced
over contralateral as well as ipsilateral recordéitgs. However, even though the initial
processing of the items is lateralized due to tbastruction of the visual system, a
topographic organization in frontal areas is rathmeprobable. Furthermore, the frontal
activity seems not to reflect stimulus processieg e, but instead is more in line with an
executive control signal.

Posterior contralateral slow potentials, startiigput 300 ms after memory array onset
initially reflect the processing of all items, inpdent if target or distractor. In line with the
claim that the frontal activity acts as a gatekeejeprevent unnecessary storage, the
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filtering out of distractors is evident in the parsor slow potentials at about 390 ms, that is
90 ms after the offset of the frontal activity bbos

Slightly before the onset of the frontal biasingnsil, at about 200 ms after memory array
onset, a positive component emerged at postegactrede sites. Its amplitude varied, in line
with the results of Experiment 1, as a functiontleé number of items and reached its
asymptote for four items. Interestingly, it did ndifferentiate between targets and
distractors. This indicates that at this pointiinet all items are processed to a certain degree.

To conclude, exploiting the high temporal resolotaf the EEG, we were able to track the
time course of filtering in the change detectiosktavith distractors. Initially, all items are
processed to a certain degree as reflected in diseefpor positivity around 200 ms after
memory array onset. The ensuing frontal activiitidhzes the filtering out of distractors to
prevent their storage in visual WM. About 90 mseafthis frontal signal, filtering out of
distractors is observable in posterior contralateliav potentials, supporting our claim that
the frontal activity might send a biasing signaptevent storage of unnecessary information
in visual WM.
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Part b

General Discussion

14 Overview

Two main topics constitute the focus of the presemtk. Firstly, we attempted to carefully
characterize and compare posterior slow poterdiadsthe CDA for a deeper understanding
of their functional significance. We will discusket impact of posterior slow potentials,
namely, their fit with behavioral data as obserwvedur experiments, but also their potential
contamination through task-general processes sachffart. A comparison of the slow
potentials and the CDA will illustrate the respeetadvantages and disadvantages of both
components as measures of visual WM processesfutther issue of the current work was
the function of ipsilateral delay activity. Hereewvill work out how this question might be
further addressed. Additionally, we will discuss ttifferent contribution of load-dependent
ipsilateral delay activity over experiments. Digmancies between experiments might
account for the presence or absence of ipsilatletaly activity. A third chapter will deal
with the transient nature of load-effects in thmaspotentials as well as the CDA in our data
and corresponding observations in the literature.

A second main issue in the current work was theatjps of selection mechanisms in the
service of effective visual WM. These mechanismssttute a highly important factor for
visual WM functioning. Experiment 3 addressed thwestigation of the plasticity of
selection mechanisms in visual WM. Although we dad observe specific training-induced
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changes after a two-week MOT training, we obsemwegtall improvements in filter ability
from pre to post training session. This constitudgiglence that selection mechanisms in
visual WM are indeed plastic. Based on the resiltee training study, we can exclude that
sustained attention towards targets and the prewverdf attentional capture through
distractors is the crucial selection process inctienge detection design we employed. Here,
we will categorize the in the literature employggdes of selection criteria for filtering dis-
tractors in the change detection task. We condludiethe specific type of selection criterion
exerts influence on the underlying attentional peses. Based on these considerations, we
discuss an alternative hypothesis about the setectiechanism in the change detection
design which we employed. Furthermore, we will dgsc that the memory array of the
change detection task with distractors as emplogexperiment 3 actually constitutes a
visual search display. We will outline how to bén&fom existing research on the visual
search paradigm in the investigation of filteringvisual WM.

Last but not least, the interplay of visual WM wittention will be discussed. Attentional

processes were repeatedly of interest in the cuwerk. In particular, attention plays a role

as gatekeeper during initial entrance into visudll\&s well as a rehearsal mechanism in
form of sustained attention during maintenancehis context, we will also recapitulate the

role of the CDA as an attentional pointer duringual WM maintenance.
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15 The Importance of Slow Potentials for the
Investigation of Visual Working Memory

The working unit of Vogel (e.g., Vogel & MachizawaQ04; McCollough et al., 2007)
attempts to examine visual WM processes with tlte ofithe CDA. This is a valuable
approach as the CDA has crystallized out to beracptarly promising component in the
investigation of visual WM maintenance. The atikactiogic of the contralateral control
method is that the CDA can be extracted as a coermdhat is—contrary to the posterior
slow potentials—pure with respect to the processntdrest, the maintenance of visual
information in WM. This apparent characteristic mskt a well suited working ground for
the further investigation of visual WM functioningowever, an alternative approach might
be the further and deeper investigation of the oblposterior slow potentials for visual WM
functioning. Although the slow potentials have thejor disadvantage that they potentially
are contaminated through other non-mnemonic preseskey also offer several not-to-be-
neglected benefits. Here, based on the resultheotonducted experiments advantages as
well as disadvantages of the slow potentials walldiscussed. We plead in favor of using
slow potentials as independent components in wareh of visual WM functioning and not
just as the building blocks of the CDA.

15.1The Influence of Task-General Processes

In line with the claim that contralateral slow paials mirror the maintenance of
information held in visual WM, their amplitudes lealzeen shown to be a function of the
amount of relevant items. However, task difficulayousal and the amount of effort might
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also increase with the number of relevant items iight therefore be confounded with
memory load. Consequently, the amplitude modulatibslow potentials can in principle
also be explained by these factors (cf. Chapter 3).

Participants in Experiment 2 encountered more aliffies as memory load increased, as
indicated by an increased error rate. This incrbakiiculty might increase the amount of
general arousal and effort. Fortunately, Vogel anlleagues (e.g., Vogel & Machizawa,
2004) have shown that task difficulty, arousal a&firt do not cause lateralized activity.
Therefore, the absent effect of the number of sglevtems on ipsilateral slow potentials in
the data of Experiment 2 gains further importan€egask difficulty, arousal and effort
influence slow potential activity bilaterally anldetre is no ipsilateral slow potential activity
due to the relevant items (in Experiment 2), it ldoappear that these factors do not
influence posterior slow potentials at all.

The data of Experiment 2—seen individually—are ¢xtest with the claim that slow
potentials are not contaminated by these task-geneffects. However, contrary to
Experiment 2, in Experiments 1 and 3 we observad-ttependent ipsilateral slow potential
activity (for a discussion of these observed défees in contribution of ipsilateral delay
activity, see Chapter 16.1). Therefore, the for éfkxpent 2 made conclusion concerning a
contribution of task-general processes to slowm@kactivity does not apply to the latter
two experiments. The observation of bilateral leffcts that does not reach an asymptote
with visual WM capacity does not allow excludingcantamination of observed slow
potential activity through task-general effects;hsas effort. However, as already discussed
in Experiment 1, these effort-effects are actualjyite interesting. Although, in
Experiment 1, we were not able to disentangle &ffex higher effort from effects of
improvements in maintenance in the slow potental/dy under incentives, we were able to
conclude that the improved visual WM capacity urideentives was reflected in these slow
potentials. In particular, slow potentials were enoegative under incentives as compared to
the baseline condition, an effect described as itugreffort (Rosler et al., 1997). Maybe,
the two aspects, the amount of invested effort #aedresulting increase in maintenance
cannot be dissociated at all. The process of vidiMImaintenance which is reflected by the
slow potentials might mirror the amount of invesegfbrt as well as the resulting amount of
maintained information. In that case, effort wounlot constitute a task-general process that
can be subtracted out, but rather would be a {aitheo maintenance process per se. The
amount of cognitive effort (Rosler et al., 1997)ghti be inextricably interwoven with the
amount of maintained information. Calculating a CbBWght therefore lead to a subtraction
of a part of the maintenance process. The congralatontrol method might throw out (part
of) the baby with the bath water.

We observed one example of such a problematic qoesee of the CDA extraction in our
data. A look on Figure 11.3 reveals that contradditend ipsilateral slow potential activity is
equal for set size 2 in Experiment 1 as well asdfxpent 3. Consequently, the resulting
CDA amplitude is zero. This constitutes a criticahsequence for the interpretation of the
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CDA. If, according to Vogel and colleagues (e.gkal et al., 2010; McCollough et al.,
2007; Vogel & Machizawa, 2004) the amplitude of t@®A mirrors the amount of
represented items in visual WM, it should congtitaitratio-scaled measure and therefore the
zero point should be interpretable. Consequently,result would imply that no items are
maintained in visual WM in case of set size twoviObsly, this is implausible; participants
indeed maintained these two items in visual WM. ¥$sume that this maintenance was
reflected in the slow potentials, but rejected sy ¢alculation of the CDA.

15.2The Slow Potentials’ Relation to Response Accuracies

In Experiment 1 we observed an increase in behalljomeasured visual WM capacity
under incentives as compared to the baseline ¢ondi©Obviously, participants enhanced
their performance under reward anticipation. Irgéengly, this increase in visual WM
capacity was reflected in the posterior slow pdtésitonly and not in the CDA. Slow
potential amplitudes, in contrast to CDA amplitudggnificantly increased under incentives
indicating an improved visual WM functioning. Thisherency between behavioral capacity
increases and corresponding increases in slow fEtamplitudes was further demonstrated
in a correlation between the amount of increasddw potential activity from three to four
items and the behaviorally measured visual WM cdypaao the incentive condition.
Furthermore, in Experiment 3 there was a behaviweahing effect in form of a specific
behavioral improvement in the filter condition.thre post training session, participants were
better able to ignore the distractors. Here agh#pehavioral improvement was mirrored by
slow potential activity, but not by CDA activityn the post training session, slow potential
amplitude decreased exclusively in the filter ctindi indicating—just like the behavioral
data pattern—the improved filter ability.

To conclude, posterior slow potentials—additionatiythe CDA—are worth considering in

the investigation of visual WM functioning. In lingith our data, they are discussed to
reflect cognitive effort (Roésler et al., 1997). @hsly, they mirror, possibly among other
things, an important process, essential for viadll functioning and leading to good

performance in visual WM tasks that is not refldcte the CDA, at least in our data.

However, the drawback remains, that we hardly kramwthing about the nature of this
process. A profound investigation of the naturéhes process would deliver a more holistic
picture of the processes running during visual Wklntenance.

A further advantage of the slow potentials as asmemof visual WM functioning is that
they can be extracted in a standard change detetdik. It constitutes a multitude of
additional degrees of freedom when memory procedsa®t only have to be investigated
lateralized. For example, the presentation timthefmemory array can be prolonged, which
opens the possibility to present more complex dbj@dth more features that have to be
encoded. Additionally, the array can be enlargethbse there are no longer constraints of
parafoveal vision.
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16 Ipsilateral Delay Activity

The CDA is currently considered as one of the mmstmising electrophysiological

components in visual WM research. However, if wentma use this component to get to
know more about memory processes, its interpretatbould be validated. Set size
dependent ipsilateral delay activity that we obedrin all of our experiments, however,
constitutes a problem for the interpretation of @2A. One of the key questions of this
dissertation project was what this ipsilateral gedativity actually reflects. Knowing about
the origin of set size dependent ipsilateral sl@teptial activity would help interpreting the
CDA. We already discussed this question in theednidf the results of Experiment 1 and 2.
Now, we want to take it up again and further illaatie it.

16.1 Comparing Ipsilateral Delay Activity Patterns across
Experiments

We observed ipsilateral delay activity in each Engxperiment. In Experiment 1 and 3,
ipsilateral slow potentials were a function of thember of to-be-remembered items.
Interestingly, in Experiment 2, we observed a matioh of ipsilateral delay activity only in

a special case. Only when participants remembenedsimgle relevant item, ipsilateral slow
potentials’ amplitudes were modulated as a functibthe number of presented irrelevant
items. When participants had to remember more thvan relevant item, ipsilateral slow

potentials’ amplitudes were neither influenced g humber of relevant nor by the number
of irrelevant items. In all of these latter conaiits, it was of equal amplitude. What might be
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the difference between Experiment2 and the other éxperiments, leading to these
differences in ipsilateral contribution?

The pure-target conditions in the change detedtish of Experiment 3 (set sizes 2, 3, 4, or
5) constitute a good replication of Experimentdt @zes 2, 3, 4, 5, or 6). As load-dependent
ipsilateral slow potential amplitudes emerged ithbexperiments (see Chapters 5.3.2 and
11.1), it seems rather probable, that differenoedesign between these two experiments and
Experiment 2 account for the observed differennépdilateral delay activity.

Maybe, the imbalanced design of Experiment 2 mékeassier to inhibit the irrelevant hemi-

field. As already discussed in Experiment 2, whaery cone relevant item has to be

remembered, this inhibition mechanism is not negsdeading to the observed processing
of irrelevant items in trials with relevant setesiane. However, when two or three relevant
items are processed, the imbalanced design midptfbeus attention towards the relevant
hemifield. A further difference between Experim&nbn the one hand and Experiments 1
and 3 on the other hand might be their overalidiffy. In the latter two experiments, we

ran conditions from two up to six, or five to-berrembered items, respectively. Contrary, in
Experiment 2, we ran only conditions between one& #mee items, an amount of

information well below most participants’ visual Wghpacity. A task that easy as in

Experiment 2 might have rendered an ipsilateratrdmrtion to maintenance unnecessary.

A first step to decide between the two just outingossible reasons for the observed
differences in ipsilateral delay activity betweemeriments might be to investigate the same
imbalanced design as in Experiment 2, but with &igbet sizes. For example, one might
employ a 3 (relevant items) x 3 (irrelevant iterde¥ign with three, four and five items. If,
on the one hand, the first assumption is right, elgrthat the imbalanced display helps in
allocating attention towards the relevant hemifieMe would anticipate the same result
pattern as in Experiment 2, namely that irreleviemhs are filtered out. On the other hand, if
ipsilateral delay activity reflects the additiorsthgagement of the ipsilateral hemisphere
when the task becomes more demanding, having a demnanding design should reveal ip-
silateral load-dependent slow potentials also im#ralanced display.

A third interpretation—although highly speculativés+the observed differences between
experiments, is that participants in Experiment&ylbe, additionally to using their visual
WM for colors, recoded the colors into verbal omceptual chunks. Some participants
reported after the experiment, that they used trategy to remember “banners” for set
size 3. They remembered for example “France”, tedns, “red, blue, white”. This strategy
might have helped to be better able to filter dwg items on the irrelevant display side.
Recoding and chunking a small number of colors se&nbe feasible. However, this
strategy might not have been applied in Experiméngd 3, because it might not be
efficient for a larger number of items. Firstly,0Lths presentation time might not be enough
time for chunking a larger number of items. Secgnthe colors of banners for different
countries are part of participants’ general knogkednd therefore constitute long-term



103

memory entries as a basis for chunking of thremsteContrary, no equivalent long-term
memory entries usually exist that might form a ®dsi chunking of four or more colors.

Further testing is necessary to unravel the refmathe different patterns of ipsilateral delay
activity over experiments. Anyway, ipsilateral delactivity in Experiment 2 seems to
deviate from the usual pattern. Therefore, in tve chapter we concentrate on the results of
Experiment 1 and 3, where we employed the commoséd design with an equal number
of items in both hemifields.

16.2Processing of Relevant or Irrelevant Items?

In Chapter 12.1, we conducted an analysis redtrict¢éhe pure-target trials of the lateralized
change detection task (set sizes 2, 3, 4, and pJoged in Experiment 3. This experiment
constitutes a good replication of Experiment lefialized change detection task with set
sizes 2, 3, 4, 5, and 6). In both experimentsathplitude of ipsilateral delay activity varied

as a function of the number of presented items.ithdlly, increases in ipsilateral slow

potential amplitudes with increasing set size wé¥ss pronounced as compared to
corresponding increases in contralateral slow pialeamplitudes in both experiments (see
Figure 11.3). The exact replication of the datatguat from Experiment 1 constitutes

evidence for the existence of load-dependent igsdhdelay activity in the standard version
of the lateralized change detection task with baddnvisual input in both hemifields.

However, the critical question is what does thisilteral activity reflect? Recall that we

already aimed to solve this question in Experin®riiowever, as outlined in the preceding
chapter, results of Experiments 1 and 3 indicate the specific design of Experiment 2
might have somehow influenced the result patteherdfore, we reevaluate the question
about the function of ipsilateral delay activitydadevelop experimental designs for its
further investigation.

As already outlined in Experiment 2, load-dependpsitateral delay activity might either
reflect the processing of relevant items or theeessing of the irrelevant items. Even a third
hypothesis is possible; it might only reflect asraase of task-general processes (such as
effort) with increasing set size. Actually, in ligbf our data that speak in favor of the two
other hypotheses, we do no longer believe in thissibility. Please recall that when only
one relevant item had to be processed in Experideintelevant items were not filtered out
but processed to a certain degree and causedatieftects on the ipsilateral delay activity.
Furthermore, the incentive effects in contralateslwell as ipsilateral slow potentials in
Experiment 1 where—based on the fit with behaviatata—interpreted with enhanced
maintenance. To conclude, it seems quite safeddo mssume that ipsilateral delay activity
is—at least in parts—memory-specific. The furthareistigation of the nature of ipsilateral
delay activity will contribute to a better undersdang of the processes running during the
retention interval of the lateralized change débectask. Furthermore, their nature has
highly important implications concerning the natofethe CDA as already detailed in the
introduction to Experiment 2 (Chapter 6.1). Whemtcalateral as well as ipsilateral delay
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activity reflect—at least in part—maintenance pezEs, these processes are pairtially
subtracted out in the CDA.

In Experiment 2, we already collected empiricaldevice from the literature for both hypo-
theses, that ipsilateral delay activity might refléehe processing of relevant vs. the
processing of irrelevant items. However, in lightecently published studies we here make
a further attempt to explain in how far the prooeg®f the irrelevant items might cause the
ipsilateral delay activity.

Imagine you are performing the lateralized changedation task. At the time point of the
items’ appearance, you have a perceptual sensattiseveral items in the right and the left
hemifield. Independent of the WM-task at hand, yeauld always be able to report
afterwards, that items have been present in théeirant hemifield. In other words, if there
were some trials, without any items in the ipsilatéemifield, you also could easily report
their absence. To conclude, the irrelevant iteraspancessed to a certain degree. Probably,
you might not be able to retrieve any specific tiet@bout the irrelevant items, but you can
decide that “they have been there”. Furthermorg/bmagou might even retain an impression
of the spatial arrangement of the irrelevant itemghe display. And this might exactly be
what ipsilateral delay activity reflects: the inidisation and consolidation of core object-
files in the irrelevant hemifield. In line with ghireasoning, Xu and Chun (2006, 2009)
differentiate between two processes during visudd WWhaintenance: An individuation
process with a neuronal basis in the inferior IR& @n identification process with a neuronal
basis in the superior IPS. During the individuatiop to four core prototypes of objects are
separated based on their location. The featuréhese objects are then further processed
during the identification process and full-fledgdetailed object representations arise (Xu &
Chun, 2009). Importantly, the authors observedasustl activity in both, inferior as well as
superior IPS dependent on the number of to-be-rdraead items (Xu & Chun, 2006). The
sustained nature of the activity of inferior IPSplioates that the individuation process is not
a transient process which ends after a while arfdlliswed by the identification process.
Instead, both processes seem to run in parallel.ifgilateral load-dependent delay activity
as observed in our data might mirror exactly thistagined individuation process of the items
in the irrelevant hemifield. The processing of tledevant items might elicit more pro-
nounced activity, mirrored by the contralateramslpotentials, because additionally to the
individuation process, these items are further ggsed to gain full-fledged object re-
presentations.

Data of a recent combined EEG and MEG study (Mit&a€usack, 2011) speak in favor of
this hypothesis. The authors employed a lateralcteahge detection task for colors. With
the aid of both methods, additionally to lateralizomponents, also bilateral components
were observed whose amplitude increased with isgrgaset size up to WM capacity limits
(see also Robitaille et al., 2009). The authorwurassthat the activity observed over
contralateral as well as ipsilateral recordingssitéght mirror an early individuation process,
while the additional contralateral activity mighave a closer link to WM maintenance
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processes. Furthermore, the bilateral activity &sation of set size is strongest during the
early retention interval and at that time the pastedPS was identified as the underlying
source. The authors argue that this is a furtheication, that the bilateral activity might

stand for the individuation of the objects and th@re sustained contralateral activity might
reflect visual WM maintenance processes.

We just outlined that ipsilateral delay activityght mirror the processing of items in the
irrelevant hemifield. But, there is the caveat tarking memory capacity is known to be
restricted to about four items (e.g., Cowan, 200k & Vogel, 1997). An implication of
our hypothesis, however, is that participants waititie—at least some information—about
several objects in the left and the right hemifialdl thereby this limitation would often be
exceeded. If, for example, three items are predeimecach hemifield in the lateralized
change detection task, participant would have talde to store at least information about
six rough object-files in visual WM. Interestinglihere are indeed hints, that the human
brain has independent resources for the maintenahdeformation in the left and right
hemifield. Performance is better when informatien divided into both hemifields as
compared to a unilateral presentation (Delvenn8520memoto et al., 2010). This speaks
in favor of the existence of independent resoufeesach hemisphere that contribute to the
maintenance process. In that way, there mightiesa@urce for the processing of the items in
the relevant hemifield of the lateralized changteci&on task reflected by the contralateral
slow potentials and another, independent resouncéh& processing of the items in the ir-
relevant hemifield reflected by the ipsilateralvglpotentials. There are further observations
that are highly interesting in the light of the mnt hypothesis: Alvarez and Cavanagh
(2005) observed that participants are able to ttante as many targets in a MOT task in a
condition where the targets are divided into thiedad the right hemifield as compared to a
condition where all targets are shown within onenifield. Based on the observation of
Alvarez and Cavanagh (2005), Delvenne (2005) inyatgtd whether WM capacity can also
be enhanced when presenting the memoranda within hemifields. Using a change
detection design he examined WM for colors andtiona. He observed only an increase in
WM capacity for the location-task and not for thbjemt-task and concluded that the
selection of stimuli based on their location, whishcrucial in MOT as well as a spatial
change detection task, is mediated by independesburces for the two hemifields.
Recently, he replicated the data pattern for théntmaance of color information in a
lateralized version of the change detection taskud WM for colors was not better when
the memoranda were presented within two hemifi€ldslvenne, 2011), indicating that
detailed feature information is processed by orsource shared between hemispheres.
Taken together, the data indicate that resouragsettist independently for each hemisphere
might process spatial information whereas sharesourees might process object
information. Transferred to our hypothesis, loaatioformation of core object-files (the
individuation) might be reflected by the contratateslow potentials for the relevant items
and by the ipsilateral slow potentials for the lavant items. Additional and more precise
object-identification takes only place for the xe&pt items and leads to the additional
activity for contralateral slow potentials.
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Mitchell and Cusack (2011) observed lateralizedel as bilateral activity in the lateralized
change detection task. The same was observed Litaletet al. (2009, 2010). Actually the
data of all three studies allow for both hypothesesontribution of the relevant as well as
the irrelevant items to ipsilateral delay activibgcause in all studies the number of relevant
and irrelevant items is always the same. Additideating is necessary to decide between
both hypotheses. Actually, the design of Experingertdeconfounding the number of items
in the relevant and irrelevant hemifield—was a steghe right direction. However, the
design raised problems and affected the contribuifdpsilateral delay activity, already dis-
cussed in the preceding chapter. But how couldust@ér approach an answer?

Interestingly, Xu (2008) designed an fMRI experim#rat—redesigned as an EEG experi-
ment—might actually be a perfect test of the hypsihthat ipsilateral delay activity reflects
the processing of the irrelevant items. They priesktheir participants three conditions of
memory arrays in a standard change detection taskkijects: (a) one item, (b) four items
with different shapes at different locations andf@ur times the same item at four different
locations. During test, one object was presentedl @earticipants’ task was to indicate
whether it was old or new. Interestingly they oledr—in line with their theory of object
individuation and identification as outlined abovditferent patterns in the inferior and
superior IPS. Activity in the inferior IPS was hagtwhenever four items were on the screen
as compared to one item, independent of the itedastity. Contrary, activity in the superior
IPS was higher for the condition with four diffetdtems as compared to the other two
conditions. Here, the condition with four times #same item resulted in a similar activation
strength as the condition with only one item. Tdhésign can be employed for the test of the
hypothesis that ipsilateral delay activity refletite individuation of items in the irrelevant
hemifield of the lateralized change detection tadke design would include the following
conditions: (a) one item in each hemifield, (b) rfotems with different shapes in each
hemifield, and (c) four times the same item in ehemifield. With this design the number
of to-be-individuated and the number of to-be-itdfead objects are varied independently.
Measured slow potential activity should resulthe following pattern: The standard pattern
for (a) and (b), that means contralateral as wellipsilateral slow potentials are more
negative when four items are presented as comparexie item and this pattern is less
pronounced for ipsilateral slow potentials as comg@eo contralateral ones. Condition (c)
constitutes the critical test: ipsilateral slow guatal activity should not differ between
conditions (b) and (c), because both times, foyecib have to be individuated. Contrary,
contralateral slow potential activity should difféor (b) and (c). Here too, during
individuation in both conditions four items are &tized. But, crucially, contralateral slow
potentials should additionally reflect the procedsobject identification for the relevant
items. In condition (c) only one shape has to lentified whereas four shapes have to be
identified in condition (b). Therefore, contralatkslow potentials should be smaller in
condition (c) as compared to (b). The observatibthis data pattern would clearly prove
that ipsilateral delay activity is caused by thegassing of irrelevant items. It further would
show that these items are individuated as corecbfijes based on their location, without
further detailed feature processing.
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17 Delay Activity—Transient or Sustained?

Figures 5.3, 6.2, 6.4, 9.4 and 11.1 all indicatd tbad-effects on slow potential amplitudes
in our experiments are of limited duration. At ab@00 ms after the onset of the memory
array, amplitudes for the various set sizes coraekggically, the load-effects in the CDA
that go back to load-effects on the contralatdml potentials can also only last until about
700 ms (see Figures 5.2, 6.6 and 9.3; the late-dffadts on the CDA in Experiment 2,
Figure 6.6, are due to load-effects on ipsilateslalv potentials as already discussed in
Chapter 6.4). Obviously, this pattern is actualbt im conformity with the idea of delay
activity in the service of WM. As delay activity iaterpreted as the process that keeps
information that is no longer in view active in WNIshould persist over the whole retention
period.

Having a look on the literature, there are diffeesin the duration of the CDA amplitude as
a function of memory load between experiments. [&beof Vogel (e.g., Jost, Bryck, Vogel

& Mayr, 2011; McCollough et al., 2007; Vogel & Mdzhwa, 2004) constantly reports
sustained CDA amplitudes as a function of loaditista about 300 ms after onset of the
memory array and persisting until the end of thenton interval. They even report that the
CDA lasts longer if the retention interval is pnodeed, leading to CDA waves of up to 4.5 s
(unpublished data as reported in Perez & Vogel1p0Dne exception where the working
group of Vogel does not observe a load-dependerA @btil the end of the retention

interval is the study of Ikkai et al (2010). In thstudy, CDA amplitudes converge for
different set sizes about 150 ms prior to the endirthe retention interval (see Figure 3A of
their study). All other research groups always olesdéoad effects on CDA amplitudes that
do not last until the end of the retention interviabr example, a look on Figure 2C in
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Robitaille et al. (2010) reveals that the CDA artyules for different set sizes already
converge at about 900 ms after onset of memory dtederalized change detection task,
200 ms memory array, 1000 ms retention intervahother study of these authors with
similar task parameters shows a comparable pdtienposterior slow potentials (Robitaille
et al., 2009, Figure 2A). In this study, the pattesrobservable in the slow potentials and not
in the CDA, because the CDA was not consistentlyaetable. Slow potential amplitudes
for different set sizes for left as well as rightatrodes converge already at about 900 ms
after onset of the memory array (lateralized chashggection task, 200 ms memory array,
1200 ms retention interval).

Table 17.1

Approximate Duration of Set Size-Effects on CDA lange Relative to Memory Array
Onset Estimated from Grand Averages (CDA), Duratbrihe Memory Array (Memory),
Duration of the Retention Interval (Retention) dap between End of the Set Size Effect on
CDA and End of Retention Interval (Gap) for the X &iments of the Present Work and
Additional Studies From the Literature.

Study Memory Retention CDA Gap
Experiment 1 100 ms 900 ms 350-700 ms 300 ms
Experiment 2 100 ms 900 ms 350-700 ms 300 ms
Experiment 3 100 ms 900 ms 320-700 ms 300 ms
o 500-900 ms
Robitaille et al., 2009 200 ms 1200 ms . 500 ms
(slow potentials)
Robitaille et al., 2010 200 ms 1000 ms 400-900 ms 00 r8s
Delvenne et al., 2011 100 ms 900 ms 250-750 ms n&s0
_ jittered between
Mitchell & Cusack, 2011 150 ms 330-530 ms > 520 ms
900-1500 ms

Sander et al., 2011 100 ms 1000 ms ca. 400-750 ms 50 m8
Sander et al., 2011 500 ms 1000 ms ca. 450-700 ms 00 m8

®Dependent on age group; see text for further detail

Furthermore, a look on Figure 2 of Delvenne, Kaddmd Castronovo (2011) reveals that
CDA amplitudes for different set sizes convergeeratibout 750 ms after onset of the
memory array (lateralized change detection task, m® memory array, 900 ms retention
interval). Also Mitchell & Cusack (2011) observedn@mory load effect on CDA amplitude
only in the earlier part (ca. 250-650 ms) of them&on interval (lateralized change detection
task, 150 ms memory array, 900 — 1500 ms retermi@nval, see Figure 4A in Mitchell &

Cusack, 2011). They discuss a lack of power asiljessxplanation for the missing set size
effects near the end of the retention intervalyahparticipants). However, actually they do
have a CDA-effect at the beginning of the retentimierval and the question arises why
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power should suffice during the early but not dgrihe late retention interval. Actually, the
more transient nature of their CDA matches well olbiservations and might remain even
when data from more participants are added. Tteeefurther study with a rather narrow
CDA-window. Sander et al. (2011) observed set sifects on CDA amplitude only from
about 400-750 ms (lateralized change detection, t4®0 ms memory array, 1000 ms
retention interval). See Table 17.1 for an overview

Interestingly, the study of Sander et al. (2011dsad further critical aspect concerning the
duration of the CDA. They examined three age greugsldren, younger adults and older
adults—and the exact time window they choose fayais differed somewhat for the three
groups. Furthermore, they additionally run a caadiwith a memory array of 500 ms and
this manipulation led to a shift and decrease ze sif the CDA-time window for all three
groups. In particular, the time window starteddated ended earlier as compared to the 100
ms memory array for all three groups (Sander et28l11, Table 2 for the exact times for
CDA analysis in all conditions). Contrary, in adfuconducted in Vogel's lab, comparing
younger and older adults, these differences indimability of the set size effect in CDA
amplitudes were absent. Both age groups elicit€&D#& starting about 300 ms after the
onset of the memory array and lasting until the @fithe retention period (Jost et al., 2011).

Taken together, there is considerable variatiothenduration of the set size effect in CDA
amplitudes between experiments, even when neanygplately the same design was
employed. In experiments of the working group ofg&bthe CDA is truly sustained in
nature, whereas most other researchers—just likeatserve a more transient component.

Methodological differences

One possible explanation for the observed transiature of delay activity in several studies
is methodological in nature. The filtering out ¢dws drift artifacts during recording might
involuntarily have eliminated part of the slow paial activity in some studies. Indeed, the
various studies employed different low-cutoff fikgVogel-Lab: .01 Hz; Sander et al., 2011:
0.5 Hz; Mitchell & Cusack: .003 Hz; Robitaille et 2009, 2010: N/A; Delvenne et al.,
2011: .01 Hz; our experiments: .016 Hz). Howevearpmparison with Table 17.1 shows that
there is no systematic relationship between thel@rag low-cutoff filters and the duration
of load-effects in the CDA. As the filter’s roll{fok usually not reported, we cannot compare
for this potential influence. If it will turn ouhat no methodological differences cause the
variability of duration of load-effects in the CD®hat cognitive explanations might account
for this variability?

Anticipation of test array

Another explanation takes into account, that alyeaftier several trials, participants get a
feeling for the duration of the retention interval.other words, they can more or less gauge
the duration of the retention period and hencecgatie the onset of the test array. This
anticipation of the test array and the preparation the comparison of the retained
information and the subsequent response might eh#img format or the state of the held
representation. Maybe the representation changes dr state of more passive storage into
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an active state for the upcoming comparison withtést array. Interestingly, in line with
this reasoning, Vogel and colleagues (McColloughalet 2007; Perez & Vogel, 2011)
reported that the strength of the CDA diminishearribe end of the retention interval. This
diminution of the CDA goes back to an increasepsilateral delay activity, which the
authors discuss as potentially reflecting antiegraiprocesses for the upcoming test array
(McCollough et al., 2007). Please note, that we allsserved a modulation of ipsilateral
slow potentials as a function of set size in th&t lsection of the retention interval in
Experiment 2 that was not explainable in terms aintenance processes (see Chapter 6.4).

To test the anticipation-hypothesis one might desigversion of the lateralized change
detection task with a retention interval randomdyied in length. The set size effect in the
CDA might not vanish towards the end of the retaniinterval, when participants cannot
foresee the onset of the test array. However, we hia keep in mind that Vogel and

colleagues do find a sustained CDA until the enthefrecording epoch. If the anticipation-
hypothesis is right, it additionally has to explaimy there are these differences in the
duration of the CDA between experiments and es|idatween research groups. Maybe
slight task differences or slightly different fdai the instruction of the participants account
for these discrepancies of results.

Consolidation into visual working memory

A further, but until now wholly unsubstantiated, poyhesis is that the posterior slow
potential and CDA activity actually does not refldze maintenance of items in visual WM,
but rather only the entrance and consolidation wikual WM. In this function, their
duration would not have to span the complete rigtennterval. Interestingly, in the face of
the consolidation-hypothesis, Sander et al.’s (2@tkerved variations in the durability of
the set size effect in the CDA for different ageugys might be reinterpreted. The duration of
the set size effect is shortest for young adultc@spared to children and older adults
(Sander et al., 2011). Maybe, these variationsadlgtunirror differences in consolidation
efficiency.

To conclude, obviously there are considerable diffees in the duration of load effects on
CDA amplitude between experiments. Why they areetliee not so easy to say. The critical
point is that, if these differences are not duemiethodological reasons, as for example
different employed filters, the CDA does not sphe tvhole retention interval in many
experiments. This is actually incompatible with ithea of delay activity that it carries object
information until the test array is shown. Furtihesearch is necessary to decide if, on the
one hand, the CDA truly mirrors maintenance proeessid that these processes change near
the end of the retention period when participamep@re their answer in anticipation of the
test array, or if, on the other hand, the CDA dttuairrors other processes, maybe the
consolidation into visual WM.
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18 Plasticity of Visual Working Memory

One main topic of the current dissertation projed¢he question whether visual WM is sus-
ceptible of change. Notably, short-term modificai@f WM performance have to be disso-
ciated from more fundamental changes in WM efficien

There exist large interindividual differences in Wddpacity (e.g., Engle et al., 1999; Vogel
& Machizawa, 2004). In addition, there are intraundlial differences in measured visual
WM capacity. Measured WM capacity depends on véetabuch as sleep deprivation and
fatigue, drug consum and stress (for a review Eege, 2010). This is clear indication that
WM efficiency of a person is not completely stabtel depends to some degree on transient
external influences. Incentives constitute suchhertserm influence of a person’s state.
They can induce a state in which participants cotmage better and invest more effort to the
task. Although results reported in the literature mixed (see Chapter 5.1 for a review), we
observed clear incentive effects. Participantsreased effort was reflected in improved
visual WM performance as well as in altered elguigsiological activity (see
Experiment 1).

However, even though measured WM efficiency depends person’s current state, it is not
infinitely improvable through factors like effort arousal. Measured WM efficiency is also
determined by personal limitations in the amourthefunderlying neuronal resource, that is,
the available capacity. Therefore, dependent on wtage point visual WM can be
considered both a stable trait as well as a trahstate (for a similar discussion see Engle,
2010). As WM seems to play a crucial role for higbegnition, the question whether WM
capacity of a person can be improved has attranteth scientific scrutiny. Training studies
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are a useful tool to investigate this questioncdntrast to short-term modifications of WM
efficiency, as for example incentives, WM trainiaigns for more than just setting a person
in a more concentrated state. Via training stabiggiterm improvements of persons’ WM
processes shall be achieved. That is, via traiWivg efficiency as a trait shall be improved.
For this reason, the validation of long-lastingrgg effects constitutes an important part of
training studies (see Chapter 8.1.4 for a review).

We observed behavioral effects of improved visuayl Wfficiency for both, short-term
modifications (Experiment 1) as well as trainingementions (Experiment 3). Furthermore,
we showed that electrophysiological componentsisfiat WM are also sensitive to both
forms of interventions. Posterior slow potentiaisreased in amplitude under incentives in
Experiment 1, indicating that participants investawre effort and maintained more
information as compared to the baseline condifiamthermore, in Experiment 3, the pattern
of contralateral slow potentials’ amplitudes indezhthat filtering efficiency in visual WM
increased from pre to post training session. Thaasticity effects in visual WM were
reflected by posterior slow potentials, but nottlhy CDA. The bottom line is that according
to our results, contralateral slow potentials, hot the CDA, are suitable measures of
plasticity in visual WM efficiency.
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19 Reconsidering Selection Mechanisms

19.1Types of Selection Mechanisms

We have built the training study on the plausildsuamption that the MOT as well as the
change detection task with distractors necesstattained attention towards targets and pre-
vention of attentional capture through distractédghough training of filter ability in MOT
was efficient, there was no transfer to improveted®n mechanisms to the change
detection task. These results are strong indicahiahsustained attention towards targets and
away from distractors is not the crucial selectioachanism in the change detection task.
Therefore, we now examine again the attentionatgseses running during initial selection.
Critically, the exact design of the change detectiask with distractors might determine
which attentional processes are at work duringiaiiselection. Based on these con-
siderations, in Chapter 19.2, we will further dissuwhy we might not have observed
transfer effects and develop a new hypothesis diltaring in the change detection task as
employed in our training study.

During the memory array of the change detectiok t@th distractors there are two classes
of stimuli, targets and distractors and participamve to select the targets for maintenance
in visual WM and reject the distractors. In thetjgafar design employed in Experiment 3,
participants performed feature-based selecticaccording to shape; they had to select the
squares out of the rectangles (as in Fukuda & Va2@09). In the literature, there exist
further designs with other criteria how to seleoe ttargets out of the distractors (see
Figure 19.1 for an overview). Vogel et al. (200foaemployed a feature-based selection
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and defined the color of the items as selectioteron; red items were targets, blue items
were distractors. In a further experiment of tlstirdy, participants selected the targets based
on their location, not on their features (Vogeakt 2005). Shortly before the presentation of
the memory array, a central arrow pointed towahgsupper or the lower quadrant of the
relevant display side. The items in the indicataddjant were defined as targets, the items
in the other quadrant as the distractors. A furth@mple for a change detection design with
a location-based selectionriterion, is the study of Herrero, Nikolaev, Raféoand van
Leeuwen (2009). They employed a spatial cueingashendividual target. Shortly before
the appearance of the memory array frames appeardge target locations but not at the
distractor locations. In a further version of thkeawoge detection task with distractors,
distractors were marked to enable participants repgre for ignoring them (Herrero,
Crawley, van Leeuwen & Raffone, 2007). This wasealdwy presenting a preview array
shortly before the appearance of the memory aifhis preview contained only the later
distractors and importantly the distractors werespnted at the same location as in the
memory array. Participants could thus use the prevo prepare which object locations to
neglect in the following memory array. Actually,ffdirent selection criterions demand
different selection processes. Therefore, we nove lzacloser look on how the choice of the
selection criterion determines the process of sielec
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Figure 19.1. Classification of different selectiorteria in the change detection task as
employed in the literature.
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There are two broad classes of selection critaripl@yed in the change detection task with
distractors, selection based on location and setedtased on features (see Figure 19.1).
Selection based on location can be subdivided(mtarea cueing(e.g., the quadrant of the
display, Vogel et al., 2005), (lwueing of individual target locationderrero et al., 2009)
and (c)cueing of individual distractor location@errero et al., 2007). The word “cueing”
already focuses on the crucial difference betwedecton based on features and selection
based on location. In the latter case, relevardtions are cued prior to memory array onset
and therefore spatial attention is already orieat@ey from the distractor locations. In (a) it
dwells in the area where the targets appear afi) it is even at the precise target location
when targets appear. In (c) locations of distractoright already be inhibited. This
constitutes an early selection mechanism basedatiak locations only. Contrary, in the
case of feature-based selection, all items havéetoprocessed to a certain degree to
differentiate between targets and distractorshét tase, selection can only start after onset
of the memory array and an initial allocation deation towards each item is needed.

Actually, there seems to be some variation in tifécdlty of the types of selection.
Location-based selection—at least in the case e& amueing—seems to be easier then
feature-based selection. A comparison of Figureuith 2b of Vogel et al. (2005) reveals,
that poor filterers are completely unable to filtert the irrelevant distractors in the case of
object-based selection as indicated by an equal @®Dflitude for high-memory load and
distractor-present conditions. Contrary, in theecaklocation-based selection, poor filterers
seem to be able to filter at least some of thealiihg information, as indicated by a CDA
amplitude for the distractor-present condition thes in between the low and the high-
memory load conditions (for a detailed descriptidivogel et al.’s design, see Chapter 7.1).

Actually, the lateralized change detection tasktbgif also contains distractors, namely the
items in the irrelevant hemifield. In this task amueing is employed to induce a location-
based selection. Specifically, the targets candbected via a central spatial cue indicating
the relevant hemifield. In Experiment 2, ipsilateshow potential activity indicated a

processing of irrelevant items when only one ratévtem was present, indicating that in
this case these irrelevant items were not filtewatd However, a relationship between the
extent of filtering and visual WM capacity as rejgor in Vogel et al. (2005) was not
observed. Filtering within one hemisphere might assittate a more sophisticated filter
mechanism, a mechanism possibly more stronglye@/at working memory capacity.

To conclude, the choice of the exact selectiongeisi the change detection task might have
important implications concerning the exact typésitbentional processes at play. Backed
with this knowledge we now attempt to figure outywthe MOT training did not transfer to
the change detection task.
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19.2 Truly Attentional Capture?

We designed our training study based on the resd@lsukuda and Vogel (2009). These
authors report that distractors involuntary captthie attention of poor filterers in a
lateralized change detection task (see Chapter Ti2grefore, a training of attentional
control in the presence of distractors seemed tondizated to improve their selection
mechanisms and hence, we have chosen the MOT tadkaiaing task. In this task,
participants trained to hold attention sustainedtlos targets and to prevent attentional
capture through distractors. In the following, welime that maybe we observed no transfer
effects, because attentional capture through distraiis actuallynot the critical process that
leads to poor filtering in the change detectiotk tagh distractors.

Maybe, Fukuda and Vogel's (2009) application of dltentional capture explanation to the
change detection task with distractors was prereatiihey might have adopted this
explanation because it was most probably true fiotteer experiment of their study. In this
other experiment four Landolt “C”s were presentedite screen. These Landolt “C”s only
differed in the side where their gap was locatdthr®y before their appearance, one of the
four Landolt “C’s, the target, was spatially cued & green dot at its exact location; the
other three Landolt “C"s constituted the distrastdParticipants’ task was to indicate the
side of the gap in the target. Employing the datbprtechnique, the authors showed that
participants differed in where they allocated tta¢iention shortly after the Landolt “C”s dis-
appeared. High-capacity participants focused #igention towards the target, whereas low-
capacity participants dwelled with an equal proligbivith their attention on the target or
the distractors. The authors conclude that low-ci#paubjects have been more prone to the
distractor-Landolt “C"s, because—additionally toethtarget-Landolt “C"—they also
involuntarily captured their attention. Contrarygtcapacity subjects were able to resist
attentional capture.

However, that the same selection process contsbtgethe change detection task with
distractors and the task with the Landolt “C"s,aasumed by Fukuda and Vogel (2009) is,
however, not necessarily true. In the precedingptehia we differentiated between two
selection mechanisms, selection based on featatesedection based on location. The latter
was also employed in the experiment of Fukuda aogeV(2009) in which the side of the
gap in the target Landolt “C” has to be detectdtk felevant target location is exactly cued
and hence an early selection based on locationssilple, prior to the objects’ appearance.
Consequently, there is absolutely no need for @pants to shift attention towards the
distractor objects. The susceptibility of particiawith low WM capacity to nevertheless
allocate attention towards distractors indicatest thistractors have involuntarily captured
their attention. Contrary, in the change detectask, that Fukuda and Vogel (2009) as well
as we employed, targets and distractors have thisbeéminated based on their features. This
implies that all objects have to be processed teréain degree to differentiate between
targets and distractors. However, whadhparticipantshaveto process the distractors to a
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certain degree to decide that they are distractbeye cannot be an attentional capture
through distractors.

Interestingly, in a recently published study, thehars (Fukuda and Vogel, 2011) showed
that actually all subjects are susceptible to &tieal capture, but only differ in the time
needed to recover. This is actually a further iatien that attentional capture is not the
crucial process that makes filtering difficult irtlhange detection task where distractors have
to be filtered out based on their features. If,Fakuda and Vogel (2011) showed, all
participants can recover from attentional captutgy should they store the distractors later
on in their visual WM? However, this is exactly whéogel and colleagues (Vogel et al.,
2005; Fukuda & Vogel, 2009) as well as we obserbr filterer store more unnecessary
information in their visual WM.

However, if not attentional capture, what might & explanation for the data pattern
observed by Fukuda and Vogel (2009). Employing dbé probe technique the authors
showed that shortly after memory array offset gdoeerers allocate their attention
exclusively on the targets, whereas poor filteralso dwell on the distractors. Under
conditions of feature-based selection, as in thengé detection task employed by these
authors, all items have to be processed to a nedgree. When the items are processed
thus far that targets and distractors can be dasat; the distractors can be dropped again.
Maybe, good filterers are better in the disengagénoé attention from the distractors as
compared to poor filterers. The latter participamight not be able to drop the distractors
and hence bind their limited resources for thehierrtprocessing of these distractors. This
would also explain why these distractors later coupy visual WM (Fukuda & Vogel,
2009; Vogel et al., 2005; Experiment 3 of the cuotrrgork).

Coming back to our training design, interindividudifferences in susceptibility to
attentional capture might not account for diffeesién filter ability in a change detection
task in which distractors have to be filtered oasdd on their features. This might explain
the missing transfer effect in our training studybeit clear training gains in filtering
efficiency in the training task (MOT). Furthermone MOT participants trained to hold their
sustained attention on targets. If the interindigiddifferences in filter ability actually go
back to interindividual differences in the efficignof attentional disengagement from
initially included distractors, a training of susted attention towards targets and avoiding
attentional capture of indistinguishable distrastens needed in MOT—cannot work.
Fukuda and Vogel (2009) showed that good filtemmes able to drop the targets already
50 ms after memory array offset. Hence, a traiminguld target the processes in that early
time interval. One might train participants’ eféiaicy in selecting the relevant information
and dropping the distractors as soon as they haveegsed the items far enough to
differentiate between targets and distractors.
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19.3Searching Targets

Imagine you are searching for a specific pen ircp case. In that case you are searching
for a specific object in the presence of similae®and without knowing its location. This is
exactly what can be investigated via visual segraladigms. They are useful tools to
measure the efficiency of attentional allocationd aattentional selection in vision.
Participants see several objects on the displaysaodmmonly used task instruction is to
decide as fast as possible if a given target isgutein the display or not (for example a
vertical line in the presence of lines with othetientations). There are remarkable
similarities in task affordances between the visggrch paradigm and the change detection
task with distractors as employed in Experimenin3particular, the memory array of the
change detection task constitutes a visual seaisilagh with targets intermingled with
distractors. Hence, the accumulated knowledge giragesses running during visual search
can assist in strengthening our understanding ef glocesses going on during initial
selection of targets into visual WM.

19.3.1 Pop out versus serial search

There are two typical result patterns for visuarek. Firstly, the target can constitute a
singleton, that means a target outstanding in tefnts features. If that is the case, detection
times are very fast and independent of the numbdistractors, for example a red target bar
under blue distractor bars (pop out; Treisman, 1986condly, if there is no pop out, the
more items are presented on the screen, the ldhgakes the participant to detect the
presence of the target (Schneider & Shiffrin, 19@&¢ause the display has to be searched
more intensively for the items. Contemporary modaflsvisual search assume that this
search might be a combination of serial and pdra#arch (for a review, see Wolfe, Vo,
Evans & Greene, 2011). A pop out occurs if thedrig categorically different from the
distractor (Eimer & Kiss, 2010; Wolfe et al., 1998 example a red among blue items or a
diamond among circles or a horizontal bar amongicatrones. Additionally, a pop out
occurs if the target and the distractors are dierdint poles of a continuum (for a review, see
Soto, Hodsoll, Rotshtein & Humphreys, 2008), foample a small item among large ones.
There is no pop out if targets are defined as abawetion of two or more features, as for
example color and shape, and some distractors #iamene and other distractors the other
feature with the target (Treisman, 1986). Theral$® no pop out, if more than one search
template is task-relevant, as when participant® hiavook for red and green targets among
blue distractors (for reviews, see Olivers, Petdmjtkamp & Roelfsema, 2011; Soto et al.,
2008).

This has important implications concerning the giesif the memory array of the change de-
tection task. If the targets pop out, encoding teheuld be shorter as if, on the other hand,
the display has to be searched for the targets whs shown in a combined visual search
and change detection design (Mayer et al., 200@. Memory array constituted of a 3 x 3
grid of nine grey shapes and between one up todivithese shapes (targets) had to be
maintained in visual WM. The remaining shapes dbrietd distractors. Targets had to be
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searched for via visual search. In that way, thenorg display of the change detection task
constituted a visual search array. Visual searcheither easy due to a pop out of the targets
or difficult without target-pop out. Participantsdicated via key press when they had fi-
nished encoding of targets. The exact same shagesslhiown in both conditions. Although
exactly the same targets had to be encoded int@M&M under both conditions, required
encoding time was significantly longer for the cibiodh without target-pop out as compared
to the pop out condition (Mayer et al., 2007). Tikislear indication that a pop out of targets
facilitates encoding into visual WM. Please notat #tven in the pop out condition, encoding
time was a function of the number of to-be-encotds. This might be due to the fact that
although the pop out facilitated targkdtection the subsequemprocessingf target informa-
tion for storage in memory depends on the amoutd-be-encoded information.

19.3.2 Two steps during encoding

The observation of Mayer et al. (2007)—that evemrnvtargets pop out, encoding time into
visual WM is dependent on the number of targetsddda an important difference between
most visual search experiments and the changetibeteask with distractors. The task-goal
during most visual search tasks is to detect aetavgt of distractors. Participants only have
to indicate if the target was there or not. Duricttange detection, additionally to the
detection of the targets, a further step is necgdeasolve the task, namely the identification
of the to-be-remembered feature of the targetthdnchange detection task we employed in
Experiment 3, as a first step squares had to et out of rectanglesigual searchand

as a second step the color of each square haditehified for later maintenancéeéture
pick up.

Interestingly, Fukuda and Vogel (2011) employedsaal search design where exactly these
two steps have to be performed. Participants hadport the location of a gap in one of four
presented Landolt “C”s. The target Landolt “C” wdsfined via its color. Participants
consequently first had to search for the targetthad to pick up the critical feature. Initially
after the disappearance of the search array a maskpresented. To equate performance
accuracies to about 75%, the authors determinedntligidual presentation time of the
search array for each participant; presentationedimmanged from 35-183 ms for a
performance accuracy of about 75%his illustrates impressively that persons sthpng
differ in their efficiency to detect task-relevantormation in a visual-search display where
they have to perform the two steps of searching¢hevant target and additionally picking
up the relevant feature within this target.

The observation that there exist huge interindigidiifferences in the time needed to search
the relevant targets and to additionally pick up-titrbe remembered features has important
implications for the interpretation of interindividl differences in visual WM performance
in the change detection task with distractors. e memory array is often presented for a
very short time (100 ms in our experiments) notpaliticipants might be able to search

4 Please note that we here refer to the baselingitimm of the experiment of Fukuda and Vogel (2011)
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through the items and pick up the relevant targé&rination before the memory array
disappears. Therefore, part of the interindividiifferences in performance accuracy in the
change detection task might actually be driven bierindividual differences in the
efficiency to search trough and pick up item infation. As these two steps might actually
be considered the process of consolidation of agleitem information under distraction, its
further investigation might benefit from technigussployed in the investigation of visual
WM consolidation (e.g., Sun, Zimmer & Fu, 2011; ¥ggWoodman & Luck, 2006).
Especially, to gain complete control over encodiimges, the memory array should be
masked as done in Fukuda and Vogel (2009).

19.3.3 Parametrical manipulation of target-distractor similarity

Weidner, Krummenacher, Reimann, Miuller and FinkO@O0 parametrically varied the
similarity of a target and distractors in a vissaarch task. They observed that the more the
target resembled the distractors, the more timengased to detect the taryet

If, however, the presentation time is fixed, errates should increase with increasing
similarity of targets and distractors. If targettbsequently have to be maintained in WM, as
in the change detection task, this should also hangacts on response accuracies. In a
preliminary experiment (that is not part of theséigation project and therefore analyzes are
not presented here) we varied within participanésaspect ratio of rectangles (distractors) to
manipulate their similarity with squares (targatsla change detection task. As usual, the
presentation time of the memory array was 100 ndedd, participants’ response accuracy
was a function of the similarity of targets andudistors. The more the two stimulus classes
differentiated and hence the better they could brichinated, the better the WM
performance accuracy during test.

The initial encoding of targets in the presencalisfractors is a critical step in the change
detection task with distractors. That the efficig€ initial encoding has influences on later
memory maintenance processes is obvious. A deewsvi@dge about what happens during
encoding would prevent the intermingling of progegdottlenecks during encoding with

maintenance processes during the retention intelad available encoding time and the
similarity of targets and distractors constitut® tvucial parameters.

® Interestingly, reaction times continuously inceghsvith increasing target-distractor similaritydicating that
pop out is not an all-or-nothing phenomenon.
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20 Sustained Attention during Visual Working
Memory Maintenance

During the course of this thesis we repeatedly hedcthe construct oéttentionin the
context of WM. In Experiment 2, for example, we kexped the filtering out of irrelevant
items with the construct of sustained selectiveenditbn towards the relevant items.
Similarly, we assumed that the selection mecharisr&Experiment 3 might be selective
attention towards the relevant items. Moreover, weerpreted the frontal boost for
distractor-present trials as a top-down eliciteédrdatonal control signal.

The constructs of attention and WM try both to ekpthe information processing—and its
limits—in the service of behavioral goals. Attem@b processes promote the efficient
encoding of goal-related information in the presen€ irrelevant sensory input, whereas
WM processes guide the maintenance of a small anaiuelevant information for further
processing. By this means, both processes enhhaegqadcessing of relevant information in
the presence of distracting information (for a famidiscussion see Awh et al., 2006).
Interestingly, both cognitive constructs mutuat§luence each other and seem to be closely
intertwined (e.g., Awh et al., 2006; Cowan, 200hgle et al., 1999). In particular, a variety
of studies emphasize the relationship between Hikityato control attention and WM
capacity (Bleckley, Durso, Crutchfield, Engle & K, 2003; Kane et al., 2001; Sobel,
Gerrie, Poole & Kane, 2007). Low-capacity subjeste less able as compared to high-
capacity subjects to control their attentional edliton in various attention tasks, such as
visual search tasks (Sobel et al., 2007), selectitention tasks (Bleckley et al., 2003) and
antisaccade tasks (Kane et al., 2001).
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Decades of research converge to a straightforwarttlgsion: Attention exerts strong
influence on efficient WM functioning (e.g., Awh at., 2006; Cowan, 2001; Engle et al.,
1999). However, attention can guide WM in a var@tyvays. It might play a crucial role at
several stages for efficient working memory funeing: We already discussed its function
as a gatekeeper into visual WM in the precedingigraFurthermore, it might contribute to
successful maintenance in visual WM. Here, we faruthis latter function.

20.1 Attention as a Rehearsal Mechanism

In several WM-theories, the sustained allocation attention towards the maintained

information is assumed to be the cognitive mecimanisat enables the maintenance of
information in WM (e.g., Awh et al., 2006; Joniddsacey, Nee, 2005; Postle, 2006;

Zimmer, 2008). Most theoretical underpinning ofsthiea is guided by the attentional-

rehearsal theory of Awh and colleagues (e.g., Awlio&ides, 2001; Awh et al., 2006). In

Experiment 2, we reasoned that biased attentioartsvthe items in the relevant hemifield

might be the mechanism that enhanced the proceskihgse relevant items in the presence
of distractors (see Chapter 6.4). Here too, weiegphe attentional-rehearsal theory.

In this theory, Awh and colleagues developed tlea ithat sustained spatial attention is the
rehearsal mechanism for maintaining informatiospatial WM. They collected converging
evidence for their theory. Firstly, spatial WM asyhtial selective attention elicit activity in
strongly overlapping frontal and parietal brainioeg (Awh & Jonides, 1998). Secondly, the
authors compared electrophysiological responsafadly appearing probes in an attention
task and during the retention interval of a spaWéM task. Probes at attended and
remembered positions elicited components with Rigsilmilar latency and topography
(Awh, Anllo-Vento & Hillyard, 2000). Thirdly, Awh ad Jonides (1998) showed that stimuli
presented at to-be-memorized locations are proddaseer than stimuli at irrelevant, not to-
be-memorized locations, indicating that attentiowards the to-be-memorized locations is
crucial for spatial WM maintenance. As a main takkjr participants had to remember the
identity or the location of a letter in WM. A prolstimulus was presented during the
retention interval—either at the same location las letter or at another location—and
participants’ secondary task was to react as fagioasible upon that probe. In the spatial
condition, participants’ reaction times to the prolere faster if the probe appeared on the
to-be-memorized location as compared to irrelevacdtions. There was no difference in
response time towards the probe when the idenfitthe letter had to be memorized.
Fourthly, Awh and Jonides (1998) found that intptimns of attentional allocation during
the maintenance interval led to declines in WM qariance, indicating a functional role of
attention during spatial WM maintenance. In a daak design, their participants performed
a spatial change detection task in which they bagtinember a single location. During the
maintenance interval, a colored stimulus was ptesegind subjects had to indicate its color.
In one condition, participants had to reallocaterdion away from the memorized location
in order to indicate the color of the stimulus, wé®s in the other condition this was possible
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without shifting their attention away from the memed location. Performance in the
spatial change detection task was better, if ntiapaallocation was necessary.

However, this truly constitutes a spatial mechanif®mn the maintenance of location
information and hence this is not directly appliealfor the maintenance of visual
information in visual WM. In the visual change dgien task for objects not only spatial
information about the objects has to be maintash&thg the retention interval, but feature
information of the objects, as their color, shap®mentation. Also for the maintenance of
object information an attentional mechanism canpbstulated, but we require a careful
characterization how this visual mechanism mightkwo

Actually, considering Awh’s research on a spatiasdd attentional rehearsal mechanism
might help to develop a corresponding rehearsal hamdsm for object or feature
information. In particular, part of his research attentional mechanisms for spatial WM
might be transferred towards the object domain. @ag of his evidence constitutes
overlapping neuronal areas between vision and Wideed, recent research has presented
first evidence for delay activity during visual WiMaintenance highly specific for specific
features, such as color or orientation (Harrisomé&g, 2009; Serences, Ester, Vogel &
Awh, 2009). Crucially, this delay activity was falirnin primary visual areas V1-V4
(Harrison & Tong, 2009; Serences et al., 2009) wkndo comprise neurons sensitive for
colors, orientations, edges, etc. Furthermore,®eeet al. (2009) found highly overlapping
patterns of activity during visual WM maintenanc®l asensory processing of stimuli. The
sustained activity in primary visual areas obsemhdng WM maintenance might constitute
a rehearsal mechanism for the respective feattmemation.

The specific task we used to examine visual WM wias change detection task.
Interestingly, the memory array of this task comtafeature information about the to-be-
remembered objects as well as information abolit gpatial locations. In the next chapter
we discuss which of the here discussed processssstdined attention might contribute to
maintenance in the change detection task. In pdatiove ask which of these attentional
processes are reflected in the CDA.

20.2The Role of the CDA

In the lateralized change detection task, multgdgects have to be maintained in memory.
In each trial, several objects are distributed oanlgt throughout a specified array so that
their exact location and configuration cannot beeseen by the participants. Spatial
attention towards the targets might play a crumég during maintenance. Already when
introducing the CDA, we mentioned their potenti@eras a spatial pointer (e.g., Drew et al.,
2011; McCollough et al., 2007) towards the objettsing the retention interval of the
lateralized change detection task as well as dwxitaderalized MOT task (see Chapter 4.3).
The posterior IPS is discussed as the neuronalceounderlying this spatial pointer
mechanism (e.g., Drew et al., 2011; see Chaptér 4.4
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Decades of research have shown that spatial attentin be directed towards individual
objects. Contrary, many early attentional theosaigsumed that attention functions as a kind
of spotlight that illuminates everything within tla¢tended region of space. The boundaries
of attention were defined as the spatial exterthefspotlight. However, it has been shown
that there is a crucial relationship between tloaigoof attention and the stimuli in the visual
scene the observer is attending to. That objetkerdhan locations can guide attentional
allocation implies that attentional allocation & lefined through a specific region in space,
but through the boundaries of objects (for a reveme Scholl, 2001). In line with this
reasoning, the existence of split attentional faltiected specifically to objects allocated
throughout the display, has been shown (Awh & Rast000). Moreover, the direct
surrounding of an attended object is attentionailyibited (Hopf et al., 2006). Further
support for the object-based attention account sdinmen studies that showed that attention
is spreading automatically throughout the selecigdct (e.g., Ahw, et al., 2001; Duncan,
1984). To sum up, objects seem to constitute disaneits to which spatial attention is
directed.

There are several hints that bolster the suppaositfospatial attention towards the object
locations also during visual WM maintenance. In th&#oduction we already reviewed
evidence that the removal of context informatioiar{d et al., 2000) or a change of the
spatial arrangement (Zimmer & Lehnert, 2006) dissureven when completely irrelevant,
the performance in change detection of featurerimétion. These results converge to the
view that the spatial configuration promotes WM mtanance for feature information.
Theeuwes, Kramer and Irwin (2011) used the dot etelchnique to learn more about the
contribution of spatial attention during a chang¢edtion task for colored stimuli. After the
retention interval, they asked their participahts $specific color was among the remembered
items, for example “red?”. Shortly afterwards, one trials a dot appeared at any of the
locations of the to-be-remembered stimuli. Paréinig’ task was to respond as fast as
possible and only after this, to answer the menopigstion, if that specific color was among
the to-be-remembered stimuli. The crucial resuls wlaat, when the dot appeared at the
specific location, the participants were retrievimganswer the memory-question, reaction
times towards the dot were increased as comparadhén the dot appeared at the location
of any of the other stimuli. Taken together, spat&éirmation about the object locations
seems to play a crucial role during visual WM maiiance.

The exact pointing towards the relevant locatiorightnbe especially relevant in case of
additional distracting information, as in the chardgetection task with distractors. Fukuda
and Vogel (2009) already showed with the aid ofdbe probe technique that poor filterer
allocated their attention more often towards didtma locations, whereas good filterer
focused their attention towards target locationswelver, they presented the dots already 50
ms after the memory array, shortly after the tigerceiving the objects and well within
the scope of iconic memory. It would be highly netging to employ the same technique,
but at different times during the retention intért@ learn about the attention allocation
during maintenance in visual WM. We would predrcttthe pattern remains the same as the
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one Fukuda and Vogel (2009) observed, namely thadl dilterer can focus their sustained
internal attention towards the target locationgtlyhout the retention period whereas poor
filterer cannot.

However, only knowing about the locations of theb&remembered objects in a change
detection task does not allow for the detectioa pbtential feature change, such as color or
orientation. As already discussed in the precediapter, only a spatial pointer mechanism
as assumed for spatial WM (e.g., Awh & Jonides,120€ not enough for the maintenance
of visual information, there must additionally bar@chanism for the maintenance of the
feature information. We now have a closer look ow lboth processes, the maintenance of
location-information as well as of feature-inforioat might contribute to successful visual
WM and further discuss the possible role for theA€D

What might be the role of the CDA? It might excliedy reflect a spatial pointer towards the
target locations or it might additionally hold sowfethe objects’ features (cf., McCollough
et al., 2007). There is evidence that the CDA dasgeflect the size of an attentional zoom
lense (McCollough et al., 2007), that the CDA doest depend on the perceptual
requirements (Ikkai et al., 2010; Luria et al., @Dand that the CDA does not simply reflect
the number of locations that are covered by objékksi et al., 2010; see Chapter 4.1 for a
detailed presentation of these experiments). Adséhdata converge to the straightforward
view that the CDA indeed is a measure of the nurobegpresentations in visual WM. Cru-
cially, however, not any of these studies allowsstatements about the question whether the
CDA does reflect the processing of aeaturesof these objects. Also in the study of Luria
and Vogel (2010) no evidence is provided for theuagption that the CDA might be
sensitive for feature information of the storedealt§ (cf. Chapter 4.3). They discuss their
CDA patterns as indication that bound-objects toeged in visual WM. However, as already
discussed in Chapter 4.3, their results are aldretexpected when the CDA reflects only a
spatial pointer that is not sensitive for featuntotimation of the represented objects. The
only indication that the CDA might indeed hold som@ntent information comes from
Woodman and Vogel (2008), who report a larger CDéphitude for the maintenance of
orientation information as compared to the mainmteraof color information of the very
same stimuli (see Chapter 4.3).

How could the question whether the CDA is or is s@rsitive for object content be further
investigated? One might think of a research linatee to the CDA research. Slow potentials
measured in a standard, not lateralized versiorthef change detection task differ in
topography based on the type of memorized infolnatin particular, slow potentials
arising when maintaining spatial information haeeib dissociated from those arising when
maintaining object information (e.g. Mecklinger &eRer, 1996; Mecklinger & Miiller,
1996). This indicates that—at least part of—theteonof the memoranda is represented by

® Concerning these questions much research focus#seoBDA. However, as we discussed (Chapter 17) the
posterior slow potentials should not only be coestd a building block of the CDA, but might contaéhevant
information beyond the CDA. Therefore, all followinigscussion equally applies to posterior slow pidés
To allow for a smooth reading, we only refer to @2A in the following.
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these slow potentials. When the CDA also codes gqfatthe content of to-be-remembered
objects, their topography should—comparable togtssw potentials—vary with the type
of information. First indication that this is ndtet case is the study of Drew et al. (2011).
They observed a CDA for a change detection taslcdtors as well as for a spatial MOT
task. The CDA in the MOT task was more pronouncect@mpared to the CDA in the
change detection task. The both tasks’ commongiahe CDA was equally distributed and
its amplitude differed as a function of remembesedracked items. This common part was
interpreted to rely on the posterior IPS and reéfeespatial pointer towards the objects (see
Chapter 4.3 for the discussion of the additionat pathe CDA). This is first evidence that
the CDA might not be sensitive for the contenthaf memoranda.

However, as already discussed above, in caselth&@@ DA does not reflect the maintenance
of to-be-remembered feature information, there mhbst another mechanism for its
maintenance during retention. This brings us badke in the preceding chapter discussed
observations of sustained activity in primary visaieeas (V1-V4) (Harrison & Tong, 2009;
Serences et al., 2009). This activity is highly e for the exact sensory information
(Harrison & Tong, 2009; Serences et al., 2009). elww, in case that the CDA reflects a
spatial pointer towards and the object-contenttasesl in the primary visual areas, there
must be any form of connection between these twaybd the CDA works as a coordinator
that interacts with these sensory areas. It mighstitute a pointer system that binds core
object files via sustained attention at their lama& and coordinates the processing in
sensory areas. In that way, each stored featurédvibeuassignable to a specific location and
confusions would be prevented. This might actublythe reason for the observation that
changing the spatial configuration in a change dliete task disturbs the maintenance
performance for shapes (Zimmer & Lehnert, 2006) eWfeatures are bound at locations to
hold them individuated, features emerging at theohg” locations in the test array would
consequently result in a mismatch with the maimtdirepresentation.

Interestingly, some theoretical accounts ascribesffatial attention towards object locations
a crucial role in the binding of several objectti®as. Interesting in this context is
Treisman’s theory of binding object files duringgeption (e.g.; Treisman & Gelade, 1980;
Treisman & Zhang, 2006) as well as during visual Widintenance (Wheeler & Treisman,
2002). Remembering various objects with severalfea poses our brain the problem not to
confound these features. The assignment of featomeards the correct object—in other
words the generation of bound object-files—is, aditm to Treisman and Zhang (2006),
done via spatial attention towards the object iooat This sustained attention might also
serve as the binding process during WM (Wheelerr&siman, 2002). Highly interesting in
the focus of this theoretical account, Fougnie Btadlois (2009) showed that sustained at-
tention during a change detection task is highlguwant for maintaining feature conjunctions
and that a disruption of the attention during teeemtion interval impairs visual WM more
for feature conjunctions as compared to individigatures. The theory of Treisman goes
hand in hand with an important theoretical accafr€hun (2011). He reasons that parietal
regions like the IPS (a favorite candidate for CBéneration) might not be the exclusive
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storage sides for WM information. Contrary, theaiter might be the direction of sustained
attention towards the sensory regions that prottesselevant feature information. Further-
more, he discusses a possible binding functiomedd regions—via sustained attention and
in the sense of Treisman—during WM maintenance (CH2011). In line with this
reasoning, in case, that objects consisting ofre¢¥eatures have to be maintained in visual
WM, the CDA might bind these features together moirtegrated object-file at specific
locations during maintenance.

The CDA might even crystallize out to reflect sokiad of domain-general attentional
resource that is limited in capacity and works I tservice of maintaining relevant
information in an active state. This might be deme interactions between this cognitive
resource and the sensory systems responsibledatdhage of the respective content. A first
step in investigating this question constitutesjtis¢ described study of Drew et al. (2011)
that observed an equal CDA for spatial as well esduire information. Furthermore, one
might design a change detection task for othertodmembered spatial information such as
orientations as well as auditory information sustsaunds at different locations. Obtaining a
CDA in these designs as a function of the numbenaifitained spatial arrangements or as a
function of the number of maintained sounds wowdlirst indication of at least some kind
of domain-general functional role of the CDA. Itght then constitute a capacity limited
attentional resource that helps keeping entitideziduated during the maintenance in visual
WM via sustained attention towards their locatiohkowever, these ideas are highly
speculative and further research has to enliglitisrquestion.
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21 Conclusion

The first main issue of the present work was tm gabetter understanding of the posterior
slow potentials and CDA and their contribution tsual WM maintenance. Firstly, posterior
slow potential activity crystallized out to be lttin conformity with performance
accuracies as compared to the CDA. This is alsofouthe observation of effects of visual
WM plasticity. An incentive manipulation as well astraining of visual WM efficiency
brought about performance improvements that weféected in the posterior slow
potentials, not in the CDA. Secondly, in all expeghts we observed load-dependent
ipsilateral delay activity that was interpreted reflect, at least in parts, maintenance
processes. This assumption is further supportegsylts from the literature. However, it is
not yet clear, whether and under which circumstartbey reflect the processing of the
relevant or the irrelevant items. We outlined idasthe further investigation of this topic.
Based on this abundant empirical evidence, we aatvthe conclusion that contralateral as
well as ipsilateral posterior slow potentials shkibuabt only be considered as the building
blocks of the CDA. Instead, they reflect additioralicial processes of successful visual
WM functioning that are subtracted out in the CDA.

Competent selection mechanisms are vital for efficivisual WM functioning. Our second
main goal was the training of these selection meishas to enhance visual WM efficiency.
We conclude that selection mechanisms in visual W&limprovable through training. This
constitutes an enhancement of visual WM as a @aitompared to variations in a person’s
actual state for example via incentives as don&iperiment 1. However, we did not
observe transfer effects from a training of atmmdi selection mechanisms in MOT to
filtering in change detection. This indicated thhe in the tasks employed forms of
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attentional selection are not equal. Specificallg,can exclude that the selection mechanism
in the change detection task with distractors tatemployed is the allocation of sustained

attention towards targets and the prevention @nétinal capture through distractors. To

gain a deeper understanding of the specific atteatiprocesses, we categorized selection
criteria as employed in different change detectiesigns. We differentiated between early
selection solely based on locations and late setegthere irrelevant distractors have to be
processed to some degree. These consideratiomstretive for theories about selection in

visual WM.
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