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Computers are physical objects,
and computations are physical processes.
What computers can or cannot compute

is determined by the laws of physics alone [. . . ]

— David Deutsch [1]



À Louise-Anne
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A B S T R A C T

Quantum computers are the ideal platform for quantum simulations.
Given enough coherent operations and qubits, such machines can
be leveraged to simulate strongly correlated materials, where intri-
cate quantum effects give rise to counter-intuitive macroscopic phe-
nomena such as high-temperature superconductivity. Many phenom-
ena of strongly correlated materials are encapsulated in the Fermi-
Hubbard model. In general, no closed-form solution is known for
lattices of more than one spatial dimension, but they can be numer-
ically approximated using cluster methods. To model long-range ef-
fects such as order parameters, a powerful method to compute the
cluster’s Green’s function consists in finding its self-energy through
a variational principle. As is shown in this thesis, this allows the pos-
sibility of studying various phase transitions at finite temperature in
the Fermi-Hubbard model. However, a classical cluster solver quickly
hits an exponential wall in the memory (or computation time) re-
quired to store the computation variables. We show theoretically that
the cluster solver can be mapped to a subroutine on a quantum com-
puter whose quantum memory usage scales linearly with the number
of orbitals in the simulated cluster and the number of measurements
scales quadratically. We also provide a gate decomposition of the clus-
ter Hamiltonian and a simple planar architecture for a quantum sim-
ulator that can also be used to simulate more general fermionic sys-
tems. We briefly analyze the Trotter-Suzuki errors and estimate the
scaling properties of the algorithm for more complex applications. A
quantum computer with a few tens of qubits could therefore simulate
the thermodynamic properties of complex fermionic lattices inacces-
sible to classical supercomputers.
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Z U S A M M E N FA S S U N G

Quantencomputer bieten die ideale Plattform für Quantensimulatio-
nen. Eine ausreichende Anzahl an zur Verfügung stehenden kohären-
ten Manipulationen und Qubits vorausgesetzt, können solche Maschi-
nen stark korrelierte Materialien simulieren, bei denen komplizierte
Quanteneffekte zu unerwarteten makroskopischen Phänomenen wie
beispielsweise der Hochtemperatursupraleitung führen. Viele Phäno-
mene aus dem Bereich der stark korrelierten Systeme sind in dem
Fermi-Hubbard-Modell enthalten. Zwar sind im Allgemeinen für Git-
ter mit mehr als einer räumlichen Dimension keine Lösungen in ge-
schlossener Form bekannt, jedoch können diese mithilfe von Cluster-
methoden numerischen approximiert werden. Bei der Modellierung
von langreichweitigen Effekten, wie beispielsweise der Ordnungspa-
rameter, besteht eine sehr leistungsfähige Methode zur Berechnung
der Greensfunktion des Clusters darin, die Selbstenergie mittels ei-
nes Variationsprinzips zu finden. Wie in dieser Arbeit gezeigt wird,
ermöglicht dies die Untersuchung zahlreicher Phasenübergänge im
Fermi-Hubbard-Modell bei endlichen Temperaturen. Klassische Lö-
sungsverfahren kommen jedoch aufgrund des mit der Clustergröße
exponentiell steigenden Bedarfs an Speicher (bzw. der zunehmenden
Laufzeit) schnell an ihre Grenzen. Wir zeigen theoretisch, dass das
Lösungsverfahren des Clusters auf eine Subroutine eines Quanten-
computers abgebildet werden kann, sodass der gebrauchte Speicher
linear und die Anzahl an Messungen quadratisch mit der Zahl der
Orbitalen im simulierten Cluster skalieren. Zudem geben wir eine
Zerlegung des Cluster-Hamiltonoperators in Gatters und eine zuge-
hörige simple, planare Architektur für einen Quantensimulator an,
was Anwendung bei der Simulation von gar allgemeineren fermioni-
schen Systemen finden könnte. Für diesen Algorithmus werden die
Trotter-Suzuki-Fehler und das Skalierungsverhalten bei komplexeren
Anwendungen untersucht. Demnach könnte ein Quantencomputer,
ausgestattet mit nur weniger als einem Dutzend Qubits, die thermo-
dynamischen Eigenschaften eines komplexen fermionischen Gitters
simulieren, was jedoch für klassische Supercomputer unerreichbar
ist.
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La mer s’avance insensiblement et sans bruit,
rien ne semble se casser rien ne bouge
l’eau est si loin on l’entend à peine. . .

Pourtant elle finit par entourer la substance rétive,
celle-ci peu à peu devient une presqu’île, puis une île, puis un îlot,

qui finit par être submergé à son tour,
comme s’il s’était finalement dissous dans l’océan

s’étendant à perte de vue. . .
— Alexandre Grothendieck [2]
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P R E FA C E

This thesis is a report on my research in the field of quantum sim-
ulation of materials. Its aim is to lay the foundations for scalable
and practical simulations of strongly correlated materials on quan-
tum processors. The principal theme running through all ideas of
this research project is macroscopic quantum coherence. Everyday
objects can, in principle, exhibit the strange behavior of microscopic
quantum particles where state superposition is possible [3] and co-
incidences are physical [4–6]. For example, at low temperature some
materials become superconducting and their body of conducting elec-
trons appears to behave as a single quantum particle. The theory
produced in Prof. Frank Wilhelm’s group is notably centered around
building, understanding and controlling quantum computers and de-
vices made of superconducting materials. In some sense, quantum
computers would be the most macroscopically coherent objects as
these devices can in principle reproduce all the effects of quantum
mechanics. This work is at the intersection of quantum simulations
and the study of the phenomenon of superconductivity. This is where
the Fermi-Hubbard model appears as a natural object of interest.

The main investigation around the Fermi-Hubbard model was some-
what accidental as I was interested in looking at the physics of meso-
scopic superconducting circuits in the limit where the size of the con-
stituent atoms becomes commensurate with the size of the circuit
elements. This problem remains completely unsolved, but it lead me
to consider the only numerical tools I could possibly use to tackle
the problem: the self-energy functional theory of Potthoff and more
specifically the variational cluster approach. It quickly became clear
that those methods were scaling very similarly to the most general
simulations of quantum computers. I had the main ideas of the the-
sis at the 2015 workshop on quantum simulations in Benasque:

1. The practical quantity of interest in the simulation of materials is the
self-energy of clusters of electrons, not the many-body wave function.

2. Self-energy can be evaluated by measuring correlation functions on a
quantum computer.

The results of this thesis derive from these statements. Self-energy
functional theory appears as the most natural framework to under-
stand the simulation of correlated materials on a quantum computer.
It is, to my knowledge, the first complete and scalable specification
for a quantum algorithm to simulate many classes of materials be-
yond the theoretical capacities of classical computers.
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2 preface

The thesis is divided in two parts with two chapters each. The
first part focuses on the classical treatment of superconductivity and
the classical simulation of quantum materials. Chapter 1 is an in-
troduction to the phenomenon of superconductivity and the micro-
scopic theory in the context of macroscopic quantum coherence. The
microscopic formalism used to describe long-range coherent order is
highlighted and the problem of strong correlations is introduced with
the example of high-temperature cuprate superconductors. Chapter
2 introduces the details of the Fermi-Hubbard model, the prototyp-
ical system studied in the context of strongly correlated materials.
Self-energy functional theory and the variational cluster approach
are introduced and some numerical results used to benchmark the
quantum implementation of the methods are shown. The quantum
algorithm is detailed in the second part. Chapter 3 reviews some fun-
damental concepts of quantum computation. The main heuristic of
the hybrid quantum-classical algorithm and the quantum circuit used
for the method are explained. Chapter 4 proposes an implementation-
independent architecture for a quantum simulators that can run the
algorithm. Finally the gate decomposition is used to show the favor-
able scaling of the quantum method.

Bridging the fields of condensed matter simulations and quantum
computing poses some difficulties when one tries to unify the nota-
tion and the symbols used across both subjects. I tried to keep the
notation consistent with the literature through the thesis but some
symbols inevitably appear twice in different contexts. Since the ac-
tion of electrons is measured in quanta of h̄, they are often taken as
being a dimensionless unit 1 without much distinction. Moreover,
the Boltzmann constant kB is also often defined as a dimensionless
unit such that energies E, frequencies ω and temperature T are all in
units of inverse time τ−1. Long mathematical derivations are avoided
as what really matters in this work is the operational relationship be-
tween the various physical quantities and concepts involved in the
quantum algorithm.



Part I

T H E P H E N O M E N O N O F H I G H T E M P E R AT U R E
S U P E R C O N D U C T I V I T Y

The bottom line for mathematicians is that the architecture has
to be right. In all the mathematics that I did, the essential point
was to find the right architecture. It’s like building a bridge.
Once the main lines of the structure are right, then the details
miraculously fit. The problem is the overall design.

— Freeman Dyson [7]





1
S U P E R C O N D U C T I V I T Y

A central concept unifying the work of this thesis is macroscopic
quantum coherence. Namely, the idea that the behavior of some ob-
jects large enough to be perceptible by normal human senses could
only be described accurately with the rules of quantum theory, a prop-
erty usually reserved to microscopic objects. The phenomenon of
macroscopic quantum coherence is most often manifest in cold sys-
tems, where thermal fluctuations are sufficiently suppressed that the
microscopic constituents condense into a macroscopic object which
behaves like a single quantum particle. The phenomena of Bose-
Einstein condensation, superfluidity and superconductivity are exam-
ples where a large many-body state has its energy reduced by having
all its constituents acting as a single coherent object. A brief intro-
duction to the nature of the superconducting state as a macroscopic
quantum coherent phenomenon is given in section 1.1. A short re-
view of essential concepts and results of the microscopic theory of
superconductivity follows in section 1.2 as chapters 2 and 3 build on
these methods. For practical applications, high-temperature super-
conductors can be defined as those whose transition temperature is
above the boiling point of nitrogen. A technologically important class
is the cuprates whose properties are listed in section 1.3.

The development of quantum computers implicitly assumes that
macroscopic devices can be built and operated coherently such that
the outcome of an algorithm can only be predicted by quantum me-
chanics. Since superconductors can be layered in microcircuits using
standard methods of microfabrication, they can notably be used to
build quantum information processing devices. Quantum simulators
that can be used to study coherent phenomena in materials are the
central theme of the second part of this thesis.

1.1 macroscopic quantum coherence and cooper pair-
ing

1.1.1 What is superconductivity?

Following the liquefaction of helium in 1908, K. Onnes discovered
superconductivity in 1911 [8], 14 years before E. Schrödinger wrote
down the wave equation of quantum mechanics. He observed that
the resistivity of mercury completely vanishes when a sample is
cooled below 4.2°K. Over the years, many metals and alloys were
also found to be superconductors at temperatures < 20°K [9]. This

5



6 superconductivity

Figure 1.1: Below a critical temperature Tc, the resistivity ρ of superconduc-
tors drops to zero. The resistivity of normal metals remains at
a finite value at zero temperature because charge carriers scatter
inelastically with phonons and crystal defects. The figure has
been reproduced from the lectures notes of [10].

is surprising as, even at zero temperature, the electrons in a metal
are expected to scatter off impurities, defects and vibrations in the
atomic lattice. As can be seen in figure 1.1, energy is dissipated in
the collisions and the semiclassical theory of metals predicts a finite
resistance proportional to the mean free path of the electrons at low
temperature. However in superconducting tin rings, the resistance is
zero as far as one can measure since currents have been observed to
persist for years.

There is no detectable reconfiguration of the defects and impuri-
ties in the crystal structure when measuring x-ray diffraction at the
superconducting transition. Neutron scattering also indicates that
superconducting metal and alloys have no magnetic moment at the
atomic scale. When measuring the specific heat, there is a jump at
the critical temperature Tc, which indicates a new thermodynamical
state. On average, the energy saved per electron in the superconduct-

ing state over the normal state is on the order of (kBTc)
2

EF
∼ 1meV,

which is small compared to the typical Fermi energy EF ∼ 1eV. This
implies that only a fraction of the conducting electrons have their
energy changed significantly by the process.

1.1.1.1 The Meissner effect

The argument that there are dissipationless currents at thermody-
namic equilibrium in superconductors is supported by the presence
of a perfect diamagnetic effect for weak magnetic fields (strong fields
eventually disfavor superconductivity). In the normal state, metals
are typically weak para- or dia- magnets in the presence of an exter-
nal magnetic field. As shown in figure 1.2, a metal sample cooled
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Figure 1.2: When cooled below the transition temperature Tc, supercurrents
form on the surface of superconducting samples and completely
shield the bulk from and external magnetic field B. This perfect
diamagnetism is the Meissner effect. This diagram is reproduced
from [13].

below its superconducting transition temperature will completely ex-
pel an external magnetic field. This is the Meissner effect [11, 12]
which can be explained by the formation of permanent currents on
the surface of the superconductor which shields the bulk from the
field. The superconducting equilibrium state minimizes the sum of
the kinetic and magnetic energies as long as it does not exceed the
condensation energy of the electrons [9].

1.1.1.2 Absence of low-energy excitations

In normal metals, transport of charge is explained microscopically by
the creation of electron-hole pairs with energies close to the Fermi en-
ergy EF. These electron-hole pairs can be described as quasi-particles
that can be created with a continuous spectrum of energy from the
Fermi sea. This implies that the electronic specific heat of metals is

typically linear in temperature and of order k2
BT
EF

per electron. Inelas-
tic scattering with crystal defects, impurities and crystal vibrations
(phonons) induces energy dissipation and explains the resistive phe-
nomenon in metals. In superconductors, there are no low-energy
electron-hole excitations. The existence of an energy gap ∆ to create
electron-hole pairs is supported by many experimental facts. First,
the electronic specific heat is an exponential function of the tempera-

ture ∼ e−
∆

kBT , which indicates that the ground state is separated from



8 superconductivity

the first excited states by a gap. In tunnel junctions where a normal
metal lead is put in contact with a superconducting material coated
with a small layer of insulator, a current will flow across the junction
only if the applied voltage eV ≥ ∆. Furthermore, electromagnetic
radiation in the far infrared and phonons cannot create electron-hole
pairs unless h̄ω ≥ 2∆ (twice the energy of a single excitation). Finally,
the quantity ∆ as measured in experiments appears to be related to
the transition temperature Tc by the relation

2∆ = 3.5kBTc. (1.1)

1.1.1.3 Overview of the microscopic theory

In 1957, an effective microscopic theory of superconductivity was for-
mulated by J. Bardeen, L. Cooper and J. Schrieffer [14, 15], the so-
called Bardeen-Cooper-Schrieffer (BCS) theory. It explains the super-
conducting ground state as a condensate of long range “molecules of
electrons”, or Cooper pairs, that are bound by some attractive inter-
action. In fact, any gas of electrons with a small attractive interaction
forms a condensate of Cooper pairs at low enough temperature. The
theory interprets the gap ∆ from equation (1.1) as the energy per
electron required to break a Cooper pair.

In typical “BCS superconductors”[16], the crystal structure is usu-
ally simple. The attractive interaction between electrons near the
Fermi level is a consequence of the interaction of the electrons with
the crystal lattice through the exchange of virtual phonons. This is
known experimentally as the critical temperature, therefore the in-
teraction between the electrons is reduced when a superconductor is
made from heavier isotopes. The phonon explanation appears suffi-
cient as there is no other phase transition close to the superconduct-
ing transition and the normal state is well described by the Landau
Fermi liquid theory of interacting electrons. Under normal conditions
of pressure, this interaction mechanism also appears to limit the max-
imum transition temperature of BCS superconductors to Tc < 25°K.
Adding structure to the crystal lattice of BCS superconductors by vary-
ing the stoichiometry of the compounds does not have a strong effect
on the effective structure of the interaction. In fact, the resulting den-
sity of paired electrons N0 is usually uniform enough that it is used in
the description of the state of a superconductor as an isotropic s-wave
order parameter. In some sense, this ordering of electrons makes
them behave like a macroscopic quantum particle, this description is
made more formal in section 1.1.3.

1.1.2 The Josephson effect

Long-range “coherent ordering” in superconductors means that the
many-body state behaves as a single-particle wave function with an
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Figure 1.3: A Josephson junction is composed of two superconducting layers
separated by a thin insulating layer. If the phase difference of the
superconducting order parameters φL − φR is not zero, Cooper
pairs can tunnel through the insulating layer and a supercurrent
forms across the junction. This diagram has been reproduced
from [19].

amplitude |Ψ| (the magnitude of the order parameter) and a phase φ.
This phase has experimental consequences which are mostly manifest
in an effect predicted in 1962 by B. Josephson [17]. As shown in figure
1.3, the Josephson effect corresponds to the formation of a permanent
current in a junction composed of two superconducting leads and a
thin insulating layer through which Cooper pairs can tunnel. The
current I (τ) across the tunnel junction is given by

I (τ) = Icsin (φ (τ)) , (1.2)

where Ic is the critical current of the junction which depends on fabri-
cation and operation parameters and φ (τ) = φL (τ) − φR (τ) is the
phase difference of the macroscopic wave function across the two
leads. A voltage difference V (τ) across the junction induces a time
dependent change in the phase difference such that

V (τ) =
Φ0

2π

∂

∂τ
φ (τ) . (1.3)

Here Φ0 = h
2e is called the magnetic flux quantum. Josephson junc-

tions can be used in applications requiring non-linear inductances in
superconducting circuits, in superconducting quantum interferome-
ters to detect small magnetic fields and as control elements to mod-
ulate the macroscopic wave function of superconducting quantum
information devices [18].

1.1.3 Cooper pairing and macroscopic coherence

In Bose-Einstein condensation, the ground state of a gas of interacting
bosons can be described as a single macroscopic quantum particle
[16]. In the second quantized picture, this is described as a single
state occupied by a macroscopic number of bosons. For electrons the
situation is subtler as they are indistinguishable spin- 1

2 particles that
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must obey fermion statistics. A pure eigenstate s at time τ with N
electrons can be described by a wave function of the form

Ψs
N = Ψs (r1σ1, r2σ2, . . . rNσN) , (1.4)

which is antisymmetric under the exchange of particle coordinates
riσi � rjσj. The most general description of a many-electron state is
given by a normalized classical mixture of orthogonal pure states (1.4)
with probability weights ps. The hermitian single-particle density
matrix has the form

ρ(1) (rσ, r′σ′)

≡
〈
ψ†

σ (r)ψσ′ (r′)
〉

= N ∑s ps ∑σ2...σN

∫
dr2 . . . drNΨ∗s (rσ, r2σ2, . . . rNσN)

×Ψs (r′σ′, r2σ2, . . . rNσN)

= ∑i n(1)
i χ∗i (rσ) χi (r′σ′) .

(1.5)

This quantity encodes the process of removing a particle with spin σ′

at position r′ and finding the probability that the original system is
recovered if a particle with spin σ is added at position r. This corre-
sponds to the local density of electrons if σ = σ′ and r = r′. As a
consequence of the Pauli exclusion principle, the eigenvalues n(1)

i of
the single-particle density matrix cannot exceed unity (the eigenfunc-
tions are noted χi (rσ)). However, if the electrons can interact and
form “virtual molecules” (or Cooper pairs) that themselves interact
and condense in a few-body state, there can exist eigenvalues in the
two-particle density matrix that are of order N. In other words, all
the pairs of fermions can be in the same macroscopic state. This is
seen in the two-particle density matrix which is defined as

ρ(2) (r1σ1, r2σ2; r′1σ′1, r′2σ′2)

≡
〈

ψ†
σ1
(r1)ψ†

σ2
(r2)ψσ′2

(r′2)ψσ′1
(r′1)

〉
= N (N − 1)∑s ps ∑σ3...σN

∫
dr3 . . . drNΨ∗s (r1σ1, r2σ2, . . . rNσN)

×Ψs (r′1σ′1, r′2σ′2, . . . rNσN)

= ∑i n(2)
i χ∗i (r1σ1, r2σ2) χi (r′1σ′1, r′2σ′2) ,

(1.6)
where the eigenvalues have to satisfy the condition ∑i n(2)

i = N (N + 1).
In a qualitative discussion of macroscopic quantum coherence, three
cases can be distinguished:
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1. If there is no eigenvalue n(2)
i of order N, then the system is in

the “normal” uncondensed electron gas;

2. If one eigenvalue n(2)
i is of order N (macroscopic occupation),

then this is the case of simple Cooper pairing;

3. If more than one eigenvalue is macroscopically occupied, one
can speak of fragmented Cooper pairing.

For example, an electron gas with the weak attractive contact poten-
tial

U (r) = −U0δ (r) (1.7)

leads to simple Cooper pairing. In general, the expectation value of
the pairing energy is

〈U〉 = −U0 ∑
σ1σ2

∑
i

n(2)
i

∫
dr |χi (rσ1, rσ2)|2 . (1.8)

If a two-particle eigenfunction χ0 is bounded in the relative coordi-
nates and independent of the center of mass and its eigenvalue N0 is
of order N, then 〈U〉 ∼ −N0U0 and the state may lower the energy
of the “normal” phase if the condensate formation does not cost too
much kinetic energy. A macroscopic “off-diagonal” order parameter
can be defined from χ0 as

F (rσ, r′σ′) ≡
√

N0χ0 (rσ, r′σ′)

≡ 〈ψσ (r)ψσ′ (r′)〉
(1.9)

which corresponds to a so-called anomalous pair correlation function
whose value vanishes in uncondensed systems but stays finite in the
superconducting state. The normalization is the macroscopic occupa-
tion number given by

N0 = ∑
σσ′

∫∫
drdr′

∣∣F (rσ, r′σ′
)∣∣2 . (1.10)

In typical superconductors, the fraction N0
N ∼ 10−4 − 10−2 at zero

temperature.
To study translation-invariant bulk materials it is useful to intro-

duce the center-of-mass coordinate R ≡ 1
2 (r + r′) and the relative

coordinate ρ ≡ r− r′. The form of F (R, ρ, σσ′) at the center of mass
R = 0 is fixed by the pairing process and is unique up to a global
phase. For example, for s-wave pairing,

F
(
ρ, σσ′

)
= f (|ρ|)× 1√

2

(
δσ↑δσ′↓ − δσ↓δσ′↑

)
(1.11)

where f (|ρ|) is a function determined by density and temperature
and δσσ′ are Kronecker deltas for the spin indices. Such a function
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also exist for more complicated point group symmetries like dx2−y2

pairing. Cooper pairing can be understood as “off-diagonal long-
range ordering” in the two-particle density matrix (1.6). This means
that over long distances

∣∣∣ r1+r2
2 − r′1+r′2

2

∣∣∣ → ∞, the short-range struc-

ture (|r1 − r2| and |r′1 − r′2|remain finite) of ρ(2) has the form

ρ(2)
(
r1σ1, r2σ2; r′1σ′1, r′2σ′2

)
→ F∗ (r1σ1, r2σ2) F

(
r′1σ′1, r′2σ′2

)
(1.12)

which does not involve terms proportional to the “diagonal” elec-
tronic density. The macroscopic Ginzburg-Landau order parameter
usually derived from phenomenological arguments can be defined
from the previous microscopic quantities as

Ψ (R) ≡ F (R, ρ = 0, σ =↑, σ′ =↓)

≡ |Ψ (R)| eiϕ(R)

≡
〈
ψ↑ (R)ψ↓ (R)

〉
.

(1.13)

This “anomalous average” is a consequence of the spontaneous break-
ing of the U (1) gauge symmetry, it is the same quantity used in the
explanation of the Josephson effect in subsection 1.1.2. It can be used
to define a coherence length ξ ∼ EF

π∆ representing the characteristic
spatial extent of Cooper pairs. The next section covers the precise
Green’s function formalism used to explicitly derive and compute
the quantitative properties of the BCS model.

1.2 indistinguishable interacting fermions

When studyng many-body quantum physics, the effects of quantum
statistics must be considered. The many-body wave function of in-
distinguishable particles has to be invariant to the exchange of any
two particles up to a global phase. If the particles are bosons, this
global phase factor is +1 and the wave function is symmetric un-
der the permutation of particle indices. If this global phase factor
is −1 the particles are fermions and their many-body wave function
is antisymmetric under the permutation of two particle indices. In
order to calculate many useful experimental observables, the com-
plete information of the many-body wave function is not necessary.
In most cases the function that describes the propagation of a single
electron as it interacts with the system of many electrons is sufficient
to compute the desired properties. These are called Green’s functions
(or correlation functions). By introducing a pseudo spinor notation
(Nambu notation), it is possible to describe the microscopic theory
of superconductivity from a single-particle picture and quantitatively
predict off-diagonal long-range ordering effect.
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This section first presents the structure of calculations involving
the Green’s function formalism, from linear response theory to the
Green’s function of non-interacting electrons, self-energy and the spec-
tral function for the interacting single-particle Green’s function. In
the second part, the main elements of BCS theory are expressed in
terms of that formalism and the Nambu notation. This section is or-
ganized analogous to from [20] and covers the theoretical concepts of
condensed matter used in the following chapters.

1.2.1 Linear response theory and single-particle Green’s functions

1.2.1.1 The response of a system under a linear perturbation

At a given time τ, the complete specification of the state of a macro-
scopic system is described statistically by its many-body density ma-
trix ρ (τ). The unperturbed evolution of the system is described by
the Hamiltonian H. At equilibrium the total number of particles N is
allowed to fluctuate and is fixed by the chemical potential µ. In the
grand canonical ensemble, the equilibrium density matrix at inverse
temperature β ≡ 1

kBT is

ρ0 =
e−β (H − µN)

Tr
(
e−β (H − µN)

) . (1.14)

If the system is weakly perturbed by some Hamiltonian H′ (τ) =

A (τ) B such as an external static field or incoming radiation, its time
evolution is governed by Schrödinger’s equation such that

i
∂

∂τ
ρ =

[
H + H′ (τ) , ρ

]
. (1.15)

If one defines the unitary propagator U (τ) ≡ e+iHτ, the average of
some macroscopic observable M as a first-order response to the exter-
nal field H′ (τ) is given by

〈M〉 (τ)

= Tr
(

ρ0ei(Hτ+H′(τ))Me−i(Hτ+H′(τ))
)

≈ Tr (ρ0M)︸ ︷︷ ︸
M̄

− iTr
(

MU† (τ)
∫ τ

0
dτ′
[
U
(
τ′
)

H′
(
τ′
)

U† (τ′) , ρ0

]
U (τ)

)
︸ ︷︷ ︸

δM(τ)

,

(1.16)
where M̄ is the average equilibrium value and δM (τ) are the time
dependent fluctuations that can be expressed in the following form:

δM (τ) =
∫ ∞

0
dτ′GR

(
τ, τ′

)
A
(
τ′
)

. (1.17)
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Figure 1.4: Contour representing the time ordering of field operators.

The retarded Green’s function carries the effect of the cause of the
fluctuations and has the form

GR
(
τ, τ′

)
= −iTr

(
ρ0

[
U (τ) MU† (τ) , U

(
τ′
)

BU† (τ′)]) θ
(
τ − τ′

)
.

(1.18)
For example, in the case where M (r) = B (r) = ψ† (r)ψ (r), the cor-
responding GR (τ, τ′) tracks how a fluctuation of density at point r′

and time τ′ affects the density at a later time τ at position r.

1.2.1.2 Green’s function formalism in many-body quantum physics

The single-particle causal Green’s function G (τ, τ′) is a formal object
defined with time-ordered field operators in the Heisenberg picture
useful in the calculation of many observables. For fermions, it has
the form

G (τ, τ′)

= −i
〈
T
{

ψ (τ)ψ† (τ′)
}〉

= −i
〈
ψ (τ)ψ† (τ′)

〉
θ (τ − τ′) + i

〈
ψ† (τ′)ψ (τ)

〉
θ (τ′ − τ) .

(1.19)
The time-ordering operator T orders field along the contour shown in
figure 1.4. The time-dependent retarded (advanced) Green’s function
for a system at equilibrium can be related to its spectral representa-
tion by a Fourier transformation

GR(A) (τ) =
1

2π

∫ ∞

−∞
dωe∓iωτGR(A) (ω) . (1.20)

The retarded and advanced Green’s function are related to the causal
Green’s function by the analytical continuation

GR(A) (ω) = limη→0G (ω± iη) (1.21)

which is used in numerical calculation. In a translationally invariant
system, momentum is conserved and representing the Green’s func-
tion using a spatial Fourier transformation yields

G (r, ω) =
1
V ∑

k
eik·rG (k, ω) , (1.22)



1.2 indistinguishable interacting fermions 15

where the corresponding field operators can be transformed accord-
ing to

ψ (r) =
1√
V ∑

k
eik·rc (k) . (1.23)

The spectral function which encodes the energy and weights of the
poles of the Green’s function can be computed from

A (k, ω) = ∓ 1
π

ImGR(A) (k, ω) . (1.24)

1.2.1.3 Interacting electrons

For concreteness, let’s define a general model of electrons moving in
an external potential V (r) and interacting through an instantaneous
two-body Coulomb potential U (1, 2) = U (r1 − r2) δ (τ1 − τ2)

H = H0 + H′

H0 = ∑σ

∫
d3rψ†

σ (r)
(
− 1

2m∇2 − µ−V (r)
)

ψσ (r)

H′ = 1
2 ∑σ,σ′

∫
d3rd3r′ψ†

σ (r)ψ†
σ′ (r

′)U (r− r′)ψσ′ (r′)ψσ (r) ,
(1.25)

such that H0 contains the kinetic and static contributions to the energy
and H′ is the interaction term. The commutation relations of the
fermionic fields are given by{

ψσ (r) , ψ†
σ′ (r

′)
}

= ψσ (r)ψ†
σ′ (r

′) + ψ†
σ′ (r

′)ψσ (r) = δσσ′δ (r− r′)

{ψσ (r) , ψσ′ (r′)} = 0.
(1.26)

To compute the single-particle spectral function (1.24) for the inter-
acting problem H, one usually starts by solving the non-interacting
H0 where particles behave independently. The non-interacting single-
particle Green’s function G0 (1; 1′) is obtained. To keep the notation
short, numeral indices like “1” refer to position and time (r1, τ1) of
the fields. For indistinguishable non-interacting fermions, the two-
particle correlation function has to be antisymmetric under particle
exchange and it can be written as

G02
(
1, 2; 1′, 2′

)
= G0

(
1, 1′

)
G0
(
2, 2′

)
− G0

(
1, 2′

)
G0
(
2, 1′

)
. (1.27)
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Figure 1.5: Diagrammatic representation of the relation between the single-
particle Green’s function G, the bare Green’s function of the non-
interacting system G0 and the self-energy Σ.

This generalizes to the n-particle Green’s function for non-interacting
fermions by computing the determinant

G0n (1, 2, . . . , n; 1′, 2′, . . . , n′)

=

∣∣∣∣∣∣∣∣∣∣∣

G0 (1, 1′) G0 (1, 2′) · · · G0 (1, n′)

G0 (2, 1′) G0 (2, 2′) · · · G0 (2, n′)
...

...
. . .

...

G0 (n, 1′) G0 (n, 2′) · · · G0 (n, n′)

∣∣∣∣∣∣∣∣∣∣∣
. (1.28)

With the partition function Z ≡ Tr
(
e−βH), the interacting single-

particle Green’s function is defined as

G (1; 2) = − i
Z Tr

(
e−βHeiHτ1 ψ (r1) e−iH(τ1−τ2)ψ† (r2) e−iHτ2

)
θ (τ1 − τ2)

+ i
Z Tr

(
e−βHeiHτ2 ψ† (r2) e−iH(τ2−τ1)ψ (r1) e−iHτ1

)
θ (τ2 − τ1) .

(1.29)
As shown in figure 1.5, the self-energy Σ is a quantity defined by the
Dyson equation, a recursive diagrammatic equation to sum all orders
of perturbation theory of the interacting problem H:

G (1, 2) = G0 (1, 2) +
∫

d1′d2′G0
(
1, 1′

)
Σ
(
1′, 2′

)
G
(
2′, 2

)
. (1.30)

For a time-independent Hamiltonian, the Green’s function takes
the form

G (ω) =
∫ ∞

−∞
dz

A (z)
ω− z

(1.31)

where the spectral function in the Lehmann representation has the
form

A (ω) =
1
Z ∑

m,n

(
e−βEm + e−βEn

)
AmnBnmδ (ω− En + Em) (1.32)

and can be computed numerically with diagram methods. Every-
thing required to formulate BCS theory has now been defined.
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1.2.2 The microscopic theory of superconductivity

The phenomenon of superconductivity can be explained from a mi-
croscopic model of interacting fermions such as (1.25). Following the
discussion of section 1.1.3, the superconducting order parameter can
be described by a function F (rσ, r′σ′) averaging combination of field
operators that do not converse the total number of particles. In the
case where there is a small attractive interaction between the elec-
trons near the Fermi level, the ground state becomes unstable and
F (rσ, r′σ′) acquires a finite value. It is therefore useful to work in
the grand canonical ensemble where the Heisenberg representation
of the field operators (1.23) are given by

ψ̃σ (r, τ) ≡ eiτ(H−µN)ψσ (r) e−iτ(H−µN)

ψ̃†
σ (r, τ) ≡ eiτ(H−µN)ψ†

σ (r) e−iτ(H−µN).

(1.33)

Assuming that the pairing interaction has an even parity in the or-
bital space (such as isotropic s-wave or dx2−y2 symmetric interaction),
then it is useful to define the correlation functions of the spin-singlet
Cooper pairs (1.9) averaged on the contour of figure 1.4 as matrices
over the spin indices

Fσσ′ (r, τ; r′, τ′) ≡ −i 〈T {ψ̃σ (r, τ) ψ̃σ′ (r′, τ′)}〉

=

(
0 F (r, τ; r′, τ′)

−F (r, τ; r′, τ′) 0

)

F†
σσ′ (r, τ; r′, τ′) ≡ i

〈
T
{

ψ̃†
σ (r, τ) ψ̃†

σ′ (r
′, τ′)

}〉
=

(
0 F∗ (r, τ; r′, τ′)

−F∗ (r, τ; r′, τ′) 0

)
.

(1.34)

These functions are often referred to as the “anomalous” or Gor’kov
functions. As seen in section 1.1.3, in the presence of long-range
quantum coherence these functions can receive the contribution of a
macroscopic number of particles and have a finite value. Assuming
the weak contact interaction (1.7), it is also useful to introduce the
pairing potentials

∆σσ′ (r, τ) ≡ |U0| Fσσ′ (r, τ; r, τ)

=

(
0 ∆ (r, τ)

−∆ (r, τ) 0

)
.

(1.35)
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The BCS gap is then defined as ∆ (r, τ) ≡ |U0| F (r, τ; r, τ). At this
point, it is helpful to introduce the Nambu pseudo spinor notation

ψ̂ ≡
(

ψ↑

ψ†
↓

)
(1.36)

such that the Nambu representation of the Green’s function can be
defined in the compact form

Ĝ (r, τ; r′, τ′) ≡ −i
〈
T
{

ˆ̃ψ (r, τ) ˆ̃ψ (r′, τ′)
}〉

=

(
G (r, τ; r′, τ′) F (r, τ; r′, τ′)

−F∗ (r, τ; r′, τ′) G (r′, τ′; r, τ)

)
.

(1.37)

The equation governing the Green’s function can be embodied in a
dynamic operator

K̂
(
r, τ; r′, τ′

)
≡
(
−i ∂

∂τ −
∇2

2m − µ −∆ (r, τ)

∆∗ (r, τ) i ∂
∂τ −

∇2

2m − µ

)
(1.38)

such that the essence of BCS theory can be summarized by Gor’kov’s
equation [21]

Ĝ−1 (r, τ; r′, τ′
)
= K̂

(
r, τ; r′, τ′

)
(1.39)

from which the order parameter ∆ (r, τ) can be determined self-
consistently. If an electron with a given wave vector k has energy εk
then the Fourier transformed Nambu Green’s function has the form

Ĝ (k, ω) =
1

ω2 − ε2
k − |∆k|2

(
ω + εk ω− ∆k

ω− ∆∗k ω + εk

)
(1.40)

where the poles

ω = ±Ek ≡ ±
√

ε2
k + |∆k|2 (1.41)

are the gapped energies of the quasi-particles in the superconductor.
For an isotropic superconductor where the attractive interaction is

mediated by phonons characterized by a Debye frequency ωD, BCS
theory predicts an s-wave gap whose self-consistent equation is

∆ = U0∆ ∑
k

1− 2 f (Ek)

2Ek
, (1.42)

where f (ω) is the Fermi distribution. If the density of state at the
Fermi energy is denoted N (EF), then at zero temperature the BCS
gap is given by the function

∆ (T = 0) = 2ωDe
− 1

N(EF)U0 , (1.43)
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which cannot be expanded as a power series in small U0, which ex-
plains the failure of a direct perturbation theoretic treatment of the
superconducting problem. The simple electron-phonon mediated in-
teraction of BCS theory yields a transition temperature of the form

Tc = 1.13
ωD

kB
e
− 1

N(EF)U0 . (1.44)

A spectacular prediction of BCS theory is the universal dimensionless
ratio

2∆ (T = 0)
kBTc

= 3.53. (1.45)

The temperature dependence of the gap is found to follow a universal
transcendental relation

∆ (T) = 1.77kBTceF
[

∆(T)
T

]
(1.46)

for some function F. BCS theory is now a well established and tested
theory, but the discovery of new superconducting materials from the
1980’s challenged the notion that it is the complete picture of super-
conducting phenomena in general.

1.3 cuprates and high-temperature superconductivity

In 1986, cuprate ceramics with transition temperature above 35°K
were discovered by J. Bednorz and K. Müller [22]. As shown in figure
1.6, new cuprate materials were quickly discovered with supercon-
ducting transition temperature above the boiling point of nitrogen
[23]. These material have found important technological applications
as power transmission cables and coils for powerful magnets. How-
ever, as their crystal structure is more complex, the microscopic pair-
ing mechanism at the origin of cuprate superconductivity is not com-
pletely understood and there is no systematic procedure to design
materials which could superconduct at room temperature. Josephson
tunneling experiments indicate that superconductivity caused by the
formation of Cooper pairs, but as there is almost no isotope effect,
it is known that phonons do not play a central role in the pairing
mechanism. The crystal structure is highly anisotropic, as is the or-
der parameter, which is known to be a spin singlet and to have dx2−y2

orbital symmetry. The electron-electron interaction is strongly de-
pendent on the stoichiometry of the compounds, as adding charge
donors or acceptors may change the superconducting phase to an
anti-ferromagnetic state.

What is known exactly about the cuprates [16]? As shown in figure
1.7, the chemical formula of cuprates is of the form

(CuO2)n An−1X, (1.47)



20 superconductivity

Figure 1.6: Critical temperature of superconducting materials by their year
of discovery Typical BCS superconductors are represented by
green circles, the blue rhombi represent cuprate superconductors.
On the right side, the boiling temperature of common cryogenic
fluids is shown. This figure has been reproduced from [24].

where n copper oxide planes CuO2 are interspaced by n − 1 alka-
line earth or rare earth atoms A and a “charge reservoir” group
X. The copper oxide planes are common to all these materials and
hence are believed to be the locus of superconductivity in cuprates.
For example, La2−xSrxCuO4 has only n = 1 layer (no spacer A),
Bi2Sr2CaCu2O8+δ has n = 2 layers interspaced by calcium atoms and
SrxCa1−xCuO2 has no charge group but essentially n = ∞. Materials
with a fixed spacer A and charge group X but different n form ho-
mologous series. For a given homologous series the superconducting
transition temperature typically increases with the number of CuO2

planes but appears to saturate and decrease for n > 3. As the hopping
time between different multilayers is much larger than the character-
istic time of Cooper pair dynamics, the multilayers can be viewed as
independent stacks of quasi-2D lattices. The layered structure also
strongly modulates the transport properties of the crystal as the con-
ductance along the c-axis is a few orders of magnitude lower than
in the in-plane direction. Measurements of the critical magnetic field
indicates that Cooper pairs have a characteristic size of 10− 30 which
is roughly fours order of magnitude smaller than in normal BCS su-
perconductors.

The charge reservoir X is used to control the density of charges
around the copper oxide planes. As shown in figure 1.8, super-
conductivity appears only in a narrow range of hole doping p ∼
0.05− 0.27 at low temperature. Close to the charge neutral system
p < 0.04, neutron diffraction experiments show that cuprates are anti-
ferromagnets. In between the two phases is a “strange metal” phase
which exhibits properties of magnetic spin glasses. When the copper
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(a)

(b) (c)

Figure 1.7: Cuprates are complex and intricate materials. In (a), the or-
thorhombic crystalline unit cell of YBa2Cu3O7−x (Tc = 92°K at
x ≈ 0.15) has n = 2 CuO2 layers spaced by yttrium atoms. Addi-
tional structures such as CuO chains can be found in cuprates. In
(b) and (c) show respectively the vertical and the in-place cross-
sections of Tl2Ba2CaCuO8 (Tc = 108°K) with a tetragonal struc-
ture. Figure (a) has been reproduced from [25], while figures (b)
and (c) have been reproduced from [16].
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Figure 1.8: The typical phase diagram of superconducting cuprates as a
function of “hole doping” p (controlled by stoichiometry) and
temperature T. Between half-filling p = 0 to p ≈ 0.04, the ma-
terial is an anti-ferromagnet (AF) up to high temperatures. The
superconducting dome (SC) appears for 0.05 < p < 0.27 and
Tc often reaches ∼ 100°K for p ≈ 0.16. For dopings p > 0.27,
the electrons behave as a traditional Fermi liquid (FL). Going
around the dome back to 0.04 < p < 0.05, there is a transition
to a “strange metal” phase (SM) where the interaction between
spin waves produces a spin glass behavior. This figure has been
reproduced from [16].

oxide planes are depleted in electrons such that p > 0.27 then the
standard Fermi liquid behavior is recovered.

P. W. Anderson proposed that superconductivity in cuprates comes
from the repulsive Coulomb interaction between the conduction elec-
trons in the dx2−y2 orbital of the copper sites [26]. The simplest model
with these characteristics is the two-dimensional Fermi-Hubbard
model (FHM) [27]. In the undoped regime there is one electron per
dx2−y2 orbital (for each Cu). The local electronic repulsion explains
the Mott insulating behavior and the ground state orders the local
magnetic moments in an anti-ferromagnetic pattern with spin-waves
as elementary excitations. Increasing the number of holes opens an in-
teraction channel between spin waves until the anti-ferromagnetic or-
dering is lost and the interacting quasi-particle picture starts to dom-
inate. The hole-like excitations interact through spin-waves such that
the conduction electrons condense into Cooper pairs. A complete the-
ory of the full spectrum of excitations in the 2D FHM is still missing
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and may well be impossible to develop for the general strong corre-
lation problem [28]. The FHM is the simplest model which is hoped
to contain most of the essential ingredients for explaining cuprate su-
perconductivity. One can think that interacting FHM lattices could be
used to explain the critical temperature trends in homologous series.
Indeed, a repulsive interaction between in-plane Cooper pairs could
produce a Bose-Einstein condensation effect in multilayers as well as
increase the density of states close to the Fermi surface [29–31].





2
T H E F E R M I - H U B B A R D M O D E L

2.1 overview

The FHM [27] is a central tool in the study of strongly correlated elec-
trons in condensed matter physics [32, 33]. It captures the simplest
essence of the atomic structure of materials and the second quantiza-
tion of the many-body interacting wave function. It can be used to
model the Mott insulator phenomenon in transition metals [27, 34],
itinerant magnetism [35], high-Tc superconductors [26, 36–38], heavy-
fermion compounds [39], atoms in optical lattices [40, 41] and many
others. It was also used to chemistry to describe extended π-electron
systems in the Pariser-Parr-Pople model [42–44], where hopping and
interaction are defined on a graph of spin orbitals. The exact solutions
to the one-dimensional Hubbard model are known and well under-
stood [45–47] but the two- and three-dimensional models are known
not to have general closed form solutions and are subject to impor-
tant theoretical studies [48–54]. An elegant approximation method
valid for short-range interactions is cluster perturbation theory (CPT),
where a lattice is divided into manageable identical clusters which
are solved and then recomposed into a lattice through with pertur-
bation theory [55, 56]. However, the method is not sufficient to sys-
tematically account for broken symmetries in the FHM and has to be
extended. In superconductors and anti-ferromagnets, local interac-
tions can have long-range effects and order parameters can appear
in different regions of phase space. These effects can be taken into
account in the Green’s function of a cluster by finding the stationary
point of the lattice’s grand canonical potential when the self-energy
of a cluster is taken as the variational parameter [57–59]. This self-
energy functional theory (SFT) is a great computational tool to study
the important macroscopic thermodynamic phases of the Hubbard
model starting from its microscopic description. In the context of the
SFT, the CPT approximation is generalized to what is known as the
variational cluster approach (VCA).

This chapter aims at being self-contained by providing all the con-
cepts required to implement the solver on a general purpose quantum
computer [60]. It is structured in the following manner. Section 2.3
summarizes the VCA used to compute properties of the FHM. In sub-
section 2.3.1, a variational principle of the self-energy for the grand
canonical potential of the model is outlined such that it can account
for possible long-range ordering effects. Subsection 2.3.2 formalizes
the approximation where the FHM lattice is divided in independent
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clusters linked with hopping terms. Section 2.4 introduces the de-
tailed formal description of a cluster using the example of a 2D lat-
tice with superconductivity starting in subsection 2.4.1. Subsection
2.4.2 proceeds with reviewing the formalism to compute the Green’s
function of the lattice from the independent clusters and subsection
2.4.3 lists methods to compute observables of interest once the vari-
ational problem is solved. Section 3.3 covers the computer intensive
step where the eigenvalue problem of the cluster Hamiltonian must
be solved at each iteration of the variational solver. Subsection 2.5
summarizes the solution method on a classical computer.

2.2 the fermi-hubbard model

The FHM is an effective description of the microscopic physics of the
electrons in a solid [20] useful in calculating the properties of Fermi
liquids [16], Mott insulators, anti-ferromagnets , superconductors and
other metallic phases. The model describes a simple electronic band
in a periodic lattice Γ where electrons are free to hop between or-
bitals (or sites) with kinetic energy t and interact via a simple two-
body Coulomb term U analogous to Eq. (1.7) (but here the effective
screened interaction is repulsive).

The model describes a simple electronic band in a periodic square
lattice where electrons are free to hop between orbitals (or sites) with
kinetic energy t and interact via a simple two-body Coulomb term U.
The standard form of the FHM Hamiltonian is given by

H = −t ∑
〈i,j〉,σ

c†
iσcjσ + U ∑

i
ni↑ni↓ − µ ∑

i,σ
niσ, (2.1)

where µ is the chemical potential that controls the occupation of the
band n. The ciσ(c†

iσ) are the fermionic annihilation (creation) opera-
tors and the number operators are niσ = c†

iσciσ. The hopping energy
t = 1 is assumed to be the reference energy and inverse time unit.
Assuming that the lattice is translationally invariant and and only
nearest-neighbor hopping is considered, then the only parameters
that control the physics of the FHM are the ratio U

t , the filling factor
n, the temperature T and the geometry of the lattice. As only few
parameters are involved, it is one of the simplest model of correlated
electrons.

The model is analytically solvable in the tight-binding limit U
t → 0

and the atomic limit t
U → 0. For a finite U

t , there is competition
from different orders (anti-ferromagnetism, superconductivity). No
general solution is known for more than one dimension [46, 47, 61],
where the solution is found exactly with the Bethe ansatz and be-
haves like a Tomonaga-Luttinger liquid. In low dimensions, the ki-
netic and interaction energies are on the same scale, so perturbation
theory from either a wave or particle picture quickly diverges. Other
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methods such as random phase approximation satisfy conservation
laws but violate the Mermin-Wagner theorem and the Pauli princi-
ple. Since the double occupancy of a site

〈
ni↑ni↓

〉
is an important

quantity in the physics FHM, the violation of the Pauli principle does
not allow for reliable solutions. At low temperatures relevant to the
superconducting phenomenon, quantum Monte Carlo (QMC) has a
sign problem [62] which is such that studying the low-temperature
phases of the FHM yields ambiguous results [63, 64]. The difficulty
and proliferation of coupling constants in the renormalization group
approach is unbiased but generally requires additional approxima-
tions.

Many numerical methods have been developed to compute the
thermodynamic properties of the FHM [32, 65]. As such, dynamical
mean-field theory (DMFT) does not take into account the strong mo-
mentum dependence of the self-energy in low-dimension systems
and cannot model d-wave superconductivity in the FHM. However,
as shown in figure 2.1, mean field methods like the dynamical im-
purity approximation (DIA) and DMFT [66–68], unified under the
broader SFT [56, 57, 69], can asymptotically approach solutions of
the model by simulating the dynamics of increasingly larger clusters
that contain the information of the quantum fluctuations of the sys-
tem. Numerical clusters methods are the VCA and cellular dynami-
cal mean-field theory (CDMFT), which is defined with self-consistent
equations [70, 71]. Another method is the dynamical cluster approx-
imation (DCA), which trades off the spatial continuity of the self-
energy to avoid the artificial translation symmetry breaking of the
lattice of the other cluster methods. However, simulating those clus-
ters on a classical computer is a task that requires an exponential
amount of computing resources as the cluster size is increased.

2.2.1 Some known properties

In D = 1, the exact solutions of the FHM can be calculated with the
Bethe ansatz [46, 47, 61]. The ground state energy can be calculated
exactly and it can be shown that for U 6= 0 the 1D chain undergoes
a Mott metal-insulator transition at half-filling (one electron per site).
The correlation functions can be computed from quantum inverse
scattering methods [72]. In the D → ∞ limit, DMFT can be applied to
obtain exact solutions of the FHM [66, 68] and model a Mott transition
between a paramagnetic metal and a correlated insulator.

The Hamiltonian (2.1) has several symmetries which are indepen-
dent of the dimensionality of the lattice [54] (of course, the Hamil-
tonian has the spatial symmetry of the translation-invariant lattice).
First, it conserves the total number of particles N = ∑r ∑σ c†

rσcrσ,
which can be viewed as a consequence of gauge symmetry. On a lat-
tice which can be partitioned into two sublattices A and B where each
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Figure 2.1: The landscape of numerical methods for the strong correlation
problem. In the DIA, a cluster has only one correlated site
Lc = 1 and ns uncorrelated bath sites, neglecting all non-local
two-particle spatial correlations. The limit ns → ∞ of the DIA
is DMFT. In the VCA, there are more than one site Lc > 1 to
account for spatial correlations. Adding bath sites to the VCA
to increase the dynamical accuracy of the simulation yields the
cellular DIA and the limit ns → ∞ is CDMFT, which is usually
solved with self-consistent loops. This figure has been repro-
duced from [69].
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node in A is only connected to nodes in B (and vice-versa, such as a
checkerboard partition of the square lattice), the particle-hole transfor-
mation c†

rσ 
 (−1)r crσ leaves the Hamiltonian invariant at half-filling.
In general, the Hamiltonian also has a SU (2) symmetry with respect
to the components of the global spin operator S =

(
Sx Sy Sz

)
and its magnitude S2 as H, Sz and S2 can be diagonalized simultane-
ously. The eigenvalue of S2 are noted S (S + 1) where S is the spin
of the eigenstate, if S ∝ N has an extensive value, then the state is
ferro- or ferri-magnetic. The components of the spin operators form
an algebra

[
Sx, Sy

]
= iSz and are defined as the sum over all space

Sα = ∑
r

Sαr (2.2)

of the local spin operators Sr =
(

Sxr Syr Szr

)
whose components

α = {x, y, z} are given by

Sαr =
1
2 ∑

σσ′
c†

rσ (σα)σσ′ crσ′ , (2.3)

where the Pauli matrices have the standard form

σx =

(
0 1

1 0

)

σy =

(
0 −i

i 0

)

σz =

(
1 0

0 −1

)
.

(2.4)

At half-filling on bipartite lattices with L sites, there is another
SU (2) symmetry that can be obtained from a modified particle-hole
transformation. It’s generators are

Ŝz = 1
2 (N − L)

Ŝ+ = ∑r∈A c†
r↑c

†
r↓ −∑r∈B c†

r↑c
†
r↓

Ŝ− = Ŝ†
+.

(2.5)

Therefore, at half-filling on bipartite lattices, the FHM has a SU (2)⊗
SU (2) = SO (4) symmetry.

Some theorems concerning the magnetic behavior of the FHM at
T = 0 are knowns for systems of finite size. For example, Lieb’s theo-
rem [73] states that the ground state of the attractive FHM U < 0 with
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Figure 2.2: The Mott insulating anti-ferromagnetic state at half-filling on a
CuO2 plane.. This figure has been reproduced from [16].

an even number of particles is unique and has total spin zero S = 0.
Functional renormalization calculations notably find a s-wave insta-
bility in the repulsive regime [53]. As as corollary to Lieb’s theorem,
the ground state of the repulsive model U > 0 in the zero Sz subspace
is known to be unique and the total spin S follows Hund’s rule. An
example is the anti-ferromagnetic state illustrated in figure 2.2. As a
function of the filling factor n, renormalization theory can identify an
anti-ferromagnetic instability close to half-filling and dx2−y2 pairing
when a small negative next-nearest-neighbor hopping t′ is included
in the model. More ordering phenomena like ferromagnetism, f-wave
pairing and anisotropic Pomeranchuk deformations of the Fermi sur-
face are found as more complex features are added to the FHM [54].
For weak interaction, a Fermi liquid is typically expected.

2.2.1.1 The Mermin-Wagner theorem

The Mermin-Wagner theorem [74] encapsulates many of the con-
tentions about the physics at play in the FHM. Essentially, it states
that continuous symmetry (like U (1) or SU (2)) cannot be broken at
finite temperature in less than three spatial dimensions. This implies
that thermal fluctuations are commensurate with all ordering mech-
anisms and superconductivity [75] and crystalline order [76] cannot
be stable in two dimensions and less. The Mermin-Wagner theorem
[74] applied to the 2D FHM [77] states that correlation functions at
non-zero temperature decay spatially as following the power laws

∣∣∣〈c†
i↑c

†
i↓cj↓cj↑

〉∣∣∣ ≤

∣∣ri − rj

∣∣−αT if T � T0∣∣ri − rj
∣∣−2αT0 ln T if T � T0

(2.6)
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for α > 0 and T0 some constant temperature. This is derived in the
thermodynamic limit and assumes that the hopping has a finite range.
As a consequence, there should be no spontaneous transition or long-
range ordering at finite temperature in the FHM. But like in the case
of 2D materials like graphene, some “medium range” ordering can
occur and be stabilized by weak long-range interactions [78]. It also
does not forbid continuous Kosterlitz-Thouless transitions, where the
ground state is a bound pair of vortex and anti-vortex which dis-
sociates at critical temperature T0. In the case of the FHM, a ficti-
tious long-range molecular Weiss field can be introduced as compu-
tational tool to study continuous transitions. This strongly suggests
using cluster methods for numerical approaches of the problem. The
Mermin-Wagner theorem also acts as a blessing in the sense that the
very long-range behavior of the correlation functions is trivial and
clusters encompassing a small region on the scale of a few times the
coherence length ξ should be sufficient to model the strongly corre-
lated physics. This fundamentally remains a hard problem as it has
been shown that scattering in the FHM is sufficient to implement uni-
versal quantum computation [52]. Moreover, generalized versions of
the FHM can be well defined and constructed such that it is not possi-
ble to decide whether their excitation spectra are gapped or not in the
thermodynamic limit [28], signifying the infinite richness of strongly
correlated physics.

2.3 solving the fermi-hubbard model with the variational

cluster approach

The type of data that we want to simulate in the FHM are thermo-
dynamic phase information and electrodynamic properties [29] such
as angular-resolved photoemission spectroscopy (ARPES) spectra [79,
80]. The goal of this section is to introduce the important physi-
cal quantities of the main loop of the numerical variational solver
used to extract properties of the FHM. Since the interesting observ-
ables typically correspond to the response of the system to exter-
nal perturbations, the central object of study is the Green’s function
which contains both the thermal and the dynamical properties of the
system (see section 1.2). To compute the Green’s function, a vari-
ational principle on the grand canonical potential is derived from
functional arguments. The Green’s functional variational problem is
then mapped to a self-energy variational problem to account for pos-
sible spontaneous symmetry breaking from long-range ordering in a
self-consistent manner. At last the lattice approximation is introduced
to complete the description of the lattice variational solver.
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2.3.1 The grand canonical potential as a functional of the self-energy

Since the anomalous quantities Eq. (1.34) do not conserve the total
number of particles, the thermodynamic quantities are evaluated in
the grand canonical ensemble from the grand potential

Ω ≡ −TlnZ

= 〈E〉 − TS− µ 〈N〉 ,

(2.7)

where Z is the partition function and S is the entropy. Average quan-
tities can be evaluated from the relations

〈N〉 = − ∂Ω
∂µ

S = − ∂Ω
∂T .

(2.8)

Since we want to work with dynamical quantities, the grand potential
has to be expressed as a functional of a Green’s function (1.37).

2.3.1.1 The Luttinger-Ward formalism

The Green’s function G of the full system described by H can be
obtained exactly from the bare single-particle Green’s function of the
non-interacting lattice (tight-binding) G0t and the self-energy Σ =

G−1
0t −G−1 by solving the Dyson equation represented in figure 1.5

G = G0t + G0tΣG. (2.9)

When there is no interaction, the self-energy is zero and the tight-
binding Green’s function for a given one-body hopping matrix t is

G−1
0t = ω− t. (2.10)

The model can be considered “solved” once the single-particle
Green’s function G can be computed accurately for any interesting
input coordinates (such as position / momentum, time / energy).
A method to obtain the Green’s function consists in rewriting the
Dyson equation as a variational principle on the grand canonical po-
tential of the system. To accomplish this task, it is useful to introduce
the Luttinger-Ward functional [59, 82] of the Green’s function Φ [G]
which generates all two-body skeleton diagrams (see figure 2.3) and
has the interesting property that its functional derivative with respect
to G is simply

δΦ [G]

δG
= Σ. (2.11)

Furthermore, the functional form of Φ [G] depends only on the form
of the interaction U and is independent of the one-body terms in
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Figure 2.3: The Luttinger-Ward functional Φ is a scalar representing the sum
of all the two-body dressed skeleton diagrams. The dressed
skeleton diagrams are defined as closed connected diagrams
of the fully interacting propagator without external propaga-
tors and self-energy diagram insertions [81]. The functional
derivative of a dressed skeleton corresponds to the removal of
a propagator line and results in a dressed skeleton diagram with
two links for external propagators which contributes to the self-
energy. The functional derivative with respect to G gives all the
diagrams for the computation of Σ. In the case where U = 0
then Φ [G] = 0.

H. In statistical mechanics, observables are derived from a thermo-
dynamic potential. For many-body systems, it is typically easier to
let the total number of particles fluctuate and work with the grand
canonical ensemble. The grand canonical potential of the full lattice
can be defined from the Luttinger-Ward functional as a functional of
G

Ωt [G] = Φ [G]− Tr
[(

G−1
0t −G−1)G

]
+ Tr ln [−G] , (2.12)

such that the Dyson equation (2.9) can be recovered as the stationary
point with respect to the variation of G:

δΩt [G]

δG
= Σ−G−1

0t + G−1 = 0. (2.13)

In Ref. [58], Potthoff describes three types of approximation strat-
egy to solve this variational problem. A type I approximation would
try to simplify the Euler equation from a heuristic argument but
could suffer from thermodynamic inconsistencies. A type II approxi-
mation would correspond to computing the Φ [G] functional only for
a finite set of diagrams, but justifying the use of a particular func-
tional form over other possibilities is in itself not trivial. Finally, in a
type III approximation, thermodynamical consistency is preserved as
well as the exact form of the Luttinger-Ward functional but the trial
Green’s functions are chosen from a restricted domain where the self-
energy is constrained. The VCA is a type III approximation. The main
advantage of this type of scheme is that it allows for a systematic con-
struction of increasingly accurate solutions to many-body problems
with local interactions. In the case of the FHM, a good scheme to
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systematically approximate the self-energy is to consider a reference
lattice of isolated clusters Γ′ with the same local interaction term U
as the lattice Γ and pick Σ from the exact solution of the reference lat-
tice. This method allows for the construction of solutions to the FHM
that are very accurate except for long range correlations that exceed
the dimensions of the clusters. The main advantage of this scheme
is that the solutions are guaranteed to become asymptotically exact
as the size of the cluster reaches the size of the original lattice. The
next step consists in rewriting the grand canonical potential Ωt as a
functional of the lattice self-energy Σ instead of the Green’s function
G.

2.3.1.2 Self-energy functional theory

The variational principle of the self-energy of a cluster [57] intends to
account for solutions of the Hubbard model with spontaneous sym-
metry breaking caused by long-range interactions. The grand canon-
ical potential Ωt [G] can be rewritten as a functional of the self-energy
Ωt [Σ] by applying the Legendre transformation G [Σ] =

(
G−1

0t − Σ
)−1

such that

Ωt [G] = Φ [G]− Tr
[(

G−1
0t −G−1)G

]
+ Tr ln [−G]

= Φ [G]− Tr [ΣG]︸ ︷︷ ︸
Λ[Σ]

+ Tr ln [−G]

= Λ [Σ]− Tr ln
[
−G−1

0t + Σ
]

= Ωt [Σ] .

(2.14)

Let’s then notice that Ωt [Σ] is still exact and now only depends on
the self-energy Σ and the non-interacting Green’s function G0t. The
Legendre transformed Luttinger-Ward functional Λ [Σ] has the nice
property

δΛ [Σ]

δΣ
= −G, (2.15)

which is used to recover the Dyson equation of the system and the
variational principle depending on the self-energy

δΩt [Σ]

δΣ
=
(
G−1

0t − Σ
)−1 −G = 0. (2.16)

As shown in figure 2.4, solutions to the FHM can be found by varying
the self-energy until a physical value of the Green’s function is found
and the Dyson equation is satisfied. However, since this is in general
a saddle-point problem, the optimal point cannot be interpreted as an
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Figure 2.4: How the different functional spaces are connected. The red dots
represent the exact self-energy at the stationary point of Eq. 2.16.
The functional dependence of Ωt [Σ] is not known for the com-
plete space of self-energies, but only those parametrized by the
single-particle parameters t′ shown by the red lines. The station-
ary point on that sub-manifold corresponds to the approximate
grand canonical potential. This figure has been reproduced from
[69].

upper bound to the exact energy (as in the Ritz variational method)
but as the most “physical” approximation of the grand canonical po-
tential allowed by a given parametrization of the self-energy. Com-
puting the exact single-particle self-energy for a large lattice and stor-
ing the result are tasks beyond the capabilities of classical computers.
The idea of cluster methods used to approximate the solution of the
full lattice Γ is to divide it into a reference lattice Γ′ of clusters of a
small number (i.e. computer tractable) of sites, solve a cluster exactly
and use perturbation theory to approximate the properties of the full
lattice.
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Figure 2.5: The essence of the VCA method is to remove the one-body links
(denoted t) between small clusters (contained in V) from the lat-
tice Γ and consider only the reference lattice Γ′ whose Hamilto-
nianH′ is block diagonal in the Wannier basis and easier to solve
than the complete problem H. The reference system generates a
manifold of trial self-energies Σ′ parametrized by single-particle
parameters t′. The self-energy functional can be evaluated ex-
actly on this manifold as the interaction part of the Hamiltonian
(the Us) is left unchanged.. The solution becomes asymptotically
exact as the clusters are made to include more sites.

2.3.2 The variational cluster approach

Large lattices with millions of orbitals are impossible to simulate ex-
actly on classical computers since the memory required to store for
the associated state vectors scales exponentially in cluster size. A
method to mitigate this problem makes use of the translation invari-
ance of the lattice. It consists in breaking down the lattice in sev-
eral independent clusters and making use of the universality of the
Luttinger-Ward functional to recast the variational equation (2.16) on
a cluster-restricted domain of the self-energy. The exact solutions are
recovered when the size of the cluster is equal to the size of the origi-
nal lattice [83].

Good and thorough introductions to the VCA method can be found
in [56, 84]. In the restricted Hilbert space of a cluster, the goal is to
variationally find a self-energy Σ′ such that it is most physical (by
satisfying the VCA version of the Dyson equation) and minimizes
the free energy. As hinted at the end of subsection 2.3.1 and shown
in figure 2.5, the VCA approximation consists in subdividing a full
lattice Γ into a reference lattice of identical clusters Γ′ and solving the
reference model exactly in order to obtain its self-energy Σ′. In this
context, the Green’s function of a cluster is a frequency dependent
matrix given by

G′−1 (ω) = ω− t′ − Σ′ (ω) (2.17)
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The Legendre transformed Luttinger-Ward functional Λ only depends
on the interaction part of the Hamiltonian. Since by definition the in-
teraction part of the Hamiltonian is the same for the full system and
the reference system, the identity Λ [Σ′] = Λ [Σ] must hold. Let’s note
that this scheme would not work directly in the case of the extended
FHM (where there is intersite interaction), since a reference system of
independent clusters cannot be found by simply removing one-body
links of the Hamiltonian [85]. As in Eq. (2.14), the grand canonical
potential of the reference system is given by

Ω′ ≡ Ωt′
[
Σ′
]
= Λ [Σ]− Tr ln

[
−G′

]
, (2.18)

where G′ is the Green’s function of the reference system. When they
are both evaluated at the self-energy of the reference system, the dif-
ference between the grand canonical potential of the full lattice and
the reference system is

Ωt
[
Σ′
]
= Ω′ + Tr ln

[
−G′

]
− Tr ln [−G] . (2.19)

This relation is exact, the only approximation of the VCA is in the re-
striction of the domain of the self-energy. It can be further simplified
as the VCA is built within SFT as a well-defined variational extension
to the CPT. The full lattice Green’s function G [Σ] is equal to the CPT
Green’s function if its self-energy is restricted to the domain of the
reference system. As in figure 2.5, it is useful to define V ≡ t−t′ as
a perturbation, where t contains all the one-body terms of the full
lattice Γ and t′ represents all the one-body terms of the lattice of clus-
ters Γ′. As a result of strong-coupling perturbation theory, the CPT
Green’s function is given by

G
[
Σ′
]
= Gcpt =

(
G′−1 −V

)−1
. (2.20)

With some algebra, Eq. (2.19) can be written as

Ωt
[
Σ′
]
= Ω′ − Tr ln

[
1−VG′

]
. (2.21)

The functional is exact as no classes of diagrams have been explic-
itly excluded. At the saddle-point, it represents the quantity which
is physically the closest to the physical grand canonical potential of
the full lattice when the self-energy is computed on the reference
lattice. The effect of single-particle correlations and intra-cluster two-
particle correlations is treated non-perturbatively but the inter-cluster
two-particle effects are neglected in the one-particle spectrum. Even
if only a small cluster is exactly solved, the self-energy variational
principle (2.16) can be used to study the properties of the infinite sys-
tem like the various order parameters in a thermodynamically con-
sistent framework. Since the VCA is a well defined generalization of
the CPT, it also shares similar characteristics. It is exact in the limit
U
t → 0 where the self-energy disappears to yield the tight binding
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model. It is also exact in the strong-coupling limit t
U → 0, where all

sites are effectively decoupled. The method is easy to generalize to
non-homogeneous lattices. The next section introduces the details of
the objects required to compute (2.21) and find its stationary point as
well as some observables that can then be calculated.

2.4 example on a square lattice with superconductiv-
ity

In this section the self-energy variational approach is used to model
superconductivity in a FHM lattice. A more general formulation of
possible orders could be made (for arbitrary ordering potentials and
cluster graph), but the goal of this section is only to introduce the
types of formal elements required to describe a cluster. Other types
of order parameters can be found in the literature [39]. First the
different terms in the Hamiltonian of the cluster are explained. Then
the detailed formalism of the VCA is given through the example of
a square lattice with superconductivity. Finally, various quantities
involved in the computation of useful observables are listed. Some of
my numerical results on a 2× 2 cluster are included as examples of
calculations.

2.4.1 Hamiltonian of a cluster

Each cluster includes only a small portion of the terms of the original
lattice and variational terms must also be included to account for
possible long-range order. For convenience, let’s assume that Γ is
a square lattice with constant spacing a. It is broken down into Nc

clusters each with Lc orbitals (“sites”) with two electrons each (spin
up ↑ and spin down ↓). The small parameter in the approximation is
L−1

c , which means that increasing the size of the cluster also increases
the accuracy of the simulation. The Hamiltonian of each cluster is
given by

H′ = HFH +Hlocal +Hs−pair +Hdx2−y2 +HAF, (2.22)

where the FHM terms remaining in Γ′ are given by

HFH = −t ∑
〈i,j〉,σ

c†
iσcjσ + U ∑

i
ni↑ni↓, (2.23)

which is the same as (2.1) without the chemical potential term. The
chemical potential must be kept as a variational term to enforce the
thermodynamic consistency of the electronic occupation value

Hlocal = −µ′∑
i,σ

niσ. (2.24)
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It can be seen that at the stationary point ∂Ωt
∂t′ = 0, the electronic

occupation expectation value is

〈n〉 = Tr G = −dΩt

dµ
= −

(
∂Ωt

∂µ
+

∂Ωt

∂t′
· dt′

dµ

)
(2.25)

where the two methods converge to the same average occupation at
the stationary point. Keeping the chemical potential fixed in the clus-
ter Hamiltonian would break this condition.

The ordered phases of the FHM can be studied by introducing artifi-
cial symmetry breaking terms to the cluster Hamiltonian and treating
them as variational variable. The choice of these terms is somewhat
arbitrary and is usually justified by the physics of the system studied.
For example in the FHM, it is often interesting to study the competi-
tion between superconducting order parameters with different sym-
metries and the anti-ferromagnetic ordering. A variational singlet
pairing term is introduced as

Hs−pair = ∆′∑
i

(
c†

i↑c
†
i↓ + ci↓ci↑

)
, (2.26)

while a dx2−y2 singlet pairing takes the form [56]

Hdx2−y2 = ∆′d ∑
ij

dij

(
c†

i↑c
†
j↓ + cj↓ci↑

)
, (2.27)

where R are the vector positions of the sites in the cluster and

dij =


1 if Ri − Rj = ±aex

−1 if Ri − Rj = ±aey

0 otherwise.

(2.28)

The variational Néel anti-ferromagnetic Weiss field takes the form

HAF = M′∑
i

eiQ·Ri
(
ni↑ − ni↓

)
, (2.29)

where Q = (π, π) is the anti-ferromagnetic wave vector.

2.4.2 The superlattice of clusters

The relation between the original lattice and the lattice of clusters is
given in more details along with useful notations. The main objects
of interest also used in the quantum subroutine of chapter 3 are intro-
duced in this subsection.

2.4.2.1 The superlattice in reciprocal space

To make the procedure clear and concrete, let’s work on the example
of the superconducting order parameter on a 2D lattice. For a good
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Figure 2.6: Reduced Brillouin zone of the reciprocal lattice. The quasi-
momentum vector k belong to the reciprocal lattice of Γ while
the K component belongs to the reciprocal lattice of a single clus-
ter. The k̃ vector belongs to the reciprocal superlattice (hopping
between clusters).

explanation of quantum cluster theories and the details for computa-
tions on clusters of arbitrary size see [56, 84]. A square lattice with 8

orbitals per cluster is required to study s-wave and d-wave supercon-
ductivity in the FHM. Let’s take a lattice Γ with N sites and divide
it in clusters of Lc = 2× 2 = 4 sites, then the number of clusters is
simply Nc = N

Lc
. Let’s label these 4 sites as 1, 2, 3 and 4. As shown

in figure 2.6, when the full lattice is Fourier transformed, the first
Brillouin zone in quasi-momentum space is given by

kx/y =
2πmx/y√

Na
, mx/y = 0, . . . ,

√
N − 1 (2.30)

and the reciprocal superlattice is given by

k̃x/y =
2πqx/y√

Nca , qx/y = 0, . . . ,
√

Nc − 1 . (2.31)

2.4.2.2 The saddle-point problem

The observable properties of the Hamiltonian (2.1) can be computed
from the CPT formula (2.20) by finding variational parameters (µ′,∆′,
∆′d, M′, etc.) that generate Σ for which the Dyson equation (2.16) is
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stationary. In practice, this condition is reformulated explicitly over
the variational parameters as

∂Ωt

∂t′
= 0. (2.32)

In the superconducting FHM example, this would correspond to
solving the saddle-point problem

∂Ωt
∂µ′

∂Ωt
∂∆′

∂Ωt
∂∆′d

∂Ωt
∂M′


=


0

0

0

0

 , (2.33)

which is done efficiently on a classical computer once Ωt [t′] can be
evaluated for a given set of parameters (for example, by a Newton-
Raphson method). In the case of a lattice problem, the grand potential
functional takes the following form

Ωt = Ω′t′ −
1
N

∮
C

dz
2πi ∑̃

k

ln det
[
Î− V̂

(
k̃
)

Ĝ′ (z)
]

, (2.34)

where V̂
(
k̃
)

and Ĝ′ (z) both depend on the chosen variational pa-
rameters (the hat notation is explained below, it refers to the Nambu
space). The contour integral

∮
C dz can be done as a real line inte-

gral, as a Matsubara sum or as an efficient summation based on the
continued fraction expansion of the Fermi function [86] .

2.4.2.3 The eigenvalue problem

In order to evaluate the energy-dependent Green’s function Ĝ′ (z),
the eigenvalue problem for one cluster

H′ |φn〉 = En |φn〉 (2.35)

must be solved for different parameters until the stationary point is
reached. For 2Lc orbitals , the eigenvalue problem of the Hamiltonian
can be solved in the occupation eigenbasis defined by

∣∣n1↑ . . . nLc↑n1↓ . . . nLc↓
〉
=

Lc

∏
i=1

(
c†

i↑

)ni↑ Lc

∏
i=1

(
c†

i↓

)ni↓
|Vac〉 , (2.36)

where |Vac〉 is the many-body vacuum. The dimension of this Hilbert
space is 4Lc which means that storing the matrices of the calculation
scales prohibitively with cluster size on a classical computer. Let’s
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note that spatial symmetries that commute with the cluster Hamilto-
nian H′ can be used to reduce the memory requirement of the com-
putation [56]. In all cases, it is useful to introduce the Nambu (singlet
particle-hole) space notation. This notation is especially useful when
considering quantum mechanical problems where an order parame-
ter can appear from broken gauge symmetries. In this space, field
operators are replaced by a vector ψ̂†

i =
(

c†
i↑ ci↓

)
such that the

energy-dependent Green’s function of a cluster can be represented in
the form

Ĝ′ (ω) ≡
〈
ψ̂ψ̂†〉

ω

=

(
G′ (ω) F′ (ω)

F′† (ω) −G′ (−ω)

)
,

(2.37)

where the elements G′ij (ω) =
〈

ci↑c†
j↑

〉
ω

are the components of the

single-particle Green’s function and F′ij (ω) =
〈
ci↑cj↓

〉
ω

are the compo-
nents of the anomalous Green’s function (see section 1.2.2). The 〈. . .〉ω
notation corresponds to the frequency-dependent correlation func-
tion (i.e., the Fourier transformed two-point time correlation func-
tion). In the 4-site example, these matrices would have the form

G′ (ω) =



〈
c1↑c†

1↑

〉
ω

〈
c1↑c†

2↑

〉
ω

〈
c1↑c†

3↑

〉
ω

〈
c1↑c†

4↑

〉
ω〈

c2↑c†
1↑

〉
ω

〈
c2↑c†

2↑

〉
ω

〈
c2↑c†

3↑

〉
ω

〈
c2↑c†

4↑

〉
ω〈

c3↑c†
1↑

〉
ω

〈
c3↑c†

2↑

〉
ω

〈
c3↑c†

3↑

〉
ω

〈
c3↑c†

4↑

〉
ω〈

c4↑c†
1↑

〉
ω

〈
c4↑c†

2↑

〉
ω

〈
c4↑c†

3↑

〉
ω

〈
c4↑c†

4↑

〉
ω


(2.38)

and

F′ (ω) =


〈
c1↑c1↓

〉
ω

〈
c1↑c2↓

〉
ω

〈
c1↑c3↓

〉
ω

〈
c1↑c4↓

〉
ω〈

c2↑c1↓
〉

ω

〈
c2↑c2↓

〉
ω

〈
c2↑c3↓

〉
ω

〈
c2↑c4↓

〉
ω〈

c3↑c1↓
〉

ω

〈
c3↑c2↓

〉
ω

〈
c3↑c3↓

〉
ω

〈
c3↑c4↓

〉
ω〈

c4↑c1↓
〉

ω

〈
c4↑c2↓

〉
ω

〈
c4↑c3↓

〉
ω

〈
c4↑c4↓

〉
ω

 . (2.39)

Methods to evaluate Ĝ′ (ω) on classical and quantum computer are
given in section 3.3.

Let’s notice that in the Lc = 2× 2 cluster, 32 different correlation
functions have to be evaluated. In the general case, the number of cor-
relation functions simply scales as 4 · L2

c , which is much smaller than
the exponential scaling required for storing the full density matrix.
See subsection2.5 and subsection 3.3.1 for the procedure to obtain
these Green’s functions.
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At this point, the CPT potential in the reciprocal superlattice basis
can also be defined as

V̂
(
k̃
)
≡ t̂

(
k̃
)
− t̂′, (2.40)

where t̂
(
k̃
)

contains all the one-body terms of the bare lattice Γ (i.e.
no interaction terms) of the Hamiltonian (2.1). For the example of the
square lattice, this gives

t̂
(
k̃
)
=

(
A
(
k̃
)

0

0 −A
(
k̃
) ) , (2.41)

where

A
(
k̃
)
=


−µ ε

(
k̃x
)

ε
(
k̃y
)

0

ε∗
(
k̃x
)

−µ 0 ε
(
k̃y
)

ε∗
(
k̃y
)

0 −µ ε
(
k̃x
)

0 ε∗
(
k̃y
)

ε∗
(
k̃x
)
−µ

 (2.42)

and the dispersion relation for the square lattice is

ε
(
k̃
)
= −t

(
1 + e−2ik̃a

)
. (2.43)

The t̂′ term in Eq. (2.40) contains all one-body terms of a cluster (2.22),
including the variational terms. In the example,

t̂′ =

(
B C

C D

)
, (2.44)

where

B =


−µ′ + M′ −t −t 0

−t −µ′ −M′ 0 −t

−t 0 −µ′ −M′ −t

0 −t −t −µ′ + M′

 (2.45)

and

D =


µ′ + M′ t t 0

t µ′ −M′ 0 t

t 0 µ′ −M′ t

0 t t µ′ + M′

 . (2.46)

The pairing part is given by

C =


∆′ ∆′d −∆′d 0

∆′d ∆′ 0 −∆′d
−∆′d 0 ∆′ ∆′d

0 −∆′d ∆′d ∆′

 . (2.47)
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2.4.2.4 The lattice-perturbed Green’s function

Once the saddle point t∗ =


µ′∗

∆′∗
∆′d∗
M′∗

 of Eq. (2.32) is found, the func-

tion Ĝ′ (ω, t∗) and V̂
(
k̃, t∗

)
are evaluated and the lattice-perturbed

Green’s function can be computed. From here the dimensionality of
the matrices involved in the calculations scales only as the square of
the number of orbitals and can be performed easily on a classical
computer. The lattice-perturbed Green’s function can be calculated
to first order as

Ĝ
(
k̃, ω

)
=

(
Ĝ′−1 (ω)− V̂

(
k̃
))−1

=

(
G ′
(
k̃, ω

)
F ′
(
k̃, ω

)
F ′†

(
k̃, ω

)
−G ′

(
k̃,−ω

) ) .

(2.48)

Note that the G and F matrices have dimension Lc × Lc. At this
point the problem is solved and many observable quantities can be
computed efficiently [20].

2.4.3 Calculation of observables

Based on [87], this subsection contains examples of observables useful
in explaining the result of experiments and landmark properties of
the FHM.

The average particle density is

n = 〈niσ〉 =
1

NLc

∮
C

dz
2πi ∑̃

k

Lc

∑
i=1
Gii
(
k̃, z
)

(2.49)

and must agree with the value given by (2.25). The chemical potential
µ can be scanned until a desired value of n is found. For supercon-
ducting problem in the FHM, it is useful to fix the chemical potential
µ such that the lattice is maintained at quarter filling n = 0.25. The
superconducting gap is given by

∆ =
〈
ci↑cj↓

〉
=

1
NLc

∮
C

dz
2πi ∑̃

k

Lc

∑
i=1
Fii
(
k̃, z
)

. (2.50)

To recover the Green’s functions of the full lattice Γ, the “cluster-
ing” (which is a unitary transformation) is undone and, taking into
account the artificial translational symmetry breaking of the lattice,
the single-particle and anomalous CPT Green’s functions are recov-
ered in the lattice reciprocal space
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Gcpt (k, ω) = 1
Lc

∑Lc
i,j=1 Gij (k, ω) e−ik·(ri−rj)

Fcpt (k, ω) = 1
Lc

∑Lc
i,j=1 Fij (k, ω) e−ik·(ri−rj).

(2.51)

From these quantities, the single-particle quasi-particle spectrum and
the Bogoliubov quasi-particle spectrum can be evaluated as

A (k, ω) = − 1
π limη→0+ ImGcpt (k, ω + iη)

F (k, ω) = − 1
π limη→0+ ImFcpt (k, ω + iη) ,

(2.52)

from which the density of states is found to be

N (ω) =
1
N ∑

k
A (k, ω) . (2.53)

The Fermion momentum distribution and the condensation ampli-
tude momentum distribution are respectively given by

N (k) =
∮

C
dz

2πiGcpt (k, z)

F (k) =
∮

C
dz

2πiFcpt (k, z) .

(2.54)

For the case of a lattice with superconductivity, an interesting observ-
able is the pair coherence length in real and reciprocal space given
by

ξ2 =
∑r r2 |F (r)|2

∑r |F (r)|2
=

∑k |∇kF (k)|2

∑k |F (k)|2
. (2.55)

Depending on the problem, more observables can be computed
with similar methods. Note also that the contour integrals map to the
following form in the real time domain∮

C

dz
2πi
GR (z)→

∫ ∞

−∞
dω f (ω) GR (ω) (2.56)

in the case where the retarded part of the Green’s function is used
to compute the integral. The Fermi function has the usual form
f (ω) = 1

1+e
µ−ω

T
. The self-energy variational approach has been out-

lined and the method which starts with a Hubbard-like description
of the microscopic details of a given solid and computes its thermo-
dynamic properties in a systematic way is complete. The next section
reviews how the eigenvalue problem (2.35) is typically solved on clas-
sical computers and introduces the quantum subroutine.
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2.4.4 Ozaki summation

The typical Matsubara summations [20] require tens of thousand of
imaginary points iωp before convergence can be reached. The Ozaki
summation method based on the continued fraction representation
of the Fermi-Dirac function reaches the same accuracy in less than
a few hundred points [86]. It is therefore advisable to compute the
observables of many-electron systems using the following expansion
of the Fermi-Dirac function f (ω):

1
1+eω

= 1
2 −

ω
4

 1

1+ ( ω
2 )

2

3+
( ω

2 )
2

···
(4M−1)+

. . .



≈ 1
2 + ∑M

p=1
Rp

ω−izp
+ ∑M

p=1
Rp

ω+izp

= 1
2 −

ω
4

{
(iωB− A)−1

}
11

(2.57)

The resolvent equation is solved for Rp and the poles zp. The density
matrix ρ can be computed from the weighted sum

ρ

= limη→0+ limR→∞ Im
[
− 2

π

∫ R+µ
−R+µ dEG (E + iη) f (E)

]
= µ(0) − Re

[
4
β ∑M

p=1 G
(

µ + i zp
β

)
Rp

]
(2.58)

where the zeroth-order moment is given by

µ(0) = lim
R→∞

iRG (iR) . (2.59)

In Matsubara summations, Rp = 1 for all points. We chose M = 300
and R = 1010 for the numerical calculations. Numerical calculations
at arbitrary finite temperature case can be handled by using the den-
sity matrix formalism and by replacing the contour integrals by Ozaki
summations. In the literature, zero temperature calculations usually
proceed with a Lanczos diagonalization followed by integration along
the imaginary energy axis [56].
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Figure 2.7: Orbital filling factor n as a function of the chemical potential µ
calculated with the CPT.

2.4.5 Cluster perturbation theory

The CPT is embodied in Eq. 2.48. It corresponds to the specific case of
the VCA with trivial values for the variational parameters. As such,
it cannot account for broken symmetries in correlated systems [32].
In figure 2.7, we show the orbital filling factor n as a function of the
chemical potential for several interaction energies U. As a rule of
thumb, half-filling n = 1

2 is obtained at µ ≈ U
4 (from the particle-

hole transformation on a bipartite lattice, this should be µ ≈ U
2 ). The

function n is not monotonically increasing with µ and is therefore
not thermodynamically consistent.This is a consequence of ill-defined
degrees of freedom in the single-particle parameter space. However,
this can used as an initial point for variational calculations.

In figure 2.8, we reproduced the figure found in [32, 88] showing
the ground state E0 = Ω+ 2µn of a single impurity of the FHM at half-
filling calculated from the CPT method (without variational parame-
ters). By considering variational parameters of the cluster self-energy,
the ground state energy can be lowered for U 6= 0.

When non-trivial variational parameters are fixed, CPT can be used
to compute ARPES spectra and other quantities of interest. In figure
2.9, we show the exact spectral density A (k, ω) for the tight-binding
model U = 0 and the CPT spectral density at U = 8 at half-filling. A
large gap opening along the X direction is typical of the Mott insu-
lating phenomenon. Since we are interested in calculating phase di-
agrams such as the one shown in figure 1.8 and the CPT cannot take
into account broken symmetries, variational terms must be taken into
account.
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Figure 2.8: Ground state energy E0 of an impurity as a function of the inter-
action energy U calculated from the CPT. It is exact at U = 0 and
represent an upper bound for U > 0. The zero-temperature cal-
culations is approximated by setting the temperature at T = t

1000 .
This reproduces the results obtained in [88].

2.4.6 Potthoff functional at finite temperature

Here we show the typical landscape of the Potthoff functional (2.34)
for anti-ferromagnetic (4.12) and superconducting (4.17) variational
parameters. The cluster chemical potential (4.11) is also kept as a
variational parameter to enforce thermodynamical consistency. The
interaction strength is in the strong coupling regime U = 8, a typical
parameter in the study of cuprate superconductivity. The Potthoff
functional and the norm of its gradient at two different temperatures
are shown in figure 2.10. The stationary point is found in the region
where n = 1

2 and the norm of the gradient is minimal. In the case
where positive and negative values are possible, the positive one is
chosen. The VCA lowers the energy found in figure 2.8 at low temper-
ature by allowing an anti-ferromagnetic order such as the one shown
in figure 2.2. The ordering disappears at high temperature.

Figure 2.11 shows the Potthoff functional and the norm of its gradi-
ent when considering a d-wave superconducting order parameter at
low temperature. The starting point corresponds to the CPT calcula-
tion which gives a filling factor n = 1

2 . A more complete calculation
would take the value consistent with 〈n〉 = − dΩt

dµ and have an in-
creased precision for smaller ∆′d. We find a finite value of the d-wave
parameter at half-filling which is consistent with other works which
do not include a next-nearest-neighbor hopping term [32, 65]. How-
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(a)

(b)

Figure 2.9: Spectral density A (k, ω) at U = 0 and µ = 0 in (a) and U = 8
and µ = 2 in (b). The CPT without variational parameters was
used with a broadening η/t = 0.05.
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(a) T
t = 0.1

(b) T
t = 1

Figure 2.10: Anti-ferromagnetism in the FHM at low and high temperature.
The interaction is U

t = 8 and half-filling is obtained at µ
t = 2.

In the figure, the black region corresponds to half-filling n = 1
2 .

The red dot corresponds to the minimum of the gradient of
Potthoff functional in the half-filled lattice. In (a) the temper-
ature T

t = 10−1, the saddle-point is located at µ′ = µ and
M′AF

t ≈ 0.69 and the energy of the ground state E0
t = −0.61

which is lower than the one found in figure 2.8. In (b) the
temperature T

t = 1, the saddle-point in the half-filled region

is located at µ′−µ
t ≈ 0.71 and M′AF = 0.
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Figure 2.11: The interaction is U
t = 8 and the chemical potential is chosen

to be µ
t = 2. The black region corresponds to half-filling n =

1
2 which goes through the center µ′ = µ and ∆′d = 0. The

temperature is set at T
t = 10−3. The red dot at µ′−µ

t ≈ 0.74

and ∆′d
t ≈ 0.33 corresponds to the minimum of the gradient of

Potthoff functional.

ever we find a superconducting parameter which is an order of mag-
nitude larger than the ones previously found in the literature. The
main difference between the methods is the use of the density matrix
formalism and Ozaki summation technique in the present work.

Verifying whether the FHM is sufficient to describe the phenomenon
of superconductivity in cuprate is still an open question. Increasing
the size of clusters to increase the accuracy of the simulation is a
computationally expensive task. The scaling of classical memory re-
sources required is actually exponential in the number of spin orbitals
modeled. Therefore it may be advisable to use the help of quantum
processors to proceed with larger and more complex calculations.

2.5 the method on a classical computer

The resource intensive part of the numerical variation solver is the
computation of the energy-dependent Green’s function of the cluster
Ĝ′ (ω, t). On a classical computer, the memory used to store the
description of the state of the system scales exponentially in system
size.

Typically, the Hamiltonian (2.22) is encoded in the occupation basis
(2.36) and the Schrödinger equation (2.35) is solved explicitly using
an appropriate numerical diagonalization method. As shown in table
2.1, the memory usage scales exponentially with system size and di-
agonalization typically scales as O

(
L3

c
)

in the number of arithmetic
operation required. When successful, a set of eigenvalues {En} and
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Number of orbitals Memory required

3 1 KB

8 1 MB

13 1 GB

18 1 TB

23 1 PB

Table 2.1: Order of magnitude estimation of the classical memory required
to store the full finite temperature density matrix of a cluster with
a given number of irreducible orbitals for a general cluster Hamil-
tonian. It is assumed that each matrix element is stored as a
complex double-precision number (16 bytes/element) and no op-
timization is used.

associated eigenstates {|φn〉} are obtained. If the cluster has Lc sites
with 2 electrons each (spin up and down), then there are 4Lc eigen-
states. The rest of the procedure is the following:

1. Write ωmn = En − Em.

2. Write the occupation probabilities Pmn = e−βEn+e−βEm

Z . Note that

β ≡ T−1 is the inverse temperature and Z = Tr
(

e−βH′
)

is the
partition function.

3. Define the electron-like and hole-like amplitude Q(e↑)
imn = 〈φm| ci↑ |φn〉

and Q(h↓)
imn = 〈φm| c†

i↓ |φn〉 .

4. Vectorize the m, n −→ r indices to obtain the matrices Êrs =

δrsωr and Π̂rs = δrsPr . The amplitude matrices then take the
form

Q̂ =



Q(e↑)
1r
...

Q(e↑)
Lcr

Q(h↓)
1r
...

Q(h↓)
Lcr


(2.60)

and can be recast as Q̂′ = Q̂
√

Π̂ at non-zero temperature. It
is also useful to define and compute ĝ (ω) = 1̂

ω−Ê
. It an be

noted that Q̂ is a 2Lc × 16Lc matrix which scales exponentially
in memory with the size of the system being studied.

5. Then compute (2.37) as Ĝ′ (ω) = Q̂′ĝ (ω) Q̂′†. This is the most
time-consuming step on a classical computer, especially at non-
zero temperature.
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6. The grand potential functional (2.34) and the lattice-perturbed
Green’s function (2.48) can then be evaluated to respectively
solve the saddle-point problem and compute observables.

In the following quantum method, these steps will be bypassed and
Ĝ′ (ω) obtained directly from the variational parameters.





Part II

T H E Q U A N T U M VA R I AT I O N A L C L U S T E R
A P P R O A C H O N Q U A N T U M S I M U L AT O R S

Nature isn’t classical, dammit, and if you want to make a simu-
lation of nature, you’d better make it quantum mechanical, and
by golly it’s a wonderful problem, because it doesn’t look so easy.
— Richard Feynman [89]





3
S I M U L AT I N G T H E F E R M I - H U B B A R D M O D E L O N A
Q U A N T U M C O M P U T E R

3.1 overview

As seen in chapter 2, simulating a small cluster with a handful of elec-
trons (or orbitals) is a difficult task for classical computers since the
matrices involved in the computation scale exponentially in size with
respect to the number of electronic orbitals. The quantity of infor-
mation involved in the precise numerical treatment of large strongly
correlated electronic systems quickly reaches magnitudes where no
reasonable classical memory technology is sufficient to store it all.
Therefore, being given access to a large controllable Hilbert space in
a quantum computer offers the possibility of simulating electronic
systems at the microscopic level with a greater complexity and accu-
racy than the ones accessible to classical computers [89].

This work is inspired from recently developed approaches in quan-
tum simulations such as the simulation of spin systems [90, 91],
fermionic systems and quantum chemistry [92–95] and boson sam-
pling to extract vibronic spectra [96]. In general, it happens that the
occupation state of an electronic orbital can be efficiently represented
by one qubit on a quantum computer through the Jordan-Wigner
transformation (JWT). The memory bottleneck in numerically rep-
resenting the many-body wave function is overcome by making sure
that it is never measured and stored on a classical memory at any
point during the simulation. In the VCA, the quantities that need
to be extracted from the wave function are the intra-cluster single-
particle correlation functions whose number scales quadratically with
the number of orbitals in a given cluster. On the practical side, it is not
yet known how the computing power of quantum processing devices
will scale in the future, but machines with a fews tens or hundreds of
qubits could already be very useful to run quantum subroutines as
part of larger classical simulation algorithms. This proposed method
could open a practical way to model and engineer the electronic be-
havior of strongly-correlated materials with intricate crystalline struc-
tures in a unified and consistent manner. Furthermore the underlying
SFT is very general and not restricted to the class of FHMs, formu-
lations for extended interactions [85], disordered systems [97] and
non-equilibrium dynamics [98] have already been developed. Similar
schemes to simulate spin systems [99], the Bose-Hubbard model [100]
or more exotic fields in lattice gauge theories [101, 102] can likely be
constructed in a similar fashion.

57
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After reviewing some basics of quantum computing in section 3.2,
a memory efficient quantum subroutine to introduced in section 3.3.1.
The procedure to measure the Green’s function of the cluster is de-
scribed in section 3.3.2. Appendix A presents numerical results where
the quantum procedure to compute a cluster’s Green’s function is
shown to be equivalent to traditional solution methods. In appendix
A.4, details of the initial Gibbs state preparation are given for a spe-
cific algorithm.

3.2 quantum computing

In 1982, Richard Feynman introduced the concept of quantum sim-
ulators for the purpose of simulating molecular processes which are
beyond the reach of classical computers [89]. Since then, it is believed
that general purpose quantum computers could solve some problems
faster than their classical counterparts [103]. Problems that may ben-
efit from quantum speed-up appear in the simulation of quantum
chemistry and materials [104], in number theory such as the factor-
ing problem [105] and in artificial intelligence. Here we quickly re-
view some basic aspects of quantum computing and introduce some
notation used in the following sections.

3.2.1 Fundamentals of quantum computing

The main technical challenges to building a practical quantum com-
puter are summarized by the five DiVincenzo criteria [60]

1. State initialization. In the computational basis, a pure state |ψ〉 =
α|0〉+β|1〉√
|α|2+|β|2

is described by a linear superposition of a two-state

system where α and β can be any complex numbers. Operating
a quantum computer requires a “reset” operation which erases
the quantum information of the state and returns the initialized
qubit in the |0〉 state. In general, this process is irreversible.

2. Addressing. A quantum computer is composed of many qubit
units which can be separately addressed. Distinguishable and
uncorrelated units are described with the tensor product nota-
tion. For example, the state of two separable qubits can gener-
ally be represented in the form ρ = ρ1 ⊗ ρ2. We also define a
convenient tensor power notation

⊗k ≡


1 k = 0

σ k = 1

σ⊗ ⊗k−1 k > 1

, (3.1)

where σ represent any 1-qubit operator.
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3. Universal quantum control. A quantum computation U is a uni-
tary transformation which can be decomposed in M discrete
quantum gates such that an initialized n-qubit state is evolved
into an “answer” state |ψans〉 = U |0〉⊗n = UMUM−1 . . . U1 |0〉⊗n.
In general, quantum computation can be done using only single-
qubit quantum gates (see section 3.2.2) and two-qubit entan-
gling operations, namely unitary quantum operations which
produce non-separable two-qubit states.

4. Measurements. The state of an isolated subsystem A out of a
larger system A⊕ B is given by the partial trace ρA = TrB (ρA⊕B).
If A is a qubit subsystem, the probability that |0〉 is measured
is given by P (M = 0) = 〈0| ρA |0〉 while the probability that
|1〉 is measured is given by P (M = 1) = 〈1| ρA |1〉. After a
measurement, the state has “collapsed” to the measured state.

5. Quantum memory. Quantum bits are very fragile units of in-
formation. Any uncontrolled interaction with the environment
will tend to erase useful quantum information, this is the phe-
nomenon of decoherence. The characteristic times used to quan-
tify the decoherence process is the energy relaxation time T1

(where energy is lost to the environment) and the dephasing
time Tφ (related to the fluctuation of energy levels from inter-
actions with uncontrolled degrees of freedom). Typically, quan-
tum algorithms require a “long” but finite time to run, hence
coherence time is a valuable quantum resource intrinsic to quan-
tum memories. A logical (or fault-tolerant) qubit is a quantum
memory with arbitrarily long coherence time. Quantum error
correction methods can in principle be used to increase the life-
time of qubits.

3.2.2 Elementary quantum gates

In table (3.1), we define the notation and the matrix representation
on the computational basis of useful single qubits gates. Notably, the
Hadamard gate H is often used to prepare a register in the superpo-
sition of all possible states

H⊗n |0〉⊗n =
1

2
n
2

2n−1

∑
k=0
|k〉 , (3.2)

where k is the appropriate binary representation. The Pauli opera-
tors σ ∈

{
σx, σy, σz

}
can also be viewed as generators of single-qubit

rotation with angle θ such that

Rθ
σ ≡ e

iθσ
2

= Icos
(

θ
2

)
+ iσsin

(
θ
2

)
.

(3.3)
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Gate Matrix representation

I

(
1 0

0 1

)

σx

(
0 1

1 0

)

σy

(
0 −i

i 0

)

σz

(
1 0

0 −1

)

H
1√
2

(
1 1

1 −1

)

J
1√
2

(
1 −i

1 i

)

S

(
1 0

0 i

)

T

(
1 0

0 ei π
4

)

Q

(
1 0

0 ei π
8

)

Table 3.1: Circuit and matrix representation of useful single-qubit gates.
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Name Gate Matrix representation

CNOT •


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0



SWAP ××


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1



c-U •
U


1 0 0 0

0 1 0 0

0 0 α β

0 0 γ δ


Table 3.2: Circuit and matrix representation of useful two-qubit gates.

Elementary two-qubit gates are shown in table (3.2). The
conditional-NOT (CNOT) is an entangling gate which is dependent
on the state of the first qubit. A conditional-CNOT is also called a
Toffoli gate, it can be used in classical circuits to define arbitrary re-
versible logical circuits. An arbitrary conditional unitary operation
can be formally written as

c−U ≡ |0〉 〈0| ⊗ I + |1〉 〈1| ⊗U. (3.4)

As a fundamental rule of quantum information, an unknown quan-
tum state |ψ〉 cannot be copied. However, two quantum states can be
exchanged between registers by using the SWAP operation such that

|ψB〉 ⊗ |ψA〉 = SWAP (|ψA〉 ⊗ |ψB〉) . (3.5)

A conditional-SWAP is also known as a Fredkin gate.

3.2.3 The quantum Fourier transformation

There are two main heuristics for quantum algorithms. First, one
can use one qubit as a probe to sample the trace of operators in an
“analog” fashion by repeating a set of experiments [106]. Second, one
can prepare a large state superposition (3.2), conditionally encode
some bits of information in the phase of each state and map this phase
information back into the amplitude of each state to finally measure
a digital answer. This mapping from amplitude to phase information
is the quantum Fourier transform (QFT) [103]. The register that the
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P × × × • • · · · • · · · • H × P

|xn〉

QFTn

× · · · · · · × |y1〉 = |0〉+ e2πi0.xn |1〉

|xn−1〉

QFTn−1

· · · · · · R π
2 |y2〉 = |0〉+ e2πi0.xn−1xn |1〉

...
...

|xi〉 = · · · R π

2n−i · · · |yk〉 = |0〉+ e2πi0.xi ...xn |1〉

...
...

|x2〉 R π
2n−2 · · · · · · |yn−1〉 = |0〉+ e2πi0.x2 ...xn |1〉

|x1〉 R π
2n−1 · · · · · · |yn〉 = |0〉+ e2πi0.x1x2...xn |1〉

Figure 3.1: Recursive gate decomposition of the QFT. It uses 2 (n− 1)
SWAPs and an ancilla qubit P. This variant can be implemented
physically by having all qubits couple to the middle qubit P.

QFT operates on has n qubits and the corresponding Hilbert space
has dimension N = 2n. The QFT can be defined as

QFT |j〉 ≡ 1√
N

N−1

∑
k=0

e
2πijk
N |k〉 (3.6)

and it is a unitary operation such that

QFT† ·QFT = I. (3.7)

A convenient recursive gate decomposition is shown in figure 3.1.
The circuit can be implemented in at most Θ

(
n2) quantum gates

while the classical fast Fourier transform requires Θ (n2n) operations.

3.2.4 Phase estimation

Phase estimation is an important primitive for quantum simulations
and factoring [103]. The gate decomposition of the phase estimation
algorithm is shown in figure 3.2. The input has r qubits in the |0〉 state
and an eigenstate |ψk〉 of some Hamiltonian H such that H |ψk〉 =
Ek |ψk〉 . Assuming one has access to a black box U = e−iHτ0 that
can simulate the evolution of the Hamiltonian for some time step (or
reference energy) τ0 = E−1

0 , the eigenstate remains invariant

U |ψk〉 = e−iϕk |ψk〉 (3.8)

up to a phase ϕk = Ek
E0

. The output of the algorithm yields an ap-
proximation ϕ̃k of ϕk. In order to obtain an accuracy of n bits with a
probability of success ≥ 1− ε, the number of qubits r required is

r ≥ n +

⌈
log
(

2 +
1
2ε

)⌉
. (3.9)
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|0〉 H · · · •

QFT†
r

... · · · · · · ...
|0〉 H • · · ·

|0〉 H • · · ·

U20
U21

· · ·

U2r−1|ψ〉 · · ·

· · ·

Figure 3.2: The circuit decomposition of the phase estimation algorithm.

3.2.5 The Jordan-Wigner transformation

Qubits in quantum computers are distinguishable objects, while elec-
trons are not. In order to map the fermionic creation and annihilation
operators of the Hamiltonian to the computational basis, a JWT [107]
can be used. If there are n = 2Lc electrons, then the Jordan-Wigner
transformed creation operators are given by

c†
i↑ = I⊗2(Lc−i)+1 ⊗ σ+ ⊗ σ

⊗2(i−1)
z

c†
i↓ = I⊗2(Lc−i) ⊗ σ+ ⊗ σ⊗2i−1

z

. (3.10)

This ensures that the fermionic anticommutation relation
{

ciσ, c†
jσ′

}
=

δijδσσ′ and
{

ciσ, cjσ′
}
=
{

c†
iσ, c†

jσ′

}
= 0 are enforced. In this notation,

σ+ ≡
(σx+iσy)

2 , σ− ≡ σ†
+ and σz ≡ 2σn − I, where σn ≡ σ+σ−. The

relations σ+σz = σ+ = −σzσ+ and σzσ− = σ− = −σ−σz can also be
used. In this scheme, each spin orbital i ↑ is followed in tensored
space by the spin orbital i ↓. This ordering is convenient to simplify
the interaction terms of FHM clusters as the Coulomb interaction is
confined to each site. As there is freedom in the ordering of the
indices, for other models a good ordering should be chosen based on
the symmetries of the simulated Hamiltonians. Note that for finite
clusters the JWT is in general independent of the dimensionality of
the system.
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3.3 solving the eigenvalue problem on a quantum com-
puter

Solving the eigenvalue problem (2.35) for a large number of electrons
is exponentially costly in memory as the number of orbitals increases.
This section is divided the following way. First the classical eigen-
value solver for the Green’s function is described. Then the JWT
is used to map the cluster Hamiltonian to a quantum register. A
method to generate initial Gibbs states in a quantum computer is re-
viewed and finally a procedure to extract the Green’s function out of
the Gibbs state is explained. The full quantum procedure is shown to
be efficient in quantum memory resources.

3.3.1 The method on a quantum computer

Computing the Green’s function of the cluster Ĝ′ (ω, t) on a quantum
computer is possible in a hybrid analog-digital simulator. The first
step generates a Gibbs state ρGibbs (T) with some temperature T (or
β = 1

T ) measured on the digital register and the second step measures
the correlation function of the cluster on an analog channel. The JWT
is used to map the FHM Hamiltonian to a quantum register. The
general procedure is the following:

1. Map the cluster Hamiltonian (2.22) to a qubit system with the JWT.

2. Evaluate the two-point correlation functions (2.37) for many different
times for at least a full Hamiltonian cycle (at zero temperature) or un-
til correlations flatten out. Fourier transform to obtain the frequency-
dependent correlation functions. The Hamiltonian is evolved in time
using Trotter steps. Note that in the Jordan-Wigner basis, O (Lc)
gates are needed at each time step. The full density matrix does not
need to be measured, only O

(
L2

c
)

correlation functions need to be
evaluated.

3. Again, the grand potential functional (2.34) and the lattice-perturbed
Green’s function (2.48) can then be evaluated efficiently on a classi-
cal computer (simple linear algebra on small 2Lc × 2Lc matrices) to
respectively solve the saddle-point problem and compute observables.

A full quantum circuit to measure Ĝ′ (ω, t) is shown in figure 3.3.
The specific algorithm [108] to create a Gibbs state was chosen mostly
for aesthetic reasons. It appears to be the only Gibbs state generation
method that provides bounds on all parameters of the algorithm and
that can be written in a circuit model. For completeness the main
results of [108] are summarized and commented in appendix A.4.
There is no reason to believe that other sampling methods [109–111]
would not work also. A variational eigensolver [93] or an adiabatic
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Figure 3.3: Circuit to simulate the time-dependent correlation function (3.24)
of the cluster Hamiltonian (2.22). The first part meant to gener-
ate a Gibbs state is taken from [108]. Register R is used in the
modified phase estimation scheme to prepare a rectangular state
between the bath and the system contained in register Q. When
the bath is traced out, the system channel is left in a Gibbs state
from which the different correlation functions can be read from
the one-qubit register P. The size of register Q depends on the
number of orbitals in the simulated cluster (typically n = 2Lc)
and the bath size (which can be some constant factor larger than
the system register). Register R is used as a digital component
and q is therefore the size required for the desired floating point
accuracy on reading s∗. Note that the numbers in the controlled
gates of register R denote the index of the qubit which is acting
as the control.



66 simulating the fermi-hubbard model on a quantum computer

quantum algorithm [112] could hypothetically be used to supply the
initial ground state in the case of a simulation at zero temperature.

Equation (2.35) does not need to be solved explicitly on a quantum
computer, only a few correlation functions of interest need to be com-
puted, this is explained in details in subsection 3.3.2. The controlled
evolution gates shown in figure 3.3 assume that the Hamiltonian of
the cluster can be mapped to a Hamiltonian in the quantum com-
puter Hilbert space. Here is the procedure to make the mapping that
requires no oracle black box for H′. The Hamiltonian (2.22) is broken
into M non-commuting parts such that

H′ =
M

∑
i=1
H′i . (3.11)

Each time-step ∆τ evolution of the cluster Hamiltonian [94] can be
simulated with nT Trotter-Suzuki steps

e−iH′∆τ '
(

M

∏
i=1

e−
iH′i ∆τ

nT

)nT

+ ∑
i<j

[
H′i ,H′j

]
∆τ2

2nT
+ . . . . (3.12)

The size of those time-steps set the upper bound in the simulated
energy spectrum which scales as ωmax ∝ 1

∆τ , while the lowest energy
scales as the inverse of the total simulation time.

In the Pauli basis of the quantum computer, the terms of the cluster
Hamiltonian (2.22) transform to

−t ∑σ

(
c†

iσcjσ + c†
jσciσ

)
−→ −t

(
I⊗Lc ⊗TLc (i, j) + TLc (i, j)⊗ I⊗Lc

)
−µ′ ∑σ niσ −→ −µ′

(
I⊗Lc ⊗TLc (i) + TLc (i)⊗ I⊗Lc

)
Uni↑ni↓ −→ U (TLc (i)⊗TLc (i))

∆′
(

c†
i↑c

†
i↓ + ci↓ci↑

)
−→ ∆′DLc (i, i) .

(3.13)
The strings of Pauli matrices are defined as

TLc (i, j) ≡ I⊗Lc−i⊗
(

σ+ ⊗ σ
⊗i−j−1
z ⊗ σ− + σ− ⊗ σ

⊗i−j−1
z ⊗ σ+

)
⊗ I⊗j−1

(3.14)
where i > j between 1 and Lc and

TLc (i) ≡ I⊗Lc−i ⊗ σn ⊗ I⊗i−1. (3.15)

Since TLc (i, j) and TLc (i) conserve total spin in the Pauli basis, they
are also number conserving in the occupation basis. For pairing terms
it is also useful to define
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Figure 3.4: Circuit to measure the correlation function (3.24) from an input
Gibbs state. Register S initially contains a given Gibbs state at
inverse temperature β and register P is a single qubit initialized
in the zero state. P is put in a state superposition by applying a
Hadamard gate H and then used to apply the controlled evolu-
tion sequence Oµν (τ) ≡ U†

S (τ) σνUS (τ) σµ with US (τ) = e−iH′τ

to the system channel. Finally the state superposition is reversed
by a last Hadamard gate and the measurement in repeated to
obtain the probability P (M), which returns information on the
cluster Green’s function (2.37).

DLc (i, j) ≡ I⊗Lc−j⊗
(

σ+ ⊗ σ
⊗Lc−i+j−1
z ⊗ σ+ + σ− ⊗ σ

⊗Lc−i+j−1
z ⊗ σ−

)
⊗ I⊗i−1.

(3.16)
In this case, i and j can be anything between 1 and Lc. The terms of
DLc (i, j) do not conserve total spin in the Pauli basis as they do not
conserve the total number of particles in the occupation basis.

In cases where the number of electrons is conserved in the cluster
Hamiltonian (with superconductivity, the anomalous pairing terms
break this symmetry), it is possible to use a Bravyi-Kitaev transfor-
mation [113] for an improvement in the quantum memory usage of
the algorithm (O (ln Lc)). Once the mapping of H′ to the quantum
computer is known and a method to generate Gibbs state has been
chosen, the correlation functions can be measured.

3.3.2 Measuring the correlation function

In this section an analog circuit is used to measure the correlation
functions of a cluster Hamiltonian at some temperature T using a
variation of the phase estimation algorithm explained in [114].. The
Nambu single-particle Green’s function of the cluster Ĝ′ (ω, t) can
then be recovered from the correlation function. The quantum cir-
cuit is shown in figure 3.4. It is a variation on DQC1 (deterministic
quantum computation with one quantum bit) [106, 115] and phase
estimation.

A thermal density matrix of the simulated system must first be
prepared in register S

ρ0 = ρGibbs (β)⊗ |0〉 〈0| , (3.17)
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where
ρGibbs (β) ≡ 1

Z ∑
m

e−βEm |φm〉 〈φm| (3.18)

is a Gibbs state at some given temperature. It is to be expected that
preparing a low temperature Gibbs state (large β) is hard in general
[116], while high temperature Gibbs states β → 0 are simply fully
mixed states which are easier to prepare.

A sequence of controlled gates and controlled Hamiltonian evolu-
tion follows the application of a Hadamard gate on register P. The
unitary evolution generated by the cluster Hamiltonian (2.22) is de-
fined as

US (τ) ≡ e−iH′τ

= ∑m e−iEmτ |φm〉 〈φm| .
(3.19)

For convenience of notation (as seen in figure 3.3), it is useful to in-
troduce the set of gates Oµν

Oµν (τ) ≡ U†
S (τ) σνUS (τ) σµ (3.20)

that define the application of a self-adjoint operator σµ on the sys-
tem (detailed below), followed by forward time evolution, then the
application of another σν and finally a reverse time evolution. When
applied to a Gibbs state in a phase-estimation circuit, the state of the
computer at time τ is described by

ρτ

= 1
4

(
ρGibbs + ρGibbsO†

µν (τ) + Oµν (τ) ρGibbs + Oµν (τ) ρGibbsO†
µν (τ)

)
⊗ |0〉 〈0|

+ 1
4

(
ρGibbs − ρGibbsO†

µν (τ) + Oµν (τ) ρGibbs −Oµν (τ) ρGibbsO†
µν (τ)

)
⊗ |0〉 〈1|

+ 1
4

(
ρGibbs + ρGibbsO†

µν (τ)−Oµν (τ) ρGibbs −Oµν (τ) ρGibbsO†
µν (τ)

)
⊗ |1〉 〈0|

+ 1
4

(
ρGibbs − ρGibbsO†

µν (τ)−Oµν (τ) ρGibbs + Oµν (τ) ρGibbsO†
µν (τ)

)
⊗ |1〉 〈1| .

(3.21)
It can be seen that ρτ contains the information of the correlation

function
〈
σν (τ) σµ (0)

〉
, which can be measured by evaluating the

probability Pµν (M = 0 (1) , τ) of measuring zero (one) in register P
(and then Fourier transformed to obtain

〈
σνσµ

〉
ω

). Formally, the in-
teresting correlation functions that need to be extracted have the text-
book form [20]
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Cµν (τ) ≡
〈
σµ (τ) σν (0)

〉
= Tr

[
ρGibbsO†

µν (τ) + Oµν (τ) ρGibbs

]
= ∑m ∑n e−iτ(Em−En)Amn

µν ,

(3.22)

where Amn
µν ≡ e−βEm+e−βEn

Z 〈φn| σν |φm〉 〈φm| σµ |φn〉. Note that these
functions always output a real number. If the controlled operation
c −Oµν (τ) is applied for a time τ > 0, the phase estimation algo-
rithm yields the following probability for the two different outcomes
M = 0 andM = 1

Pµν (M = 0, τ) = 1
2

(
1 + 1

2 Cµν (τ)
)

Pµν (M = 1, τ) = 1
2

(
1− 1

2 Cµν (τ)
)

.

(3.23)

Then from measuring the probability trajectory, the functions (3.22)
can be recovered as

Cµν (τ) = 2
(

Pµν (M = 0, τ)− Pµν (M = 1, τ)
)

. (3.24)

As in DQC1 [106], in general it is not useful to use multiple ancil-
lary qubits and an inverse Fourier transform to extract multiple bits of
the probabilities Pµν at each measurement shot since the input ρGibbs
is a state mixture. In the case where the simulated temperature is so
low that the input Gibbs state is effectively a pure (non-degenerate)
ground state, it is plausible that adding qubits to register P would
speed-up the measurement of the Pµν’s in the traditional sense of
phase estimation [103]. The retarded Green’s function can be com-
puted numerically as

GR
µν (τ) ≡ −iθ (τ)Cµν (τ) (3.25)

where θ (τ) is the Heaviside function. It can be Fourier transformed
to get the Green’s function in the frequency domain

GR
µν (ω) =

∫ ∞

−∞
dτ e−iωτGR

µν (τ) . (3.26)

The spectral function can be obtained from the retarded Green’s func-
tion as

Aµν (ω) = i
2π

(
GR

µν (ω)− GA
µν (ω)

)
= − 1

π Im
{

GR
µν (ω)

}
.

(3.27)

Since creation and annihilation operators are not Hermitian, they
cannot be used as σµ and σν directly. A trick consists in using a linear
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combination of the operators. For each electron orbital, the Hermitian
Xiσ and Yiσ operators are defined from (3.10) such that

Xiσ ≡ ciσ + c†
iσ

Yiσ ≡ −i
(
ciσ − c†

iσ
)

.

(3.28)

Note that
[
Xiσ, Yjσ′

]
= iδijδσσ′Ziσ, where Ziσ ≡ c†

iσciσ − 1
2 . The ele-

ments of (2.37) can be computed from the inverse transformation



〈
ciσ (τ) c†

jσ′ (0)
〉

〈
c†

iσ (τ) cjσ′ (0)
〉〈

ciσ (τ) cjσ′ (0)
〉〈

c†
iσ (τ) c†

jσ′ (0)
〉

 =
1
2


1 1 i −i

1 1 −i i

1 −1 i i

1 −1 −i −i



〈

Xiσ (τ) Xjσ′ (0)
〉〈

Yiσ (τ)Yjσ′ (0)
〉〈

Yiσ (τ) Xjσ′ (0)
〉〈

Xiσ (τ)Yjσ′ (0)
〉


(3.29)

Depending on the symmetries of the cluster Hamiltonian, some terms
in (3.29) may be zero at all time and can be removed from the compu-
tation for speed-up or used to monitor possible errors coming from
noise or other sources. A simple Fourier transform then yields the
retarded Green’s function GR

µν (ω) which is used to iterate the classi-
cal algorithm until a saddle-point ∂Ωt

∂t′ = 0 of the Potthoff self-energy
function is found. Depending on the symmetries of the cluster Hamil-
tonian, some terms in (3.29) may be zero at all time (e.g. if there is
no pairing or spin-orbit interaction) and can be removed from the
computation for speed-up or used to monitor possible errors coming
from noise or other sources.

Let’s remark that (3.24) can be expanded into a Taylor series

Cµν (τ) =
∞

∑
s=0

τs

s!
C(s)

µν . (3.30)

The coefficients are also the moment of the Green’s function in the
Lehmann representation such that the coefficient which can be mea-
sured as the time derivative of (3.24) at τ → 0:

C(s)
µν = (−i)s ∑m ∑n Amn

µν (Em − En)
s

= lim
τ→0+

ds

dτs Cµν (τ)

(3.31)

The retarded Green’s function is then given by

GR
µν (ω) = −i lim

η→0+

∞

∑
s=0

C(s)
µν

(η + iω)s+1 , (3.32)

where η is the small parameter of the analytical continuation of the re-
tarded function. In practice it can also be seen as an effective inverse
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simulated time (or “decoherence rate”). If one can measure several cy-
cles of the correlation functions (3.30), then the extracted spectra will
be sharply defined and η can be considered effectively small with
respect to all simulated energies in the cluster Hamiltonian. In the
other limit, if there is too much decoherence in the quantum simula-
tor the measured correlation functions will be flat and no information
can be extracted about the frequency dependence of (3.32), η is then
effectively related to the decoherence rate if it limits the simulated
time.

3.4 conclusion

We have outlined a method to compute different observables of the
FHM using a quantum computer. It synthesizes and builds mainly
on the work of [56, 59, 87, 94, 108]. Provided that the lattice can be
divided into clusters (with Lc spin- 1

2 orbitals) which are coupled only
with one-body hopping terms, section 2.3 reviewed how a variational
principle for the grand canonical potential of the model can be used
to approximate the self-energy of the lattice Hamiltonian and account
for possible long-range ordering effects.

In chapter (2), the formalism to define a cluster was reviewed in sec-
tion 2.4 through the form of an example 2D lattice divided in 2× 2
clusters for which a few order parameters like anti-ferromagnetism
and superconductivity can be described and observable quantities
computed. Assuming no spin, spatial or electron-hole symmetries in
the cluster, up to 4L2

c variational terms can be defined. The nature
of the saddle-point problem that needs to be solved numerically has
been detailed and the bottleneck has been shown to be the diagonal-
ization and the simulation of the cluster which have to be solved for
several variational parameters. The memory scaling is known to be
very bad on classical computers as the dimension of the Hilbert space
of a cluster scales as 4Lc in the number of orbitals. In chapter (3), the
method to create a Gibbs state and measure correlation functions on
a quantum computer was presented in section 3.3. It is shown that
there are 4L2

c time correlation functions that need to be measured
each round of the saddle-point optimization problem.

This algorithm provides a novel way to simulate complex materi-
als at the electronic level and study new questions without knowing
the answer in advance. However some aspects could be improved.
The Bravyi-Kitaev transformation is known to significantly improve
the scaling of classical algorithm in the case where the number of
electrons is conserved by the Hamiltonian [113] but a similar ansatz
may also improve the method presented in this chapter (by dividing
the Hilbert space in even/odd occupation blocks for example). No-
tably, it is not fully clear whether the transformation on the Gibbs
state be conditionally reversed after a measurement in such a way
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that the state can be reused. The back-action of the correlation func-
tion measurement may prevent the recycling of the Gibbs state. Also,
it may be possible to estimate the errors of the algorithm by sim-
ulating a known system and comparing with analytical results (for
example one could simulate the well-known tight-binding model to
benchmark the quantum algorithm). Finally, it is possible that the
method can be extended to simulate non-equilibrium processes [117]
by measuring the Keldysh matrices GR,GA and GK. Since the VCA
is known to work with fermions, bosons and spins, one can imagine
that a large quantum computer could be used to simulate complex
materials involving many of those quantum objects at the same time,
such as in the Kondo lattice model or in Holstein polaron dynam-
ics. A similar construction where a functional would also integrate
an interaction across clusters [85] could also be considered.

The next chapter focussed on giving an explicit gate decomposition
for the circuit of figure 3.3.



4
Q U A N T U M G AT E S A N D A R C H I T E C T U R E F O R A
Q U A N T U M S I M U L AT O R

4.1 overview

Simulating quantum phenomena with classical computers is often
hard. This observation originated the idea of universal quantum sim-
ulators, or quantum computers [89]. Since then, technology has ad-
vanced to the point where small collections of interacting quantum
bits (qubits) can be fabricated, characterized and controlled to find
the ground state energy of simple molecules [118] in quantum chem-
istry. Scaling to a few tens or hundreds of highly coherent qubits
will open new ways to study classes of important but classically in-
tractable problems. The prototypical non-integrable system where
long-range entanglement and short-range fluctuations makes classi-
cal simulation prohibitive is the two-dimensional FHM, where elec-
trons can hop on a bipartite lattice with local Coulomb interaction
(see chapter (2)). Despite its apparent simplicity, it has been shown
that scattering particles in clusters of the FHM is sufficient to imple-
ment any quantum computation [52]. As in the simulation of quan-
tum chemistry [93, 104, 118, 119], the simulation of strongly corre-
lated materials can also be improved by hybrid quantum-classical
solver [90–92, 94, 95, 120] even if the number of interacting particles
is in principle macroscopic.

To study phase transitions occurring in condensed matter systems,
single-particle correlation functions containing the information of the
dynamics of the excited states have to be computed. Correlated lat-
tices can be approximated in variational algorithms by constraining
the space of possible self-energies to that of a lattice of finite clus-
ters [57]. The solutions can be refined systematically by increasing
the size of the clusters, however the classical memory required to
represent state vectors in the clusters Hilbert space increases expo-
nentially with the number of simulated electronic orbitals in a clus-
ter. We showed in chapter 3 how to extend the range of applicability
of variational classical cluster methods by leveraging small quantum
computers. The quantum algorithm uses black-box time evolutions
[121] without making any assumptions on the architecture of the un-
derlying quantum computer. This chapter is meant to extend the
quantum algorithm and to present a natural architecture and gate
decomposition as an example to a general-purpose quantum simula-
tor for dynamical cluster methods. Such a device could significantly

73
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improve our capabilities to investigate and simulate the macroscopic
properties of correlated systems of electrons.

Here we present four main results. First, a practical physical layout
of the simulator can be made with two parallel chains of qubits with
nearest-neighbor interactions and a control/probe qubit connected
to all elements of the chains. The layout is fabrication-friendly as it
has no crossing interaction lines, yet it can simulate Gibbs states of a
lattice of arbitrary dimensionality. Second, there is a limited number
of three-qubit gates that need to be tuned and benchmarked prior
to a simulation, these gates are called “conditional imaginary swap”
(c−±iSWAP or iFredkin) with positive and negative varieties. Third,
the toughest terms of a cluster Hamiltonian can be decomposed in
a number of gates which is sub-quadratic in the size of the cluster.
Finally, a numerical example is used to show that the Trotter-Suzuki
approximations can reach arbitrary precision when non-commuting
terms in the cluster Hamiltonian are propagated in time.

Specifically, the chapter is structured in the following way. In sec-
tion 4.2, the FHM is briefly introduced. In subsection 3.3.1, the core
elements of the quantum solver are reviewed and an architecture is
proposed for a quantum simulator. In section 4.3 the gate decomposi-
tion of the time evolution of the cluster is given through the example
of a 2× 2 FHM cluster. The JWT used is shown in subsection 4.3.1
and subsection 3.3.2 introduces the notation used in the procedure to
measure the correlation function and more notation concerning the
mapping of qubits to spin orbitals. The explicit gate decomposition
of important terms of the FHM are given in subsection 4.3.2. A short
analysis of Trotter-Suzuki errors is done in subsection 4.3.3. Finally,
the scaling properties of the quantum resources involved in scaling
the algorithm are analyzed in section 4.4.

4.2 a quantum simulator for the fermi-hubbard model

In chapter 3, we showed how the important information of the clus-
ters could be extracted from a quantum computer. In the next part,
we explain how an architecture can be chosen for a quantum simula-
tor such that the time evolution of any cluster Hamiltonian becomes
very natural.

4.2.1 The layout of qubits

We introduced an hybrid quantum-classical solver in chapter 3 to
show how some parts of quantum cluster methods can be improved
by executing them on universal quantum computers. In this chapter
we show that there is a simple physical layout of qubits which im-
plements naturally the quantum circuit of figure 4.1a. The circuit is
used to prepare a Gibbs state of a cluster of the FHM in register S
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and output the single-particle correlation functions in register P (the
operator O (τ) is detailed in section 3.3.2). In principle the same type
of circuit can simulate many other physical models, the FHM is used
as an example that encapsulates the essence of strongly correlated
systems. Since each register performs a definite task in the algorithm,
the qubit layout can also be divided into modules. A subtle but im-
portant difference to figure 3.3 consists in controlling the bath (B) +
system (S) registers through qubit P. This significantly reduces the
number of elements that have to be controlled on the quantum sim-
ulator chip. Since the extraction of the correlation functions is done
by measuring the probability of M = 1 and given that S is in gen-
eral in a mixed state, there is no clear advantage to using more than
one qubit in register P. It can therefore be used to mediate the op-
erations between register R and S + B in the Gibbs state preparation
protocol (see figure 4.1b). The suggested physical layout of qubits is
shown in figure 4.2, the qubits of R and S + B are aligned as parallel
chains with nearest-neighbor interactions and all conditional opera-
tions from R are mediated through qubit P. An important feature
of the proposed physical layout is the absence of overlapping inter-
action lines. Compared to a general purpose quantum computer, a
dedicated quantum circuit has a much smaller set of gates that have
to be tuned and benchmarked to solve a class of problems. Register
R needs only to support single qubits Hadamard gates and the op-
erations required for an inverse quantum Fourier transform (QFT†),
only q qubits are measured to determine the effective temperature β

of the Gibbs state prepared (depending on the output s∗, see [108]
for details). The operations between P and B can all be reduced to
controlled single qubits phase rotations as the bath is assumed to con-
sists of independent spins. The operations between P and S require
a more detailed analysis.

First, a one dimensional chain of qubits with local controls and
nearest neighbor exchange interaction is sufficient to implement the
simulation of a higher dimensional cluster of a correlated electrons
system. The exchange interaction can be used to generate the iSWAP
gate which can be used to implement any Pauli string arising from the
Jordan-Wigner form of given fermionic cluster Hamiltonians [122].
Two dimensional clusters of the FHM can be simulated efficiently with
a number of gates which scales sub-quadratically with the number
of orbitals. Finally, using a Trotter-Suzuki decomposition, the time
evolution can be implemented accurately and with a better scaling
than typical “hard” molecules [123].

For a cluster with Lc sites, it is convenient to order the JWT basis
such that up/down spins orbitals for each site are adjacent:
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(a)

R • R × ×

P × ≡ P × • ×

Q U Q U

(b)

Figure 4.1: In (a), the circuit used to simulate the time-dependent correla-
tion function of the cluster Hamiltonian (2.22) is shown. It has
been rearranged from figure 3.3 to use register P as a media-
tor between register R and S and B. Figure (b) shows how the
interaction through register P is done and the inverse QFT is
the reverse sequence (and opposite angles) of the decomposition
shown in figure 3.1. In total, 4q − 2 SWAP gates are required.
Alternatively, only one swap per step can be used if the initial
Hadamard gates from figure 4.1a are done directly on P.



4.2 a quantum simulator for the fermi-hubbard model 77

Figure 4.2: Proposed layout of physical qubits with no crossing interaction
line. Boxes represent physical qubits in different labeled reg-
isters. Arbitrary single qubit gates are assumed to be imple-
mentable on every qubit. Solid lines are tunable exchange inter-
actions (σx ⊗ σx + σy ⊗ σy). Early numerical work also suggests
using tunable dispersive interactions (σz ⊗ σz) for the S− P and
B − P connections to implement the required conditional two-
qubit gates more efficiently. The interactions between the qubits
in registers S (or B) and the qubit in P are used to implement
conditional ±iSWAPs and controlled single-qubit gates. The in-
teractions between the qubits in register R and the one in regis-
ter P are only used to implement SWAP gates. The interactions
between the qubits in R are used to implement QFT† on this reg-
ister. Dashed lines are linked to qubits that are measured in the
computational basis at the end of the protocol. There are only a
very limited number of gates to benchmark and tune. The size
the register R depends on the desired precision and accuracy
of the Gibbs state preparation (floating point accuracy should
roughly correspond to the quantum supremacy crossover for this
register). The size of register S should be at least as large as the
number of spin orbitals in the simulated cluster Hamiltonian and
the size of register B is equal to the size of register S such that it
can absorb the excess entropy of the Gibbs state preparation.
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Xi↑ = I⊗2(Lc−i)+1 ⊗ σx ⊗ σ
⊗2(i−1)
z

Xi↓ = I⊗2(Lc−i) ⊗ σx ⊗ σ⊗2i−1
z

Yi↑ = I⊗2(Lc−i)+1 ⊗ σy ⊗ σ
⊗2(i−1)
z

Yi↓ = I⊗2(Lc−i) ⊗ σy ⊗ σ⊗2i−1
z .

(4.1)

These operators must be implemented as operations controlled from
register P,

c−Xiσ = |0〉 〈0| ⊗ I⊗2Lc + |1〉 〈1| ⊗ Xiσ

c−Yiσ = |0〉 〈0| ⊗ I⊗2Lc + |1〉 〈1| ⊗Yiσ

(4.2)

for spins ↑ / ↓ and i between 1 and Lc. These operators are easy to
construct using the method found in [122] and the types of sequences
found in the next section. Following the first c−σµ operation, the S
register is conditionally evolved with the cluster Hamiltonian H′:

c−US (τ) ≡ |0〉 〈0| ⊗ I⊗2Lc + |1〉 〈1| ⊗ e−iH′τ. (4.3)

Section 4.3 is dedicated to the precise gate decomposition of (4.3) as
it was treated as a black-box in chapter 3.

4.3 time evolution of the cluster hamiltonian

In this section we will show how a typical trial cluster Hamiltonian
for the FHM in 2D can be implemented accurately using a reasonable
number of gates. In order to keep the notation straightforward, this
is done through the example of a 2 × 2 cluster with magnetic and
superconducting trial terms which can be easily generalized to larger
sizes and higher dimensions. After introducing the cluster Hamilto-
nian and some notation, the gates for the implementation of (4.3) will
be shown for the example and a numerical estimate of the Trotter-
Suzuki error will be provided. Along the way, “conditional imagi-
nary swaps” or c−±iSWAPs will be introduced as three-qubit quan-
tum gates practical for quantum simulations. Although they can be
viewed as a complements to the traditional Toffoli (c− c−NOT) and
Fredkin (c− SWAP) gates [103], the positive or negative imaginary
phase in the “±iFredkin” gates has no classical analog and makes
them truly quantum operations.
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4.3.1 Hamiltonian of a cluster

Each cluster includes only a small subset of the terms of the original
lattice and variational terms must also be included to account for
possible long-range order. For convenience, let’s assume a square
lattice with constant spacing a. It is broken down into Nc clusters
each with Lc s-shell sites with two electrons each (spin up ↑ and spin
down ↓). The Hamiltonian of each cluster is given by

H′ = Hkin +Hint −Hs−pair −Hdx2−y2 −Hlocal −HAF, (4.4)

where Hkin is the kinetic term, Hint is the local Coulomb interaction,
Hs−pair and Hdx2−y2 are variational pairing terms, Hlocal is a varia-
tional chemical potential term and HAF is a variational Néel anti-
ferromagnetic term. The variational self-energy functional method
support many different Hamiltonian terms and models as long as the
two-body interaction term is “local” enough that a cluster decompo-
sition can be made without cutting any interaction link.

Figure 4.3 show how the qubits of S register are labeled to repre-
sent the electronic structure of the cluster and requires 2Lc qubits (1
qubit = 1 spin-orbital). Since the qubits are effectively distinguishable
spins, the JWT from section 3.2.5 must be used to model accurately
the fermionic statistics of indistinguishable electrons. The sites are
simply assumed to be labeled sequentially when counting the gate
numbers for larger cluster sizes in section 4.4.

4.3.1.1 Some convenient Pauli strings

To define the Hamiltonian terms of (2.22) in the Jordan-Wigner basis,
it is useful to introduce the following strings of Pauli matrices. The
hopping part of the Hamiltonian usually contains terms of the form

TLc↑ (i, j)

≡ I⊗2(Lc−j)+1 ⊗
(

σ+ ⊗ σ
⊗2(j−i)−1
z ⊗ σ− + σ− ⊗ σ

⊗2(j−i)−1
z ⊗ σ+

)
⊗ I⊗2(i−1)

= 2I⊗2(Lc−j)+1 ⊗
(

σx ⊗ σ
⊗2(i−j)−1
z ⊗ σx + σy ⊗ σ

⊗2(j−i)−1
z ⊗ σy

)
⊗ I⊗2(i−1)

TLc↓ (i, j)

≡ I⊗2(Lc−j) ⊗
(

σ+ ⊗ σ
⊗2(i−j)−1
z ⊗ σ− + σ− ⊗ σ

⊗2(j−i)−1
z ⊗ σ+

)
⊗ I⊗2i−1

= 2I⊗2(Lc−j) ⊗
(

σx ⊗ σ
⊗2(i−j)−1
z ⊗ σx + σy ⊗ σ

⊗2(j−i)−1
z ⊗ σy

)
⊗ I⊗2i−1,

(4.5)
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Figure 4.3: The chain of physical qubits representing the system register is
easy to represent and operate on in the gate model of compu-
tation. For a n = 2Lc square lattice, the sites are labeled se-
quentially in linear stripes, this ensures that nearest-neighbor
coupling terms of the Hamiltonian in the Jordan-Wigner basis
can be represented as Pauli strings of length at most O

(
2
√

Lc
)
.

where j > i between 1 and Lc. These strings have the property
[TLcσ (i, j) , TLcσ′ (i′, j′)] = 0. The chemical potential and the varia-
tional anti-ferromagnetic terms built from niσ operators have strings
of the form

TLc↑ (i) ≡ I⊗2(Lc−i)+1 ⊗ σn ⊗ I⊗2(i−1)

TLc↓ (i) ≡ I⊗2(Lc−i) ⊗ σn ⊗ I⊗2i−1.

(4.6)

Since TLc (i, j) and TLc (i) conserve total spin in the Pauli basis, they
are also number conserving in the occupation basis.
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DLc↑ (i, j)

≡ I⊗2(Lc−j) ⊗
(

σ+ ⊗ σ
⊗2(j−i)
z ⊗ σ+ + σ− ⊗ σ

⊗2(j−i)
z ⊗ σ−

)
⊗ I⊗2(i−1)

= 2I⊗2(Lc−j) ⊗
(

σx ⊗ σ
⊗2(j−i)
z ⊗ σx − σy ⊗ σ

⊗2(j−i)
z ⊗ σy

)
⊗ I⊗2(i−1)

DLc↓ (i, j)

≡ I⊗2(Lc−j)+1 ⊗
(

σ+ ⊗ σ
⊗2(j−i−1)
z ⊗ σ+ + σ− ⊗ σ

⊗2(j−i−1)
z ⊗ σ−

)
⊗ I⊗2i−1

= 2I⊗2(Lc−j)+1 ⊗
(

σx ⊗ σ
⊗2(j−i−1)
z ⊗ σx − σy ⊗ σ

⊗2(j−i−1)
z ⊗ σy

)
⊗ I⊗2i−1

(4.7)
in this case, j > i can be anything between 1 and Lc. DLc (i, j) does
not conserve total spin in the Pauli basis and it is not conserving in
the occupation basis. The DLcσ (i, j) are used to represent pairing
operators between different sites in the Pauli basis.

DLc (i) ≡ I⊗2(Lc−i) ⊗ (σ+ ⊗ σ+ + σ− ⊗ σ−)⊗ I⊗2(i−1)

= 2I⊗2(Lc−i) ⊗
(
σx ⊗ σx − σy ⊗ σy

)
⊗ I⊗2(i−1)

(4.8)

The DLc (i) operators are used to represent local pairing operators in
the Pauli basis.

4.3.2 Gate decomposition

Here we proceed to decomposing the terms of the cluster Hamilto-
nian (2.22). This is not an exhaustive list of all possible variational
terms nor of the detailed decomposition method as it is covered in
[122]. The aim is to provide an estimate of the number of quantum
gates required during the simulation of the FHM. It is also shown
that different blocks of the cluster Hamiltonian can be implemented
exactly. The time evolution of the blocks that do not commute can be
approximated by a Trotter-Suzuki approximation detailed in section
(4.3.3).

Let’s note we are using the single-qubit gates from table 3.1. Given
a tunable nearest-neighbor exchange interaction σx ⊗ σx + σy ⊗ σy be-
tween the qubits of register S, it naturally generates the “imaginary
swap” gate
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±iSWAP = e±i π
4 (σx⊗σx+σy⊗σy)

=


1 0 0 0

0 0 ±i 0

0 ±i 0 0

0 0 0 1

 .

(4.9)

It has the nice property that it can be used to manipulate Pauli strings
that appear in the JWT:

+iSWAP · (I⊗ σx) · −iSWAP = σy ⊗ σz

+iSWAP ·
(
I⊗ σy

)
· −iSWAP = −σx ⊗ σz

+iSWAP · (I⊗ σz) · −iSWAP = σz ⊗ I.

(4.10)

To implement a conditional evolution gates of the form (4.3), we in-
troduce c−±iSWAPs as fundamental 3-qubit gates for quantum sim-
ulations. These gates come only in two varieties (±) for each triple
of qubits (qubit P and two adjacent qubits in S). Since all other op-
erations are conditional single-qubit gates, they are expected to be
the most time-consuming operations and therefore they are used to
benchmark the scaling properties of the algorithm. Let’s note that
there appears to be numerical evidence that coupling the P and the
S registers with tunable σz ⊗ σz interactions greatly simplifies the
implementation of the c−±iSWAP gates [124]. This somewhat ex-
tends the tool set of three-qubit gates for reversible quantum com-
putation, which already contains Toffoli and Fredkin gates. “Condi-
tional single-qubit gates” is abbreviated by c− SQG.

4.3.2.1 Local terms

Local terms are all one-body terms composed with the niσ operators.
This includes the chemical potential

Hlocal = µ′ ∑i,σ niσ

= µ′ ∑Lc
i=1

(
TLc↑ (i) + TLc↓ (i)

) (4.11)

which is kept as a variational term to enforce the thermodynamic
consistency of the electronic occupation value. The TLcσ (i) strings
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P • • • • • • • •

1 ↑ RΘ+
loc

σn

1 ↓ RΘ−loc
σn

2 ↑ RΘ−loc
σn

2 ↓ RΘ+
loc

σn

3 ↑ RΘ−loc
σn

3 ↓ RΘ+
loc

σn

4 ↑ RΘ+
loc

σn

4 ↓ RΘ−loc
σn

Figure 4.4: The local terms of the cluster Hamiltonian corresponding to the
time evolution of Hlocal and HAF. The single qubit rotation
RΘ

σn ≡ e−i Θ
2 e−i Θ

2 σz , the angles Θ±loc ≡ −∆τ (µ′ ±M′). There are
2Lc c− SQGs in a square cluster (8 c− SQGs in a 2× 2 cluster).

are given by (4.6). The variational Néel anti-ferromagnetic Weiss field
is also a local term which takes the form

HAF = M′ ∑i eiQ·Ri
(
ni↑ − ni↓

)
= M′ ∑Lc

i=1 eiQ·Ri
(
TLc↑ (i)−TLc↓ (i)

) (4.12)

where Q = (π, π) is the anti-ferromagnetic wave vector and Ri is the
position of the site in units of a. These terms all commute between
each other and do not require any c−±iSWAP, only 2Lc c−RΘ

σn
are

required, where
RΘ

σn
≡ e−i Θ

2 e−i Θ
2 σz . (4.13)

The gate sequence is shown in figure 4.4.

4.3.2.2 Interaction terms

The fixed interaction terms are given by

Hint = U ∑i ni↑ni↓

= U ∑Lc
i=1 TLc↑ (i) ·TLc↓ (i) ,

(4.14)

where the TLcσ (i) strings are given by 4.6. From figures 4.5a and
4.5b, it can seen that Lc c−+iSWAPs, Lc c−−iSWAPs , 2Lc c−H

on spin-↓ orbitals, Lc c−RΘ
σU

on spin-↑ orbitals and 2Lcc−RΘ
σn

on all
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P • • • •
1 ↑

RΘint
U1 ↓

2 ↑
RΘint

U2 ↓
3 ↑

RΘint
U3 ↓

4 ↑
RΘint

U4 ↓

(a)

P • P • • • • • • •

i ↑
RΘ

U

= i ↑
−

R
Θ
2

σn

+
R

Θ
2

σn

i ↓ i ↓ H H R
Θ
2

σn

(b)

Figure 4.5: In (a), the interaction terms of the cluster Hamiltonian corre-
sponding to the time evolution of Hint are decomposed into
gates. The angle Θint ≡ +∆τU. In (b), the decomposition of
c−RΘ

U in a site subspace (spin ↑/↓) is shown. There are Lc terms
like these in a square cluster. The single-qubit rotation gate
RΘ

σU
≡ e+i Θ

2 e−i Θ
2 σy . There are 5 c− SQGs and 2 c−±iSWAPs

per c−RΘ
U .
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(a)

P • • • · · · • • • • • • • • • • • • · · · • •

i ↑ /i ↓

RΘ
Km

H

−
R2Θ

σx

+
H J

−
R2Θ

σy

+
J†

i ↓ /(i + 1) ↑
+ −

(i + 1) ↑ /(i + 1) ↓ =

− +
... . . . . . .

...
+

. . . . . .
−

(i + m) ↑ /(i + m) ↓

(b)

Figure 4.6: In (a), the hopping terms of the cluster Hamiltonian correspond-
ing to the time evolution of Hkin are decomposed into gates. The
angle Θint ≡ −∆τt. There are 4

(
Lc −

√
Lc
)

terms like these in
a square lattice. Half contains Pauli strings of length 3 and the
other half has length 2

√
Lc + 1. In (b), the decomposition of

c−RΘ
Km in a subspace starting at i ↑ (i ↓) and ending at i + m ↑

(i + m ↓), where m = 1 or
√

Lc in a square lattice with nearest-
neighbor hopping. There are 6 c− SQGs and 4m c−±iSWAPs
per c−RΘ

Km.

qubits (those should be done at the same time as the gates of figure
4.4, then only the resources from the interaction terms have to be
counted) are required to implement the evolution of Hint +Hlocal +

HAF. These terms are simple to implement and they commute with
the local terms Hlocal and HAF, so they should be done in sequence.

4.3.2.3 Hopping terms

The hopping terms between nearest-neighbors is given by

Hkin = −t ∑〈i,j〉,σ c†
iσcjσ + c†

jσciσ

= −t ∑〈i,j〉
(
TLc↑ (i, j) + TLc↓ (i, j)

) (4.15)
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for all neighboring orbitals 〈i, j〉 such that j > i. The summation ∑〈i,j〉
has 2

(
Lc −

√
Lc
)

nearest-neighbor vertices. The TLcσ (i, j) strings are

given by (3.14). From figures 4.6a and 4.6b, it can seen that 4
(√

L3
c −
√

Lc

)
c−+iSWAPs, 4

(√
L3

c −
√

Lc

)
c−−iSWAPs , 8

(
Lc −

√
Lc
)

c−H ,

4
(

Lc −
√

Lc
)

c−J, 4
(

Lc −
√

Lc
)

c−J†, 4
(

Lc −
√

Lc
)

c−RΘ
σx

and 4
(

Lc −
√

Lc
)

c−RΘ
σy

are required to exactly implement the evolution of Hkin. It
may be possible to reduce these numbers by some constant factor
if the whole sequence is precompiled and trivially canceling opera-
tions are removed. The alternance of the positive and negative vari-
ants of the c− iSWAP gates enforces the anti-commutativity of the
fermionic terms. The main difficulties of the FHM arise from the fact
that [Hkin, Hint] 6= 0, a Trotter-Suzuki approximation must be used to
evolve both terms at the same time.

4.3.2.4 S-wave pairing terms

To verify that the (U < 0) FHM supports s-wave superconductivity, a
variational singlet pairing term can be introduced as

Hs−pair = ∆′s ∑i

(
c†

i↑c
†
i↓ + ci↓ci↑

)
= ∆′s ∑Lc

i=1 DLc (i) ,

(4.16)

where the DLc (i) strings are given by 4.8. From figures 4.7a and 4.7b,
it can seen that 2Lc c−+iSWAPs, 2Lc c−−iSWAPs , 2Lc c−H , Lc

c−J, Lc c−J†, Lc c−RΘ
σx

and Lc c−RΘ
σy

are required to implement the
evolution of Hs−pair. The c− SQGs are all operated on spin-↑ orbitals.

4.3.2.5 D-wave pairing terms

A superconducting dx2−y2 singlet pairing term takes the form [56]

Hdx2−y2 = ∆′d ∑〈i,j〉
dij
2

(
c†

i↑c
†
j↓ − c†

i↓c
†
j↑ + cj↓ci↑ − cj↑ci↓

)
= ∆′d ∑〈i,j〉

dij
2

(
DLc↑ (i, j)−DLc↓ (i, j)

) (4.17)

between nearest-neighbor site, where R are the vector positions of the
sites in the cluster in units of a and

dij =


1 if Ri − Rj = ±aex

−1 if Ri − Rj = ±aey

0 otherwise.

(4.18)

The DLcσ (i, j) strings are given by 4.7. From figures 4.8a, 4.8b and
4.8c, it can seen that 4

(√
L3

c + Lc − 2
√

Lc

)
c−+iSWAPs, 4

(√
L3

c + Lc −
√

Lc

)
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P • • • •
1 ↑

RΘ∆
∆s1 ↓

2 ↑
RΘ∆

∆s2 ↓
3 ↑

RΘ∆
∆s3 ↓

4 ↑
RΘ∆

∆s4 ↓

(a)

P • P • • • • • • • • • •

i ↑
RΘ

∆s

= i ↑ H

−
R2Θ

σy

+
H J

−
R2Θ

σx

+
J†

i ↓ i ↓

(b)

Figure 4.7: In (a), the s-wave pairing terms of the cluster Hamiltonian cor-
responding to Hs−pair are decomposed into gates. The angle
Θ∆ ≡ −∆τ∆′s. There are Lc terms like these in a square lattice.
In (b) , the decomposition of c−RΘ

∆s
in a site subspace (spin ↑/↓).

There are Lc terms like these in a square cluster. The single-
qubit rotation gates RΘ

σx ≡ e−iΘσx and RΘ
σy ≡ e−iΘσy . There are 6

c− SQGs and 4 c−±iSWAPs per c−RΘ
∆s

.
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(a)

P • • • • · · · • • • • • • • • • • · · · • • •

i ↑

RΘ
∆d↑m

H

−
R2Θ

σy

+
H J

−
R2Θ

σx

+
J†

i ↓
+ −

... = . . . . . .

...
+

. . . . . .
−

(i + m) ↑
− +

(i + m) ↓

(b)

P • • • · · · • • • • • • • • · · · • •

i ↓

RΘ
∆d↓m

H

−
R2Θ

σy

+
H J

−
R2Θ

σx

+
J†

... . . . . . .

... =

−
. . . . . .

+
(i + m) ↑

(c)

Figure 4.8: In (a), the d-wave pairing terms of the cluster Hamiltonian corre-
sponding to the time evolution of Hdx2−y2 are decomposed into

gates. The angle Θd ≡ −∆τ∆′d. There are 4
(

Lc −
√

Lc
)

terms
like these in a square lattice. One quarter of those strings have
length 2, another quarter has length 4, another quarter has length
2
√

Lc and the last quarter has length 2
(√

Lc − 1
)
. In (b), the de-

composition of c−RΘ
∆d↑m in a subspace starting at i ↑ and ending

at i + m ↓ is shown, where m = 1 or
√

Lc in a square lattice.
There are 6 c− SQGs and 4m + 4 c−±iSWAPs per c−RΘ

∆d↑m. In

(c), the decomposition of c−RΘ
∆d↓m in a subspace starting at i ↓

and ending at i + m ↑ is shown, where m = 1 or
√

Lc in a square
lattice. There are 6 c− SQGs and 4m c−±iSWAPs per c−RΘ

∆d↓m.
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c−−iSWAPs , 8
(

Lc −
√

Lc
)

c−H , 4
(

Lc −
√

Lc
)

c−J, 4
(

Lc −
√

Lc
)

c−J†, 4
(

Lc −
√

Lc
)

c−RΘ
σx

and 4
(

Lc −
√

Lc
)

c−RΘ
σy

are required to im-
plement the evolution of Hdx2−y2 . It may be possible to reduce these
numbers by some constant factor if the whole sequence is precom-
piled and trivially canceling operations are removed. Interestingly,[
Hkin,Hdx2−y2

]
= 0 and the two terms of the cluster can be grouped

together to simulate their exact evolution.

4.3.3 The Trotter-Suzuki approximation

Typically, the terms of the cluster Hamiltonian (2.22) do not commute
and a Trotter-Suzuki approximation [94, 123, 125] must be used. Here
is the procedure to make the mapping that requires no oracle black
box for H′. The Hamiltonian (2.22) is broken into M non-commuting
parts such that

H′ =
M

∑
i=1
H′i . (4.19)

Each time-step ∆τ evolution of the cluster Hamiltonian can be simu-
lated with nT Trotter-Suzuki steps

e−iH′∆τ '
(

M

∏
i=1

e−
iH′i ∆τ

nT

)nT

+ ∑
i<j

[
H′i ,H′j

]
∆τ2

2nT
+ . . . . (4.20)

It should be noted that those time-steps set the upper bound in the
simulated energy spectrum which should scale as ωmax ∝ 1

∆τ , while
the lowest energy should scale at the inverse of the total simulation
time.

The cluster Hamiltonian H′ has 3 non-commuting blocks: Hz ≡
Hlocal +Hint −HAF, Hkin +Hdx2−y2 and Hs−pair, the commutation re-
lations are given in table (4.1). The time evolution of each time block
can be done exactly. The blocks containing nearest-neighbor opera-
tors (Hkin and Hdx2−y2 ) are the most expensive in terms of gates. If
D is the dimension of the lattice, then these blocks require the appli-

cation of O
(

L
2D−1

D
c

)
c−±iSWAPs, so it is advisable to minimize the

use of these blocks in the Trotter-Suzuki decomposition. The num-
ber of gates to implement the local interaction terms (Hz and Hs−pair)
scales as O (Lc).

The worst-case Trotter-Suzuki decomposition arises when all vari-
ational parameters have a non-zero value at some point during the
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[•, •] Hlocal Hint HAF Hkin Hs−pair Hdx2−y2

Hlocal 0 0 0 0 −2HD −2HF

Hint 0 0 0 −2HA −HE −2HG

HAF 0 0 0 −2HB 0 −2HH

Hkin 0 2HA 2HB 0 HC 0

Hs−pair 2HD HE 0 −HC 0 0

Hdx2−y2 2HF 2HG 2HH 0 0 0

Table 4.1: Commutation relations of the different Hamiltonian terms (2× 2
cluster). HA to HH represent different non-zero commutators.

saddle-point search. In this case a single Trotter-Suzuki step could be
decomposed as

e−iH′∆τ

≈ e−iHz
∆τ
4 · e+iHs−pair

∆τ
2 · e−iHz

∆τ
4 · e

+iHd
x2−y2 ∆τ

· e−iHkin∆τ . . .

. . . · e−iHz
∆τ
4 · e+iHs−pair

∆τ
2 · e−iHz

∆τ
4

(4.21)

Ruth’s formula [125, 126] can also be used recursively

e−i∆τ(A+B)+O(∆τ4)

= e−i 7
24 ∆τAe−i 2

3 ∆τBe−i 3
4 ∆τAe+i 2

3 ∆τBe+i 1
24 ∆τAe−i∆τB

(4.22)

by replacing A and B by the correct cluster Hamiltonian terms. Ruth’s
formula is more precise but has a larger overhead in terms of gate

count. In a Trotter-Suzuki step, the hopping term e−iHkin∆τ and e
+iHd

x2−y2
∆τ
2

appear once, the s-wave pairing term e+iHs−pair
∆τ
4 has two instances

and the simple local e−iHz
∆τ
8 appears four times. Figure 4.9 provides a

practical effective bound on the error by looking at an extreme case of
non-commuting variational parameters all applied at the same time.
The error is given for a fixed evolution time by a varying step size.
A step size ∆τ < 10−2 achieve an error ∼ 10−5 using a recursive
Trotter-Suzuki formula and an error ∼ 10−10 using a recursive Ruth
formula. Not considering all variational parameters at the same time
significantly reduces the length of the decomposition.

4.4 scaling to larger clusters

The resource requirements of the algorithm are given in table 4.2 by
giving examples for the 1D, 2D and 3D FHM. The 1D model can be
solved analytically and can be used as a benchmark. The 3D model
is meant to show that the method scales to higher dimensions. All
resources only include the P and S registers, the scaling of registers
R and B are analyzed in details in [108]. While the size of the Hilbert
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Figure 4.9: Numerical worst case error ε (∆τ) = 1 −
1

16Lc

∣∣Tr
[
UTS (N∆τ)U† (N∆τ)

]∣∣2for the Trotter-Suzuki (dot-
ted line, order O

(
∆τ3)) and the Ruth (plain line, order

O
(
∆τ4)) decompositions for a constant simulation time such

that τ = N∆τ = 3. To emulate a typical worst-case error, all
variational parameters µ′ = M′ = ∆′s = ∆′d = 3. The interaction
U = 8 and all energy and time units are made unitless by
referencing them to the hopping energy t = 1.
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1D 2 4 16 5 64 28 6 24

1D 3 6 64 7 144 42 10 48

1D 4 8 256 9 256 56 14 72

2D 2× 2 8 256 9 256 56 14 96

2D 3× 3 18 262, 144 19 1, 296 126 34 336

2D 4× 4 32 4, 294, 967, 296 33 4, 096 224 62 768

3D 2× 2× 2 16 65, 536 17 1, 024 112 30 416

3D 3× 3× 3 54 1.8× 1016 55 11, 664 378 106 2, 736

3D 4× 4× 4 128 3.4× 1038 129 65, 536 896 254 10, 368

Table 4.2: Quantum resources required to solve a cluster of the FHM once
the Gibbs state is prepared. The information processed by the
classical computer is proportional to the number of measured cor-
relation functions which scales quadratically with the number of
orbitals in the cluster.
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space required to store the density matrix scales exponentially with
the number of spin orbitals, the number of qubits required in regis-
ter S scales linearly. The number of correlation functions to measure,
which corresponds to the amount of classical information to extract
from the quantum simulator, scales quadratically with the size of the
cluster.The number of conditional single-qubits gates and the num-
ber of c−±iSWAPs that have to be benchmarked and tuned also
scales linearly with the size of the system, which is a significant tech-
nical advantage. Finally, the number of c−±iSWAPs in terms with
nearest-neighbor couplings (like hopping or d-wave superconductiv-

ity) scales sub-quadratically as O
(

L
2D−1

D
c

)
, where D is the dimension

of the system.

4.5 conclusion

The FHM contains the essential features of many strongly correlated
electronic systems. We recently proposed a method to compute the
properties of the FHM using a hybrid quantum-classical approach. In
this chapter we looked more closely at the scaling properties of the
quantum part of the algorithm by giving an explicit gate decomposi-
tion of the time evolution of the cluster Hamiltonian and bounding
expected Trotter-Suzuki errors. The main results are the following:

1. It scales linearly in memory: 1 spin orbital corresponds to 1

qubit.

2. It scales favorably in number of measurements which are pro-
portional to L2

c at worst.

3. The number of time measurements determines precision in fre-
quency space (same as classical, decoherence means less infor-
mation, “good enough” is possible).

4. The most difficult terms require O
(

L
2D−1

D
c

)
c−±iSWAPs (the

longest gate).

5. Trotter-Suzuki errors can be made as small as desired.

6. The proposed architecture has no crossing interaction lines whose
number scales as O (Lc) with no long range interaction required.

7. The number of gates that need to be tuned scales as O (Lc).

To fully benchmark the algorithm, a full simulation will have to be
implemented to analyze the gate count in the Gibbs state preparation.
A more careful analysis of errors also has to be done as the effect of
errors may not be the same depending if they appear in the R, P or S+

B registers. Finally, an adiabatic or annealing scheme could be used
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to replace the Gibbs state preparation if only zero-temperature states
are studied [112]. In this case, the correlation function measurements
would still stay the same as the rest of the classical method.



C O N C L U S I O N

In chapter 1, it was shown how the Nambu notation is used to inte-
grate the phenomenological description of macroscopic quantum co-
herence in the microscopic theory of superconductivity as off-diagonal
long-range order. The different nature of high temperature cuprate
superconductors was contrasted with standard BCS superconductors
to introduce the FHM. In chapter 2, the FHM was explained in more
detail. The SFT and VCA methods were introduced with examples of
numerical calculations at finite temperature. The scaling in classical
memory usage was shown to be analoguous to the classical simula-
tion of quantum computers. In chapter 3, I described how a VCA
cluster can be mapped to a quantum register. Single-particle correla-
tion functions can be extracted in a scalable manner from a general
quantum processor and used in the classical SFT loop to compute
observables of the FHM and other correlated models. In chapter 4,
I introduced a practical planar architecture for quantum simulators.
The gate count and decomposition is used to show that the algorithm
scales and can be used to solve other strongly correlated problems.

Many avenues remain to be explored. First, quantum control
schemes to implement the ±iFredkin gates are expected to be very
helpful in the next step, which is to specify a superconducting circuit
implementation of the quantum simulator architecture. From the SFT
litterature, one can expect that similar schemes for non-equilibrium
many-body physics and gauge theories can be found. The connection,
if any, to the quantum simulation of quantum chemistry can also be
investigated. Bayesian methods can probably be used to significantly
reduce the classical overhead involved in searching the saddle-point
of the SFT. On the algorithmic side, there may be a straightforward
generalization of the correlation function measurement procedure to
n-point correlation functions. The Gibbs state preparation procedure
needs to be benchmarked against decoherence in a simulated quan-
tum computing environment.

As a last and more conceptual note, it seems that giving away
the complete wavefunction picture for the description of materials
(or large proteins) can be advantageous as a complete prescription
involves too much classical information. Sampling correlation func-
tions seems to be the key to large scale quantum simulations as they
yield most of the useful practical information. As quantum simula-
tions were the reason Feynman thought about quantum computers,
they may also yield the first experimental demonstration of quantum
supremacy even if building a logical qubit with infinite coherence
time happens to be an impossible task.
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A
N U M E R I C A L E X A M P L E O N T H E 1 D C H A I N

The simplest experimental implementation of the variational proce-
dure on a quantum computer would correspond to solving a simple
1D tight-binding chain. With a minimum cluster of Lc = 2 sites (la-
beled “1” and “2”) each with 2 electrons (spin-up and spin-down), a
5-qubit quantum computer would be sufficient to extract the correla-
tions functions (3.22). This section shows in detail how the formalism
of subsection 3.3.2 can be used to compute the band structure and
its occupation for the 1D chain at arbitrary µ and T. The simulation
was restricted only to a chemical variational potential µ′ and a simple
pairing potential ∆′ which is expected to be zero in the case of one
dimension.

a.1 finding the saddle-point of the self-energy func-
tional

First, the saddle point

(
µ′∗

∆′∗

)
of equation (2.33) must be found. This

is done through the following sequence:

1. Choose a point

(
µ′1
∆′1

)
and its neighbors

(
µ′1 ± h

∆′1

)
and

(
µ′1

∆′1 ± h

)
(with h a small parameter).

2. On a quantum computer, measure the retarded Nambu Green’s func-
tion Ĝ′R (τ, µ′, ∆′) of the cluster for the points of step 1 (as described
in section 3.3).

3. Numerically compute the square of the gradient (2.33). If the modulus
of the gradient is smaller than some threshold εΩ, stop and assign(

µ′∗

∆′∗

)
=

(
µ′i
∆′i

)
.

4. Using a numerical Newton-Raphson method [127], pick the next point(
µ′i+1

∆′i+1

)
and loop over to step 1.

Once the saddle-point is known, Ĝ′R (τ, µ′∗, ∆′∗) is measured and prop-
erties like the spectral density of the lattice can be approximated.
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a.2 measuring and calculating the retarded green’s
function of the cluster

The retarded Nambu Green’s function is measured on a discrete time
domain τn = n∆τ where n is an integer between 0 and nmax and ∆τ

is a small time interval (nmax = 2000 and ∆τ = 0.05 in this example)
such that τmax = nmax∆τ. The matrix form of Ĝ′R clearly shows that
the number of correlation functions

〈
cν (τ) c†

µ (0)
〉

scales as 4L2
c :

Ĝ′R (τn)

= −iθ(τn)



〈
c1↑ (τn) c†

1↑ (0)
〉 〈

c1↑ (τn) c†
2↑ (0)

〉 〈
c1↑ (τn) c1↓ (0)

〉 〈
c1↑ (τn) c2↓ (0)

〉〈
c2↑ (τn) c†

1↑ (0)
〉 〈

c2↑ (τn) c†
2↑ (0)

〉 〈
c2↑ (τn) c1↓ (0)

〉 〈
c2↑ (τn) c2↓ (0)

〉〈
c†

1↓ (τn) c†
1↑ (0)

〉 〈
c†

1↓ (τn) c†
2↑ (0)

〉 〈
c†

1↓ (τn) c1↓ (0)
〉 〈

c†
1↓ (τn) c2↓ (0)

〉〈
c†

2↓ (τn) c†
1↑ (0)

〉 〈
c†

2↓ (τn) c†
2↑ (0)

〉 〈
c†

2↓ (τn) c1↓ (0)
〉 〈

c†
2↓ (τn) c2↓ (0)

〉


.

(A.1)
It is then Fourier transformed on a discrete frequency domain ωm =

m∆ω between −ωmax and ωmax chosen such that ωmax = 1
2∆τ and

∆ω = 1
2τmax

:

Ĝ′R (ωm) =
∆τ

2π

nmax

∑
n=0

e−iωmτn Ĝ′R (τn) . (A.2)

The numerical Ĝ′R (ω) can then be used to compute the lattice-perturbed
Green’s function Ĝ

(
k̃, ω

)
(see equation (2.48)) and various properties

of the lattice as detailed in subsection 2.4.3. The exact mapping of
(A.1) on the quantum computer is done through the JWT

c†
1↑ = I⊗ I⊗ I⊗ σ+

c†
2↑ = I⊗ I⊗ σ+ ⊗ σz

c†
1↓ = I⊗ σ+ ⊗ σz ⊗ σz

c†
2↓ = σ+ ⊗ σz ⊗ σz ⊗ σz.

(A.3)

Using this transformation, all component of the Hamiltonian H′ of
the cluster (4.4) are mapped to a 4-qubit Hilbert space:
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HFH

= −t
(

c†
1↑c2↑ + c†

2↑c1↑ + c†
1↓c2↓ + c†

2↓c↓↑
)
−U

(
n1↑n1↓ + n2↑n2↓

)
= −t (I⊗ I⊗ (σ− ⊗ σ+ + σ+ ⊗ σ−) + (σ− ⊗ σ+ + σ+ ⊗ σ−)⊗ I⊗ I)

−U (I⊗ σn ⊗ I⊗ σn + σn ⊗ I⊗ σn ⊗ I) ,
(A.4)

Hpair

= ∆′
(

c†
1↑c

†
1↓ + c1↓c1↑ + c†

2↑c
†
2↓ + c2↓c2↑

)
= ∆′ (I⊗ (σ+ ⊗ σz ⊗ σ+ + σ− ⊗ σz ⊗ σ−) + (σ+ ⊗ σz ⊗ σ+ + σ− ⊗ σz ⊗ σ−)⊗ I) ,

(A.5)

Hlocal

= µ′
(
n1↑ + n2↑ + n1↓ + n2↓

)
= µ′ (I⊗ I⊗ I⊗ σn + I⊗ I⊗ σn ⊗ I + I⊗ σn ⊗ I⊗ I + σn ⊗ I⊗ I⊗ I) .

(A.6)
It can be noticed that the standard FHM term requires gates be-

tween two qubits, the variational chemical potential can be imple-
mented with single qubit gates but the pairing terms need operations
over several qubits to maintain the statistics of the fermions. The
perturbation matrix (2.40) is given explicitly by

V̂
(
k̃
)
=


−µ + µ′ ε

(
k̃
)
+ t −∆′ 0

ε∗
(
k̃
)
+ t −µ + µ′ 0 −∆′

−∆′ 0 µ− µ′ −ε
(
k̃
)
− t

0 −∆′ −ε∗
(
k̃
)
− t µ− µ′

 . (A.7)

Finally the operators that are applied in the phase estimation part
of the algorithm and are required in the reconstruction of (A.1) are
given by the following transformations:
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X1↑ = c1↑ + c†
1↑ Y1↑ = −i

(
c1↑ − c†

1↑

)
= 1

2 I⊗ I⊗ I⊗ σx = 1
2 I⊗ I⊗ I⊗ σy

X2↑ = c2↑ + c†
2↑ Y2↑ = −i

(
c2↑ − c†

2↑

)
= 1

2 I⊗ I⊗ σx ⊗ σz = 1
2 I⊗ I⊗ σy ⊗ σz

X1↓ = c1↓ + c†
1↓ Y1↓ = −i

(
c1↓ − c†

1↓

)
= 1

2 I⊗ σx ⊗ σz ⊗ σz = 1
2 I⊗ σy ⊗ σz ⊗ σz

X2↓ = c2↓ + c†
2↓ Y2↓ = −i

(
c2↓ − c†

2↓

)
= 1

2 σx ⊗ σz ⊗ σz ⊗ σz = 1
2 σy ⊗ σz ⊗ σz ⊗ σz

(A.8)

The procedure highlighted in subsection 2.4.2 is then followed to
compute the CPT Green’s function and the desired properties of the
system.

a.3 simple tight-binding model

The tight-binding model U = 0 is investigated using the methods
of this paper. The goal is to show that the method can accurately
simulate well known simple models through the intermediate results
it produces.

In figure A.1, the measured value of Pµν (M = 1, τ) is shown for
the simplest case of a 2-site tight-binding cluster. In this case the
model generates simple oscillations as no decoherence is included.

In figure A.2, the Green’s functions G′µν
R (τ) computed from equa-

tion (3.29) are shown. Notice that the time-dependent Green’s func-
tions were regularized with an decaying exponential e−ητ in order
to remove the fast oscillations coming from the convolution of the
frequency-dependent Green’s function with the sinc

(
ωτmax

2π

)
term in-

volved in finite time measurements. This regularizing term is not
decoherence, but it could model a uniform depolarizing rate η in the
quantum processor. This rate would actually contribute to the width
of the frequency-dependent Green’s function.

In figure A.3, the Fourier transformed G′µν
R (ω) are shown for the

simple tight-binding cluster. Only two peaks are present and their
width is determined by η and the time domain used to measure the
correlation functions.

Figure A.4 shows an example of the Potthoff functional Ω (µ′, ∆′)
and its saddle point for a small 1D cluster. As expected for this sim-
ple model, the saddle point is almost at the origin, the small deviation
comes from the low finite temperature. At the saddle point, the av-
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Figure A.1: Measured probabilities for different Xµ and Yµ at different times.
The time axis τ is in units t−1 of the hopping energy. In this case
the cluster parameters are Lc = 2, t = 1, U = ∆′ = µ′ = 0 and
T = 0.1.

Figure A.2: Non-zero correlation functions computed from the results of fig-
ure A.1 with the time in units of t−1. The function was reg-
ularized with a e−ητ term to remove the fast oscillations of the
Fourier transform arising from the finiteness of the time domain,
η = π

50 was used in this case.
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Figure A.3: Real and imaginary parts of the frequency-dependent Green’s
functions arising from the correlation functions measured in fig-
ure A.2. The frequency axis ω is in units of the hopping energy
t.

erage occupation of each state is 〈n〉 = 0.5 as is expected. At the
saddle-point the spectral density of the full lattice can be computed.

Figure A.5 shows the spectral density A (k, ω) computed from equa-
tion (2.52) for 50 clusters of size Lc = 2 in a simple tight binding
model at relatively high temperature T = 1. The cosine band is filled
above the Fermi level because of the high temperature.

Figure A.6 shows that the simulation yields the expected physics
of the tight-binding model at finite temperature. The ground state is
indeed a 1D Fermi sea in the electronic momentum distribution (2.54)
whose width is increased with the chemical potential and broadened
by increased temperature. The loss of accuracy in the simulation is
attributed to the sampling method and the accuracy of the Fermi
distribution on the discrete frequency domain computed from the
measured time series.

Finally figure A.7 shows the spectral density A (k, ω) computed
from equation 2.52 for a cluster of size Lc = 2 in an attractive Hub-
bard chain U = 4 at low temperature T = 0.1. The band is highly
distorted by the interaction and the ground state is no longer a k = 0
state.

Extending these calculations for more complicated model is an easy
task. A simple 2D model with a superconducting phase transition
would require 4 sites and 8 electrons, so a 9-qubit quantum computer
would be required to measure Ĝ′R (τ) in this case. It appears that
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Figure A.4: Potthoff functional Ω for different variational parameters µ′ and
∆′ of a cluster of size Lc = 2 with parameters t = 1, U = 0, µ = 0

and T = 1. The cross marks the saddle point at

(
µ′∗
∆′∗

)
=(

0.0046

0

)
. All the variational parameters are in units of the

hopping energy t.
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Figure A.5: Electron momentum-frequency distribution A (k, ω) for a lattice
with parameters t = 1, U = 0, µ = 0 and T = 1. The cluster used
had Lc = 2 site and the saddle-point is the same as in figure A.4.
The dashed line is at the chemical potential and frequencies are
in units of the hopping energy t.

Figure A.6: Electron momentum distribution N (k) for different chemical po-
tentials µ and temperatures T with U = 0. The solid lines are
the results from the numerical simulation of the quantum algo-
rithm using time steps of size dτ = 0.02 up to τmax = 200 while
the dashed lines come from an imaginary frequency summation.
The parameters T and µ are in units of the hopping energy t.
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Figure A.7: Electron momentum-frequency distribution A (k, ω) for a lat-
tice with parameters t = 1 , U = −4 , µ = −2 and T = 0.1
. The cluster used had Lc = 2 site and the saddle-point is at(

µ′∗
∆′∗

)
=

(
−2

0

)
. The dashed line is at the chemical poten-

tial. The frequency axis is in units of t.

the number of time points that need to be measured may become an
issue as the systems become more complex. It would be interesting
to know if there exist sampling methods as efficient as imaginary
frequency summation methods [86] where only ≈ 100 points need
to be measured in order to achieve a high numerical accuracy in the
computation of the Fermi function even for complicated electronic
structures. For example, a cost function over several models could be
used to extract the Green’s function using fewer measurements.

a.4 preparation of a gibbs state

A digital method to prepare Gibbs states in a quantum computer is
reviewed and shown adequate for a variational solver. The goal is
the make this document self-contained in the sense that action of the
quantum computer can be fully defined.

Here is the summary of Eisert’s method, as given in [108], to pre-
pare the Gibbs state required to simulate the correlation function of
the cluster. In addition to the simulated system Hamiltonian H′, a
bath Hamiltonian HB is required such that the total uncoupled sys-
tem is

H0 = H′ +HB (A.9)
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Figure A.8: Detailed circuit to prepare an approximate Gibbs state ρQC ≈
ρGibbs following [108]. The simulated inverse temperature β is
related to the measurement of s∗ by equation (A.18). The ini-
tial state of R and Q is taken to be the zero state |0〉⊗(q+m+n),
then the Hadamard gate H⊗q is applied on R and Q is trans-
formed (non-unitarily) to the fully mixed state 1

2m+n I⊗(m+n).
Then q controlled-U operations are applied, where the nota-

tion Uτ = U2τ
and U = e

−i H0
‖H0‖∞ with H0 = H′ +HB. An

inverse quantum Fourier transform is applied on register R and
the string s∗ is read from the first q qubits. Register S is then left
in a simulated Gibbs state ρS

QC.
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with eigenvalues
{

E(0)
k

}
and energy eigenvectors

{∣∣∣E(0)
k

〉}
. The bath

(first part of the register Q in figure 3.3) is assumed to be a collection
of m uncoupled spin- 1

2 with energy splitting η:

HB =
η

2

m

∑
j=1

(
Ij + σzj

)
. (A.10)

A small interaction V is allowed such that the total coupled system
Hamiltonian is

Htot = H0 + V (A.11)

with eigenvalues {Ek} and energy eigenvectors {|Ek〉}. The proce-
dure is the following (see figure A.8)

1. Initialization. r Hadamard gates H are applied on the qubits of regis-
ter R and the register Q is in the fully mixed state of (A.11) through
a state purification protocol such that

ρ1 =
1
d

2r−1

∑
s,s′=0

|s〉
〈
s′
∣∣⊗ d

∑
k=1
|Ek〉 〈Ek| (A.12)

where d = 2m+2Lc is the total dimension of the system plus bath.
This is equivalent to preparing the coupled system + bath at infinite
temperature.

2. Partial quantum phase estimation. r controlled-U operation are fol-

lowed by an inverse Fourier transform on R. Note that U = e
−i H0
‖H0‖∞ ,

where H0 is the uncoupled Hamiltonian (A.9). After this phase esti-
mation part, the state in the computer is

ρ2 =
1
d

2r−1

∑
s,s′=0

d

∑
k=1

αs (ϕk) α∗s′ (ϕk) |s〉
〈
s′
∣∣⊗ |Ek〉 〈Ek| (A.13)

where ϕk ≡ Ek
‖Htot‖∞

and

αs (ϕ) ≡ 1
2r

1− e2πi(2r ϕ−s)

1− e2πi(ϕ−2−rs)
(A.14)

The controlled evolution of the full system dephases different distribu-
tions of eigenvalues contained in the fully mixed state.

3. Measurement. The first q qubits of R are measured. A binary string
s∗ (length q) is obtained

ρ3 ∝
(s∗+1)∆rect∗

∑
s,s′=s∗∆rect∗

d

∑
k=1

αs (ϕk) α∗s′ (ϕk) |s〉
〈
s′
∣∣⊗ |Ek〉 〈Ek| (A.15)

where ∆rect∗ ≡ 2r−q is the number of states of the ancillary register R
compatible with the measurement. The width of the rectangular state
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that is prepared is determined by ∆rect = ‖Htot‖∞ 2−r∆rect∗. The
energy of the rectangular state is E = ‖Htot‖∞ 2−qs∗. The inverse
temperature β is determined by E and ∆rect. The final state in the
register Q is now

ρQC ≡ TrRρ3

∝ ∑d
k=1

(
∑(s∗+1)∆rect

s=s∗∆rect
|αs (ϕk)|2

)
|Ek〉 〈Ek| .

(A.16)

One of the rectangular states contained in the initial fully mixed state
is selected upon measurement. For appropriately chosen parameters,
the state in register S is approximately a Gibbs state of the cluster
Hamiltonian.

The algorithm outputs a reduced state ρS
QC = TrBρQC ≈ ρS

Gibbs =

e−βH′

Tre−βH′ in the channel S, where β = 1
T is the inverse temperature.

Assuming a bath of the form (A.10) with energy scale η =
√

λ
m ‖H′‖∞,

the “≈” really implies the following condition

D
(

ρS
QC, ρS

Gibbs

)
≤

(
1 + ln(2r−q)

π2

)
e

2
λ
+β‖H′‖∞+

λ‖H′‖2
∞ β2

8

2r−q−2

+ 1
2

(
e

2
λ − 1

)
+ C

(A.17)

where D (·, ·) is the trace distance and C is a constant exponentially
small in m. The effective inverse temperature is in the interval
[β− δβ, β + δβ] with

β =
4
η

(
1
2
− 2−qs∗

(
1 +
‖H′‖∞
‖HB‖∞

))
. (A.18)

Since s∗ ∈ [0, 2q − 1], the inverse temperature of the generated Gibbs
state can reach negative values in principle (physically correspond-
ing to a state with an inverted population). The uncertainty on the
temperature of the Gibbs state is bounded by

δβ ≤ 22−q

η

(
1 + ‖H′‖∞

‖HB‖∞

)
= 22−q

√
λ
m

1
‖H′‖∞

(
1 + 1√

mλ

)
.

(A.19)

At least q qubits are needed according to the rule

q ≥

− log2

 δβη

1 + ‖H′‖∞
‖HB‖∞

+ 2

 (A.20)

and the average number of runs required to achieve some inverse
temperature is
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]runs ≤ 2q
√

π

2m
e

2
λ+β‖H′‖∞+

λ‖H′‖2
∞ β2

8 . (A.21)

This last bound is a worst-case scenario as finding the ground state
of the FHM is in general a QMA− hard problem.
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