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Abstract 

The associations between proteins are very important in the signaling pathways 
inside the cell. Our knowledge about the detailed mechanism of the association process is 
very limited due to the lack of suitable experimental methods that would allow studying 
the association at high time resolution. In this PhD thesis I present results from molecular 
dynamics simulations to study the mechanism for two types of protein-protein 
associations. (1) Protein complexes with a hydrophobic interface. (2) Protein complexes 
with a charged interface. The extensive MD simulations that were started from the 
unbound proteins reproduced the experimentally known structures of the complexes. This 
real time dynamics study gave me the possibility to study the mechanism of the binding 
process at picosecond time resolution to distinguish the existence of two main mechanisms 
for the association process.  For the first type of complexes we observed that the interplay 
of reducing the dimensionality of the search process and the hydrophobic dewetting help 
to turn a seemingly complicated binding process into a well-organized bimodal binding 
process. For the second type of complexes I found out that the water in the interfacial gap 
forms an adhesive hydrogen-bond network between the interfaces. Furthermore, the 
interfacial gap solvent generates an anisotropic reduced dielectric shielding with a 
strongly preferred directionality for the electrostatic interactions along the association 
direction. 
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Kurzfassung 

Assoziationen zwischen Proteinen sind äußerst entscheidend für die Signalwege einer 
Zelle. Unser Wissen über den detaillierten Mechanismus des Assoziationsprozesses ist 
aufgrund des Mangels an geeigneten experimentellen Methoden, die das Analysieren der 
Assoziation mit hoher zeitlicher Auflösung erlauben würden, sehr begrenzt. In dieser 
Dissertation präsentiere ich die Ergebnisse von Molekulardynamik-Simulationen, die 
durchgeführt wurden um den Mechanismus für zwei Arten von Protein-Protein 
Assoziationen zu untersuchen. (1) Proteinkomplexe mit hydrophober Kontaktfläche. (2) 
Proteinkomplexe mit geladener Kontaktfläche. Mit den ungebundenen Proteinen gestartet, 
reproduzierten die umfangreichen MD-Simulationen die experimentell bestimmten 
Komplexstrukturen. Diese Echtzeit-Dynamikstudie ermöglichte es mir den Mechanismus 
des Bindungsprozesses mit einer zeitlichen Auflösung im Pikosekunden-Bereich zu 
untersuchen und damit die Existenz von zwei Hauptmechanismen des 
Assoziationsprozesses zu unterscheiden. Für die erste Art von Komplexen beobachteten 
wir, dass das Zusammenspiel der  Reduzierung der Dimensionalität des Suchprozesses 
und der hydrophobe Entnetzung hilft einen scheinbar komplizierten Bindungsprozess in 
einen gut organisierten bimodalen Bindungsprozess zu verwandeln. Für die zweite Art 
von Komplexen fand ich heraus, dass das Wasser in der Kontaktflächenspalte ein 
klebriges Wasserstoffbrücken-Netzwerk zwischen den Kontaktflächen bildet. Außerdem 
erzeugt das Lösungsmittel in dieser Spalte eine anisotrop reduzierte nichtleitende 
Abschirmung mit einer stark bevorzugten Richtungsabhängigkeit elektrostatischer 
Interaktionen entlang der Assoziationsrichtung.  
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1 Introduction  

Biological organisms possess the unique property of being able to self-organize 
themselves in a dynamic way that maintains the vitality of the organisms. The ability of 
biological systems to reach stability and vitality at the same time is achieved by the 
communication between the components of the systems. These communications and signals 
in biological systems are mediated through the association between molecules. The two main 
features characteristic for the communications inside the cell are specificity and efficiency. In 
fact, one of the largest achievements in the fields of biology and medicine of the last century 
was unravelling the origin of biological specificity by introducing the concept of the receptor. 
This concept of the receptor explained how signals can be submitted specifically in the 
biological world via the interaction between the receptors and other molecular 
“messengers”. There are many molecules that play the role of messengers inside the 
biological systems. These molecules can be used to transfer the signal inside the cell or 
between the cells of multi-cellular organisms. Moreover, those highly developed organisms 
that developed a circulation system have the endocrine system which secretes messenger 
“hormones” to achieve a global function. 

The association between biomolecules to form stereospecific complexes is apparently a 
problem with high complexity because it includes diffusion of the molecules and adopting 
the correct orientation before binding. The inherent complexity of this binding process leads 
back to the question how efficiency of signaling mechanisms is achieved. This efficiency 
assures that the signaling will be efficient inside the cell so that the ratio between the signal 
and noise is as low as possible. In other words one may ask the questions: does nature play 
dices and wait for the chance to find the solution for the complexity of the binding process? 
Or are there mechanisms to guide the binding process downhill to reach the specific 
complex? 

The associations between proteins are very important in the signaling pathways inside the 
cell. Our knowledge about the detailed mechanism of the association process is very limited 
due to the lack of suitable experimental methods that would allow studying the association 
at high time resolution. The association process can be presented as a movie where we see 
only the first and the last snapshots. The experimental methods provide us with the 
structures of the free molecules and the complexes only. In particular, the results from 
structural biology methods represent to us mostly the static picture of biological processes. 
Typically, these are only able to detect the highly populated structures and not the scarcely 
populated intermediates. Fortunately, some new methodological advances e.g. new NMR 
techniques [3] were able to reveal the nature of some snapshots from lowly populated 
structures which are interpreted as intermediates of the association process. 

Molecular simulations are becoming a very important scientific tool to fill the gap between 
theory and experiment. Simulating the real word problem is an old dream. Already in 1820 
Laplace stated [4, 5]: 

“Given for one instant an intelligence which could comprehended all the forces by which nature is 
animated and the respective positions of the beings which compose it, if moreover, this intelligence 
were vast enough to submit these data to analysis, it would embrace in the same formula both the 
movements of the largest bodies in the universe and those the lightest atom; to it nothing would be 
uncertain, and the future as the past would present to its eyes.” 

The continuous developments in the power of computational methods and hardware are 
pushing the dream of Laplace into reach. The developments in the last years enable us, for 
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example, to simulate microseconds of real time dynamics for biological systems of thousands 
of atoms. However, understanding the association process via computer simulations is still 
very expensive given the current computational resources.  The reason is the atomistic scale 
of the association process and the need to explicitly represent water, rendering the 
description of the bimolecular system to be simulated relatively expensive. Moreover, the 
probabilistic nature of the binding process enforces us to run many simulations over 
relatively long simulation times to be able to capture the occurrence of the binding process. 
Luckily, when I started my PhD it was the time when computers became fast enough to 
simulate a relatively large system over time scales of hundreds of nanoseconds which turned 
out to be sufficient to monitor such binding processes. 

In this PhD thesis I present results from molecular dynamics simulations on atomistic scale 
to study the mechanism and the driving forces for two types of protein-protein associations. 
(1) Protein complexes with a hydrophobic interface (SH3 domain). (2) Protein complexes 
with a charged interface (Barnase-Barstar complex). The extensive MD simulations that were 
started from the unbound proteins reproduced the experimentally known structures of the 
stereospecific complexes. This real time dynamics study gave me the possibility to study the 
mechanism of the binding process at picosecond time resolution and at a spatial resolution 
on the atomic scale and to distinguish the existence of two main mechanisms for the 
association process.  For the first type of complexes we observed the role of the hydrophobic 
dewetting during the last steps of the binding process [1]. For  the second type of complexes I 
found out that an adhesive water network between the two protein surfaces mediates the 
binding of the hydrophilic interfaces [2]. Thus, nature does not seem to play dices and wait 
for the chance to find the solution for the complexity of the binding process. There exist 
particular mechanisms to guide the binding process downhill to reach the specific complex. 

This thesis is organized in several chapters. The second chapter represents a brief 
introduction to the kinetics of the association process. Understanding the kinetics of the 
association is very important for the following discussion about the mechanism of the 
association process. Chapter 3 provides a general introduction to the driving forces of the 
protein-protein association process. The presentation is split into a structural view of protein 
complexes, a general discussion of physical factors that affect the association process with a 
focus on the case of protein-protein association, and a brief summary of the forces acting 
between proteins. A brief introduction to the field of molecular dynamics simulation is 
presented in the last section of this chapter. 

Chapter 4 provides a general introduction into the theory of electric polarization in solution 
and in biological system. The derivation of formulas to compute the dielectric permittivity is 
presented in this chapter. Theses formulas were used to study the permittivity of the water 
molecules in the interfacial gaps between two interacting proteins (chapter 6).  

Chapter 5 presents the result from the simulations of association between proteins with a 
large hydrophobic interface. The association of a proline rich motif to an SH3 domain is 
probed by molecular dynamics simulations. The complete pathway of the association is 
studied from the diffusion of the unbound proteins to the final complex through transient 
encounters. The results reveal that the interplay of reducing the dimensionality of the search 
process due to the electrostatic interactions and the phenomenon of hydrophobic dewetting 
help to turn a seemingly complicated binding process into a well-organized bimodal binding 
process. This chapter was published in Angewandte Chemie International Edition in 2008 [1]. 

Chapter 6 presents the results from the simulations of association between charged proteins 
(Barnase-Barstar complex). The simulations showed that water in the interfacial gap forms 
an adhesive hydrogen bond network between the hydrophilic protein interfaces. This 
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network plays an important role in stabilizing the early intermediate states before native 
contacts are formed. The transformation from these intermediates to the stereo-specific 
complex is then accompanied by maximization of the interfacial water-mediation. 
Furthermore, water structure already plays an important long-range role during the 
diffusive phase in reducing the dielectric shielding of the water. The dielectric constant in the 
gap between the proteins is strongly reduced up to distances of a few nanometers. 
Interestingly, the dielectric properties of the water in the interfacial gap are strongly 
anisotropic with a preferred directionality for the electrostatic interactions along the 
direction perpendicular to the interfaces. This chapter was published in Nature 
Communications in 2011 [2]. 

 Finally, a general discussion about the mechanisms of the association in the light of my 
results (chapter 5 and 6) is given in chapter 7. 
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2 Kinetics of the association process  

Understanding the kinetics of the association is very important for the following discussion about the 
mechanism of the association process. The collision theory is important to understand the role of the diffusion 
in the association process. The transition state theory is useful to understand the nature of the intermediates 
and it will be used later to interpret my results and conclusions about the mechanism of associations.  

Although the thermodynamic balance between the products and reactants of a 
biological reaction should be favorable or exothermic for the reaction to occur (or at least 
only slightly endothermic), the overall exothermicity is not the only important factor 
determining whether biological interactions take place or not.  Some reactions may be 
thermodynamically very favorable but are kinetically forbidden due to the high energy of 
the reaction intermediate that is separating the reactant and product states.   The rates of the 
biochemical reactions are in fact very important since they define the biological effect of the 
reaction. The equations for the kinetics of the association process are the same as the general 
equations of chemical kinetics. 

The association process between two molecules A and B is usually treated as a reversible, 
one-step process: 

 

Where 	݇௔௦௦	and		݇ௗ௜௦  are the apparent “experimentally measured” association and 
dissociation rates. In reality, the association pathway consists of at least three phases: the 
diffusive phase, the intermediate phases, and the stereospecific phase (see Figure 1). This 
means that the association process is (at least) a two-step process, in the first step the 
diffusion brings the molecules together to collide and form encounter intermediates. This 
step is characterized by rate constant of collisions ݇ௗ௜௙.The second step is the real binding 
step where the transition from the intermediates encounter complexes to the stereospecific 
complex takes place. The binding step is characterized by the intrinsic association rate 
constant ݇௢௡  and the intrinsic dissociation rate constant	݇௢௙௙  (see Figure 1). The relation 
between the experimentally measured association rate 	݇௔௦௦	 and the  rates of the two steps 
model (݇ௗ௜௙  and ݇௢௡) is [6, 7]: 

 	݇௔௦௦ ൌ
݇ௗ௜௙ ൈ ݇௢௡
݇ௗ௜௙ ൅ ݇௢௡

ൌ ቆ
1
݇ௗ௜௙

൅
1
݇௢௡

ቇ
ିଵ

 (1)  

As is evident from this equation, the apparent association rate 	݇௔௦௦ is defined by the slower 
step. We can distinguish two cases: 

	݇௢௡ ≫ 	݂݇݀݅ 		⟹ 	݇௔௦௦ ∼ 	݂݇݀݅. In this case the association is “diffusion-limited” and 
the rate depends on the frequency of collisions. 

 ݂݇݀݅ ≫ 		݇௢௡ 	⟹ 	݇௔௦௦ ∼ 		݇௢௡. In this case the association is “reaction-limited” and the 
rate depends on the activation energy barrier of the reaction. 

The fundamental equation for defining the rate of chemical reactions and interactions is the 
Arrhenius equation: 

 ݇௔௦௦ ൌ ܣ ൈ exp ൬
െܧ௔௖௧
ܴܶ

൰ (2)  
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 ࢙࢙ࢇ࢑	

 
Figure 1. The phases of the association process. 
The association pathway consists of three phases: (1) the diffusive phase where both of the reacting molecules are 
diffusing randomly, (2) the intermediate encounter complexes where the collisions produce loosely bound 
complexes, (3) and the stereospecific complex. The association process is (at least) a two-step process. The first 
step is the collision step defined by the rate constant	݇ௗ௜௙. The second step that is defined by the rate ݇௢௡ is the real 
binding step where the transition from the intermediates encounter complexes to the stereospecific complex takes 
place.  

The variable A is called the pre-exponential factor. The basic idea is here that the molecules 
must acquire a certain critical energy	ܧ௔௖௧, “the activation energy”, before they can react. The 

Boltzmann factor 		eቀ
షಶೌ೎೟
ೃ೅

ቁ	 is the fraction of the molecules that have this energy. The 
Arrhenius equation is very useful to define the effect of the temperature on the rate of the 
reaction and to calculate the activation energy.   

There exist two main microscopic theories in the field of chemical kinetics [8]. The basic 
difference between them is the way in defining the pre-exponential factor A [9]. The collision 
theory defines the pre-exponential factor by the frequency of collisions between the 
molecules in the solution and some additional steric factors. In contrast, the transition state 
theory is based on the idea that the energy of the activated complex, “the transition state”, 
defines the rate of the reaction and the pre-exponential factor is related to the entropy of the 
transition state (see below). In the following I will give a brief summary about the collision 
theory as it is very useful to understand the role of diffusion in the association process. On 
the other hand, the transition state theory is very useful for characterizing the phase of 
intermediate states during the association process. 

2.1.1 The role of the diffusion in the association process: the collision theory 

In the collision theory, the rate constant for a reaction is assumed to depend on three factors 
[8, 9]: 

 ݇௔௦௦ ൌ ݇ௗ௜௙ ൈ ܲ ൈ exp ൬
െܧ௔௖௧
ܴܶ

൰ (3)  

݇ௗ௜௙ is the rate of the collisions between the interacting molecules in the solution due to 
random motion, P is a steric factor accounting for the fact that the interacting molecules 
should be oriented in a correct orientation to let the interaction  take place , and	ܧ௔௖௧ is the 
activation energy term. 
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2.1.1.1 The frequency of collisions between biomolecules 

The upper limit to the rate of association cannot be larger than the limit of the collision 
frequency. Such a limit can be achieved if there exists no steric factor or energetic barrier 
(ܲ ൌ 1	and	ܧ௔௖௧ ൌ 0) so that the molecules associate into a bound complex whenever they 
collide.  

The diffusion theory provides a good estimation of the collision frequency between 
molecules in solutions using the hard sphere model. If we consider two spherical molecules 
A and B of radius a and b and diffusion coefficients 	ܦ௔	and	ܦ௕(see Figure 1), the collision 
frequency factor is given by the Smoluchowski relation [10-12].  

 ݂݇݀݅ ൌ ሺܽߨ4 ൅ ܾሻሺܦ௔ ൅   ௕ሻ (4)ܦ

This relation gives the misleading impression that the collision frequency is dependent on 
the size of the molecules. Actually, this factor has only a minimal dependency on the size of 
the molecules because larger molecules diffuse slower. This can be seen by using the Stokes–
Einstein relation	ܦ ൌ ܴܶ ⁄ߟݎߨ6 	and	setting		ݎ ൌ ܽ ൌ ܾ	. This yields estimation for the collision 
frequency factor dependent only on the viscosity of the solution	ߟ: 

 ݂݇݀݅ ൌ
8ܴܶ
ߟ3

 (5)  

This relation gives a value of 10ଵ଴ିܯଵܵିଵ  , which is in very good agreement with the 
experimental finding that the fastest experimental association rates are within the range 
of	10ଽ െ 10ଵ଴ିܯଵିݏଵ. 

The calculation of the rate of collisions through eq. 4 assumes that the molecules A and B do 
not interact when they are separated and the interaction takes place when they collide 
(intermolecular distance = a+b). The intermolecular interaction can affect the rate of collision 
by increasing the effective radius of interaction [13]. Debye suggested that the rate of 
collision can be calculated in this case by substituting (a+b) in eq. 4 by an effective target 

radius  R∗ ൌ 1 ׬
ଵ

௥మ
݌ݔ݁ ቀ

௎ሺ௥ሻ

௞்
ቁ 	ݎ݀

ஶ
௔ା௕ൗ [7, 13]. Here ܷሺݎሻ	is the intermolecular interaction energy 

between A and B when they are separated by distance r: 

 ݂݇݀݅ ൌ
௔ܦሺߨ4 ൅ ௕ሻܦ

׬
1
ଶݎ ݌ݔ݁ ൬

ܷሺݎሻ
݇ܶ ൰ ݎ݀

ஶ
௔ା௕

 (6)  

The rate enhancement by an attractive interaction potential in the Debye model is quite 
modest [14]. For example, if we use the Coulomb interaction potential ܷሺݎሻ ൌ െܳ ⁄	ݎ  eq. 6 
becomes: 

 ݂݇݀݅ ൌ
௔ܦሺߨ4 ൅ ௕ሻܦ ൬

ܳ
݇ܶሺܽ ൅ ܾሻ൰

1 െ ݌ݔ݁ ൬െ ܳ
݇ܶሺܽ ൅ ܾሻ൰

  

The rate enhancement due to an electrostatic interaction of 9kBT at contact is only 9-fold [14]. 
Surprisingly, the diffusion limit for the association of a small molecule to a binding pocket on 
the receptor does not change too much from the frequency of collisions between two 
proteins. If we assume that the molecule A is a ligand that binds in a round pocket of the 
same radius on the receptor (molecule B; see Figure 1) then the collision rate is given by the 
relation [6, 11]: 
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 ݂݇݀݅ ൌ
4ܴܶ
ߟߨ3

 (7)  

This equation yields a general diffusion limit of 1.6 ൈ 10ଽ s-1 M-1 for the association rate of a 
small ligand to a receptor (without interaction). This value is smaller than the rate in eq. 5 by 
a factor of 2π only. 

2.1.1.2 The effect of the steric factors 

The previous relations are based on the assumption that a collision between any two parts of 
the reacting molecules will produce a complex. This can be true for certain  interactions 
between small molecules (e.g. iodine with CCl4 [11, 15]). However, the pre-exponential 
factors calculated from collision theory are always higher than the experimental values [9]. 
This failure is due to the steric restriction on the association process that can be accounted for 
by introducing a steric factor P. The steric factor was based on the idea that some collisions 
would be more effective than others, depending on certain directional factors.  

The rate constants for the association between macromolecules such as two proteins are 
heavily influenced by the geometry of the interaction (the steric factor) [8]. The complexity of 
the binding between macromolecules is higher than that of small molecules because only 
small parts of each protein (interface) are involved and they should be correctly oriented to 
form the bound complex because the contacts are specific in the bound complex. This will 
increase the influence of the steric factor on the association rate constants. Trying to account 
for the effect of this steric factor on the association through mathematical models is not 
simple. Alternatively, experiments were done to estimate the association rate of protein-
protein association which is produced by the diffusion only (excluding the effect of the 
electrostatic interactions). Schreiber and Fersht [16] defined the basal association rate 
constant for the complex of Barnase-Barstar without the contribution of electrostatic 
interactions which can be masked by high ionic strength of the solution. The basal 
association rate was found to be about 5 ൈ 10ହ s-1 M-1 which is five orders of magnitude 
lower than the diffusion limit without steric factor (or for the small molecules).  Similarly, the 
basal association rate constant of Hirudin and Thrombin was found to be 5 ൈ 10ସ s-1 M-1 [8]. 
However, the strong electrostatic interactions can again raise the association constants by 
four orders of magnitude such as observed for the association rate of Barnase and Barstar, 
5 ൈ 10ଽ s-1 M-1.  For comparison, the rate of association of H+ and OH- is 1.4 ൈ 10ଵଵ s-1 M-1.  
This point will be discussed later. 

2.1.1.3 The transition state theory 

The transition state theory expresses the rate of a reaction or of an interaction based on the 
energy of the postulated transition state relative to that of the reactant state. This transition 
state is the first-order saddle point along the one-dimensional reaction pathway. This means 
that it is placed at the energy maximum along this reaction coordinate, but it is an energy 
minimum in all other coordinates. The rate of the reaction is related to the probability to go 
over this energetic barrier which is calculated from the energy of the transition state. The 
importance of the transition state theory  relates to the possibility of  guessing the structure 
of the transition state based on the Hammond postulate [17]. This postulates that if there 
exists an unstable intermediate on the reaction pathway, the transition state for the reaction 
will resemble the structure of this intermediate. 

The transition state theory postulates that the transition state is in thermodynamic 
equilibrium with the reactant state and populated according to the Boltzmann statistics. 
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Thus, the rate constants for the association can be calculated according to the free energy  
difference between the transition state X∗ and the ground state X [8]: 

 ݇௔௦௦ ൌ ൬
݇ܶ
݄
൰ exp ൬

െ∆ܩ∗

ܴܶ
൰ (8)  

∗is the Gibbs free energy difference between the transition state X	∗ܩ∆  and the ground 
(reactant) state X and is called the activation energy (see Figure 2). The activation energies for 
protein conformational changes and enzymatic processes are often in the range of 10–20 
kcal.M-1. 

The frequency of the transition state decomposition is the same as the vibrational frequency v 
for bond breaking:  ݒ ൌ ௞்

௛
  where ݇	 is Boltzmann’s constant and	݄ is the Planck constant. At 

room temperature (25° C) ݒ ൌ 6.212	 ൈ 10ଵଶsିଵ [8, 18, 19] which is the upper limit for the rate 
constant of any reaction.  

 

 
Figure 2. The transition state along the reaction pathway. 
 The transition state ܆∗	is the position along the reaction pathway with the highest energy (peak). The activation 
energy ∆ࡳ∗ is the Gibbs free energy difference between the transition state ܆∗ and the ground state X.   

To relate this formula to the geometry of the transition state, we can split up the Gibbs free 
energy of activation into the activation enthalpy and activation entropy: ∆ܩ∗ ൌ ∗ܪ∆ െ ܶ∆ܵ∗ 

 ݇௔௦௦ ൌ ൬
݇஻ܶ
݄
൰ exp ൬

∆ܵ∗

ܴ
൰ exp ൬

െ∆ܪ∗

ܴܶ
൰ (9)  

This equation shows that the contribution of the activation entropy to the rate constant does 
not depend on the temperature and is related to the geometry on the transition state. The 
main improvement of the transition state theory over the collision theory is the concept of 
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activation entropy which is an improvement over the less precise concept of the steric factors 
in the collision theory [9]. In bimolecular reactions, the association of two individual 
molecules is accompanied by a loss of the entropy thus the activation entropy is usually 
negative. 

2.1.2 The intermediate states 

There is little experimental evidence about the intermediate states during the process of 
protein-protein association. The intermediates are often formed only transiently and are 
populated at levels that are not amenable to traditional structural approaches. Therefore, 
mostly theoretical approaches have been used to characterize the nature of the intermediates 
along the association pathway. Gabdoulline and Wade introduced  the term “diffusional 
encounter complex” to refer to the end-point of diffusional association in their Brownian 
dynamics simulations [20]. Spaar and Helms used Brownian Dynamics (BD) simulations to 
map the encounter complex along the association pathway between Barnase and Barstar and 
found two minima along the pathway, one leading to association, while the other does not 
[21]. 

2.1.2.1 Mapping the interaction in the intermediates 

Φ-value analysis is an important concept for defining whether a certain residue contributes 
to the interaction during the association process [22-24]. Φ-value analysis has been 
introduced originally in the protein folding field for characterizing the transition state for 
protein folding [25]. The Φ-value of a particular residue (see Figure 3) is defined as the ratio 
by how much mutation of the residue affects the activation free energy of the folding 
process/association process relative to its effect on the folding/binding equilibrium: 

Φ ൌ
ΔΔܩ௠௨௧

∗

ΔΔܩ௠௨௧
 (10)  

Here, ΔΔܩ௠௨௧	is the effect of the mutation on the free binding energy: 

 ΔΔܩ௠௨௧ୀ ൌ െ݇ܶ ݈݊ ቆ
݇ௗ
௠௨௧

݇ௗ
௪௧ ቇ (11)  

ΔΔܩ௠௨௧
∗  is the effect of the mutation on the free energy of the transition state: 

 ΔΔܩ௠௨௧
∗ ൌ െ݇ܶ ݈݊ ቆ

݇௔௦௦௠௨௧

݇௔௦௦
௪௧ ቇ (12)  

݇௔௦௦௠௨௧	and	݇ௗ
௠௨௧	 are the association rate and the association constant for the mutant protein, 

݇௔௦௦௪௧ 	and	݇ௗ
௪௧ are the association rate and the association constant for the wild-type protein. 

A Φ-value of 0 means that the mutant residue has no effect on the free energy of the 
transition state. This is commonly interpreted in the way that this residue behaves similarly 
in the transition state as in the unfolded/dissociated state in terms of formed interactions 
with other residues. On the other hand, a Φ-value of 1.0 means that the effect on the 
transition state is the same as the effect on the folding/binding equilibrium. This suggests 
that the residue makes similar interactions in the transition state as in the folded/bound 
state. Schreiber and coworkers analyzed the Φ values of many hotspot mutations (that have a 
significant contribution to the binding free energy) for  three well studied protein-protein 
complexes (TEM1-BLIP, barnase-barstar, and Ras-Ral) [14]. They demonstrated that non-
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charged mutations always have Φ values close to zero suggesting that the nonpolar residues 
do not play roles during the intermediate states, whereas charged residues located outside 
the interfaces have Φ values close to one suggesting that their main role is played during the 
intermediate states. On the other hand, charged residues located within the interfaces have 
mixed values [14]. Φ-value analysis can be used with the analysis of double-mutant cycles for 
analyzing whether contacts and interactions made by the residue during the intermediates 
states are the same as in the final stereospecific complex [8]. 

  

 
Figure 3. Φ-Value analysis  

 
Figure 4. Φ-Value analysis for the association process. 
 The mutations belong to three different complexes (TEM1-BLIP, Barnase-Barstar, and Ras-Ral). Φ values close to 
1 suggest that the involved residues have similar interactions in the transient complex/transition state and in the 
stereospecific complex, while values close to 0 indicate the residues do not form any contacts in the transient 
complex/transition state. The values were taken from ref [14]. 
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2.1.2.2 Experimental observation of the intermediates  

In the last years, new technical advances in NMR spectroscopy have allowed to obtain 
structural information about lowly populated, higher-energy conformations that are 
commonly escape detection by other techniques [3]. The picture that emerged from NMR 
spectroscopy proofed the existence of intermediates as loosely bonded complexes involving 
non-specific binding modes. These loosely bound complexes allow the search process for the 
stereospecific complex to proceed in a space of a reduced dimensionality. The transition from 
the encounter complexes may proceed as a sliding process of the two proteins until they 
lock-in into the specific complex. Clore and coworkers used the intermolecular paramagnetic 
relaxation enhancement NMR (PRE-NMR) to detect the presence of low population transient 
intermediates under equilibrium conditions [26]. This method was tested for a protein-DNA 
complex for the association between a sequence-specific transcription factor (the 
homeodomain of HOXD9) to the non-cognate DNA sites. The PRE data revealed the 
presence of transient intermediates formed in a stochastic manner at non-cognate sites whose 
structure is similar to that of the specific complex. The data showed that the homeodomain 
of HOXD9 slides along the DNA during the search process. In another study, Tang used the 
PRE-NMR to directly demonstrate the existence and visualize the distribution of an 
ensemble of transient, non-specific encounter complexes under equilibrium conditions for 
the protein–protein complex between the amino-terminal domain of enzyme I and the 
phosphocarrier protein HPr (see Figure 5) [27]. 

 

 
Figure 5. Visualization of transient encounter complexes in protein–protein association. 
The distribution of HPr molecules (green) on the molecular surface of EIN (color coded by electrostatic potential) 
is presented from different sides. The distribution of nonspecific encounter complexes appeared to be 
qualitatively correlated to the electrostatic surface potentials of the interacting proteins. The location of HPr in the 
stereospecific complex is shown as a blue ribbon in all panels. The figure is taken from reference [27]. 

The distribution of nonspecific encounter complexes appeared to be qualitatively correlated 
to the electrostatic surface potentials of the interacting proteins. An additional study was 
performed to clarify the screening effect of ions on the electrostatic interaction [28]. The 
measurements demonstrate that the population of nonspecific encounter complexes is 
modulated by ionic strength to a larger degree than the stereospecific complex, highlighting 
the importance of electrostatic interactions in the formation of the nonspecific encounter 
complex ensemble more than in the stereospecific complex [28]. Volkov determined the 
conformation of the protein complex between the yeast cytochrome c peroxidase and iso-1-
cytochrome c in solution using PRE-NMR  [29]. They reported that the dominant orientation 
of the protein complex in solution is the same as that in the crystal structure (> 70%) the 
remaining conformations belong to a dynamic encounter state. At the end of this chapter,  it 
is important to mention that several authors have used the term “encounter complex” 
describe  intermediates along the pathway of protein-protein association, but the precise 
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meaning of this term may differ depending on the techniques employed by different authors 
and depending on the systems they studied  [14]. 
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3 Driving forces for protein associations 

This chapter provides a general introduction into the physical basis of the protein-protein association process. 
The presentation is split into a structural view of protein complexes, a general discussion of physical factors 
that affect the association process with a focus on the case of protein-protein association, followed by a 
general estimation of the entropy loss upon association, and a brief summary of the forces acting between 
proteins. The hydrogen bonding interaction is explained in more detail because of its high importance for the 
results to be presented in the following chapters. A brief introduction to the field of molecular dynamics 
simulation is presented in the last section.  

3.1 Structural view of Protein–Protein Interaction 

3.1.1 Diversity of Protein–Protein complexes  

A classification of protein-protein complexes can be made based on the life-time of the 
formed complexes [30]. Short-lived complexes can be formed due to the collisions that occur 
within the crowded matrix of the cell and that create short-lived nonspecific complexes. On 
the other hand, many oligomeric proteins form long-lived complexes and they appear to be 
permanently bound where they disassociate only when they enter a degradation pathway 
[30]. In between these two limits, the protein complexes exist as transient (reversible) 
complexes in equilibrium between the free and the bound form.  

Nowadays, thousands of known structures for protein-protein complexes are available in the 
PDB data bank [31] and the number is daily increasing. An analysis of these structures 
showed that the interfaces of the protein complexes are quite different from the binding 
pockets of small-molecule ligands. Generally, the small molecules bind in deep clefts on 
protein surfaces [32] whereas the protein-protein interfaces are relatively flat and larger in 
size [33, 34]. The surface areas of the binding interfaces of the protein complexes are in the 
range of 700–1500 Å2 [33, 34]. The larger interfaces found in protein complexes in comparison 
to the interfaces between proteins and small molecules imply that the association between 
proteins leads to a larger disturbance of the water structure around the interfaces upon 
association. For this reason, water is a very important player in the binding process of two or 
more macromolecules and needs to be considered by all means. However, the role of water is 
very complex and cannot be easily explained as in the case of pairwise non-covalent 
interactions. 

The chemical nature of the residues at the interfaces is very important in defining the driving 
forces for the binding process. The phenomenon termed “hydrophobic dewetting” is 
considered as the main driving force for protein folding [35-37].  This is in agreement with 
the hydrophobic nature of the proteins cores. Moreover, the electrostatic interactions through 
the salt bridges do not show any contribution to the stability of the folding [38] which is 
expected from the high desolvation energy due to burying charged residues in a medium of 
low dielectric constant. The driving forces for protein association are not well characterized. 
However, existence of a large hydrophobic part of the interfaces is observed in many protein 
complexes such as the case of the pockets of the Proline Recognition Domains which bind a 
protein with a hydrophobic pocket via proline rich motifs [39, 40]. Thus we can expect 
hydrophobic dewetting to be the driving force in some cases. The interfaces between the 
proteins are not as hydrophobic as the core of the proteins. Moreover, the residue 
composition of most protein–protein interfaces appears to be more similar to that of protein 
surfaces than to that of protein cores [41]. There are many examples of proteins complexes 
involving interactions between many charged residues such as the case of the Barnase-
Barstar complex. In the last years, several studies have pointed out that dewetting is rather 
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rare [42-44] because a few polar residues can already prevent the occurrence of dewetting 
[43, 45]. Thus, hydrophobic dewetting cannot be the only driving force for protein-protein 
associations.  

Statistical analyses of the structures of protein-protein complexes showed that both 
hydrophobic and hydrophilic interfaces exit. However, the statistics are quite sparse. 
Typically, between 30-50% of the protein interface area is taken up by hydrophobic amino 
acids [46, 47]. Ansari and Helms reported that on average about 30% on the interfacial 
residues are hydrophobic and 70 % of the interfacial residues of protein complexes are 
hydrophilic including about 37 % charged residues [47]. Xu and Nussinov reported that on 
average two ion pairs per interface were found in protein complexes [48]. 

3.1.2 Residue contribution to the binding energy 

The contacts between residues in protein complexes make important contributions to 
the binding free energy. However, the protein part of the total binding energy of the complex 
cannot simply be added up by summing the pairwise interactions between protein residues 
[49]. A measure of this non-additivity is the coupling free energy that is due to specific 
interaction between residues. This coupling free energy is usually measured by the double 
mutant cycle (see below). However, some nonspecific contributions such as the nonpolar 
energy due to the hydrophobicity of the residues appear to be additive [50].    

The contribution of a certain residue to the binding energy can be measured by site-directed 
mutagenesis where the residue is usually mutated into alanine. The residues that contribute 
to the binding energy by more than a threshold value are termed the hot spots. The energetic 
criterion to define hotspots is usually between  ∆∆ܩ ൐ ଵିܯ.݈ܽܿ݇	1.5  [51] and ∆∆ܩ ൐
 .ௗ by factors of 12 and 30, respectivelyܭ ଵ[52] representing a change inିܯ.݈ܽܿ݇	2

The interaction energy (coupling energy) between a pair of residues  is usually measured by 
the double mutant cycle [53, 54]. Defining the interaction energy between two residues X and 
Y requires four measurements of the binding energy: ∆ܩ௪௧	 for the wild-type, ∆ܩ௑→஺,௒→஺		 for 
the double mutant, and ∆ܩ௑→஺	 and ∆ܩ	௒→஺	for the single mutants. The change in the binding 
energy due to the mutations is calculated and the residues are considered to co-operatively 
interact if the effect of the mutations is more than additive. For this, the interaction energy is 
defined by: 

௑…௒ܩ∆∆ ൌ 	௑→஺,௒→஺ܩ∆∆ െ 	௑→஺ܩ∆∆ െ  	௒→஺	ܩ∆∆

Schreiber and Fersht [55] used double mutant cycles to study the interaction between a 
subset of five Barnase and seven Barstar residues in the complex of Barnase-Barstar. The 
coupling energy between two residues was found to decrease with the distance between 
them. Generally, only residues separated by less than 7 Å have significant coupling energies. 
The highest coupling energies were found between pairs of charged residues (1.6 to 7 kcal M-

1). However, a few pairs showing long-rang coupling energies were even separated by 
distances up to 15 Å. For the first time, this thesis provides a physical explanation for the 
nature of this long-range interaction (see  6.3.2). The double mutant cycle can also be used to 
calculate the interaction in the intermediate states if one uses the energy of the transition 
state instead of the binding free energy. 

Important residues for the binding process are mostly located in the core of the interfaces.  
Chakrabarti and Janin [33] analyzed the architecture of the binding interfaces of 70 
complexes and distinguished between small and large interfaces. The small interfaces 
usually form a single patch on the surface of each component protein. In contrast, larger 
interfaces are generally composed of multiple patches. Each patch consists of two regions: 
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the core (55% of the residues), made up by the residues that contain the buried interface 
atoms, and the rim (45% of the residues), consisting of those residues for which all the 
interface atoms remain solvent accessible.  Generally the rim is very similar to that of the 
solvent accessible surface whereas the core is depleted by a factor of nearly two in charged 
residues and enriched by the same factor in aromatic residues. Analyzing  the distribution of 
hot spots showed that more hot spot residues (with ∆∆ܩ ൐  ଵ) are located in theିܯ.݈ܽܿ݇	2
core area than in the rim area [56]. Guharoy [57] reported a correlation between the 
contribution of the core residues to the binding energy (∆∆ܩ) and their buried surface area. 
The correlation factor (26–38 cal.M–1.A–2) is very close to the nonpolar energy that is 
estimated via the surface area which is derived from the experimental solubility of 
hydrocarbons (20-25 cal.M–1.A–2) [50].   

Despite of the limited contribution of the residues outside the interfacial area to the stability 
of the complex, the charged residues located outside the interfaces were  found to play an 
important role in the association process prior to the bound complex [14] where the total 
electrostatic interaction between the protein affects the association rate. This fact has been 
used in a few cases to engineer protein pairs with faster  association rates by increasing the 
charge complementary of the residues outside the interfaces which can increase the 
association rate without affecting the stability of the complex [58, 59].   

3.2 Statistical thermodynamics of the association process 

There are two general features related to the association of biological molecules [11]: 
(1) Association is achieved by non-covalent interactions. This results in a weak stability of the 
complex in comparison to covalent bonding. However, the weak interactions enable the 
association to be reversible. (2) Associations are stereospecific where the two associating 
molecules fit together as lock and key. 

 An association usually involves two molecules A and B that form a complex C: 

ۯ  ൅ ۰ ⇋ ۱  

The dissociation constant (equilibrium constant) ܭௗ	ݎ݋	ܭௗ௜௦ is defined at equilibrium by the 
relative concentrations of these three molecules: 

ௗܭ  ൌ
ሾ୅ሿሾ୆ሿ

ሾେሿ
  (13)  

 The dissociation constant has the units of concentration (molar unit). The association 
constant (or the affinity constant	ܭ௔) is simply the reciprocal of the dissociation constant. 
However, the dissociation constant is usually used because of its molar unit. The dissociation 
constant is an indicator for the strength of the binding thus a small dissociation constant 
means a tighter binding. The values of the dissociation constant of the biomolecules range 
from micro-molar μM for weak binding to nano-molar nM and pico-molar pM for strong 
binding. Although the dissociation constant of the non-covalently bonded complexes is 
rarely stronger than sub-picomolar, very strong affinity (ܭௗ ൌ 10ିଵହ) can be found such as in 
the case of the Biotin-avidin complex [60] and the complex between the Ribonuclease and its 
inhibitor [61] . 

The relation between ܭௗ  and the binding free binding energy is easily derived from the 
molar free energy. The molar free energy for a solute A in an ideal solution is: 

 G ൌ ଴ܩ ൅ ܴܶ lnሾܣሿ  (14)  
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where ܩ଴	is the molar free energy of the standard state. At equilibrium, the free energy of the 
product (C) is equal to the free energy of the reactants (A and B):  

଴ܩ∆  ൌ െܴܶ ln
ሾେሿ

ሾ୅ሿሾ୆ሿ
ൌ ܴܶ lnܭௗ  (15)  

 is the free energy change of the standard state that occurs when 1M of A and 1 M of B	଴ܩ∆
associate to form 1 M of C. 
 To get an idea of the energetic factors that affect the association we have to look at the 
problem from the viewpoint of statistical thermodynamics. The partition function Q of a 
molecule A can be broken into various terms [9, 11]: 

 Q ൌ ௦ݍ௖௙ݍ௩ݍ௥ݍ௧ݍ௖௧ݍ  (16)  

where ݍ௖௧ denotes the contributions of intermolecular contacts with other molecules in the 
complex, ௧ݍ	  is the translational contribution, ௥ݍ	  is the rotational contribution, ௩ݍ	  the 
vibrational contribution, ݍ௖௙ the contribution of conformational flexibility, and ݍ௦ accounts 
for solvation effects. The free energy of N molecules is given by [9, 11, 62]: 

ܩ  ൌ െ݇ܶ ln ቆ
Qே

ܰ!
ቇ  (17)  

The free energy of the association process is the sum of the free energy of the molecular types 
A, B and C. Thus  we get [9, 11]: 

ܩ  ൌ െ݇ܶ ln ቆ
Q஺
ேQ஻

ேQ஼
ே

஺ܰ! ஻ܰ! ஼ܰ!
ቇ  (18)  

At equilibrium, the free energy is at its minimum. Finding the minima of eq. 6 leads to the 
following equilibrium condition  [9, 11]: 

 
Q஺Q஻
Q஼

ൌ ஺ܰ ஻ܰ

஼ܰ
 (19)  

Comparing this equation with eq.  13 yields: 

 
1
ௗܭ

ൌ
Q஼ܸܣሚ

Q஺Q஻
 (20)  

Here, V is the volume and ܣሚ  is Avogadro’s number. Now we can break the partition 
functions into components (eq. 16): 

 
1
ௗܭ

ൌ ቆ
ݐCܿݍ

ݐBܿݍݐAܿݍ
ቇ ቆ

ሚܣܸݐCݍ

ݐBݍݐAݍ
ቇ ቆ

ݎCݍ
ݎBݍݎAݍ

ቇ ቆ
ݒCݍ

ݒBݍݒAݍ
ቇ൭

C݂ܿݍ
B݂ܿݍA݂ܿݍ

൱ቆ
ݏCݍ

ݏBݍݏAݍ
ቇ (21)  

The volume V was combined with the translational component because that is the only 
component to be affected by V (see eq. 24 below). Now it is clear that we can break the free 
binding energy into the following additive terms: 

଴ܩ∆  ൌ ௖௧ܩ∆
଴ ൅ ௧ܩ∆

଴ ൅ ௥଴ܩ∆ ൅ ௩଴ܩ∆ ൅ ௖௙ܩ∆
଴ ൅  ௦଴ܩ∆

(22)  

3.2.1 Entropy loss upon association 

Upon association, the loss of the translational free energy counteracts the binding. The 
translational part of the partition function is proportional to the volume occupied by the 
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molecule; the smaller the volume, the more the molecule is restricted and the lower the 
entropy [9, 62]: 

௧ݍ  ൌ ܸ ൬
ܶ݇݉ߨ2
݄ଶ

൰

ଷ
ଶ
ൌ
ܸ
Λଷ

 (23)  

m is the mass, h is Planck’s constant, and	Λଷ is the volume of the quantum mechanical cell. 
The translational free energy is given by the relation: 

௧ܩ∆ 
଴ ൌ െܴܶ ln ቆ

ሚܣܸݐCݍ

ݐBݍݐAݍ
ቇ ൌ െܴܶ ln ቆ

Λ஺
ଷΛ஻

ଷ ሚܣ

Λ஼
ଷ ቇ (24)  

If we consider the binding of a small ligand with  a molecular weight of 100 Da to a protein 
we get as loss in the translational free energy upon association a value of  about [11]: 

࢚ࡳ∆
૙ ൎ ૡ. ૝	ିࡹ.࢒ࢇࢉࡷ૚				 

 It is important to note that the dependence on mass is low since a ten-fold increase in the 
mass increases the free translational energy by only 2	݈݇ܿܽ.ିܯଵ. This energetic contribution 
is mostly, but not entirely, of entropic origin. The enthalpic part equals 3 2⁄ ܴܶ ൎ
  .ଵ at room temperature [11]ିܯ.݈ܽܿ݇	0.9
Similarly to the translational free energy, the loss in the rotational free energy is independent 
from the mass and counteracts the binding process. It is estimated to be in the range [11]: 

૙࢘ࡳ∆ ൎ ૡ. ૛	ିࡹ.࢒ࢇࢉࡷ૚ 

This loss is mostly entropic as well with only 3 2⁄ ܴܶ ൎ ଵିܯ.݈ܽܿܭ	0.9  as the enthalpic 
contribution. 
In contrast, the vibrational free energy contribution favors the bound state. The complex of 
two molecules has six new vibrational degrees of freedom that were not present in the 
separated molecules. Depending on the vibrational modes in the complex, the vibrational 
entropy can be of larger importance and highly variable in the case of protein-protein 
association. The vibrational entropy can be estimated by normal mode analysis [63]. A rough 
estimation of the vibrational free energy change upon protein-protein association gave a 
value of [11]: 

૙࢜ࡳ∆ ൎ െ૝. ૟	࢕࢚ െ ૟. ૞	ିࡹ.࢒ࢇࢉࡷ૚ 

The total negative contribution of the restriction of the motions upon association 
(translational, rotational and vibrational) is thus: 

࢜ା࢘ା࢚ࡳ∆	
૙ ൎ ૚૙ െ ૚૛. ૛	ିࡹ.࢒ࢇࢉࡷ૚ 

The contribution of forming contacts must exceed this value to allow for binding to occur. 
Since the enthalpic contribution to the translational and rotational free energy is small, and is 
conserved during association, we can consider the loss of the free energy due to restricting 
the motion of the reactants as purely entropic in origin. 

 

3.2.1.1 Conformational changes upon association 

Associations can be accompanied by conformational changes that may cause a 
decrease in the conformational entropy. The conformational changes can either be limited to 
the mobility of the side chains or also include the backbone.  An important example for the 
latter case is the local folding of unstructured parts of a protein upon binding [64]. However, 
it came  almost as a shock that, nowadays, about 40% of the proteins in the human proteome 
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are expected to be intrinsically disordered and become fully or partly structured only upon 
binding to their partners [65, 66]. The functionality of these intrinsically disordered proteins 
[67] recently opened up a new era in the field of structural biology after fifty years of 
research have concentrated on defining the structure of the proteins under the assumption 
that the functionality is encoded in the structure. 

The folding of the unstructured parts upon binding will add an additional energetic penalty 
to the binding free energy by decreasing the conformational entropy. Spolar and Record [64] 
analyzed experimental data of many proteins and gave an estimation of 5.6 cal.K-1 for the loss 
of the conformational entropy upon folding per residue. In the same study they noticed that 
the change of conformational entropy is zero for the association processes of many 
complexes.  

The entropic penalty of the conformational changes during the binding process can be very 
low if its price was paid prior to the binding process. In this context, there exist  two main 
working models about  the mechanisms of  conformational changes upon binding  : the 
induced fit model and the conformational selection [68]. According to the “induced fit” 
hypothesis, the conformational changes are induced by the association process [69]. The 
“conformational selection” hypothesis assumes that the association process takes place once 
the bound conformation is adopted due to thermal motion. For this, the bound conformation 
is assumed  to be populated, prior to the binding interaction, as one conformation in  the 
ensemble of  interconverting conformations at thermal equilibrium [70].  For a long time the 
induced fit model was the dominating model to explain conformational rearrangements 
during binding. A new study by Lange et al. [71] revealed that conformational selection, 
rather than induced-fit, is the mechanism that determines how complexes involving the 
protein ubiquitin form. In this study, the authors presented a structural ensemble of 
ubiquitin from a long dynamics simulation of microseconds length that was refined against 
residual dipolar couplings (RDCs) measured by NMR. The ensemble covered the complete 
structural heterogeneity observed in 46 crystal structures where ubiquitin was bound to 
other proteins. A large part of the solution dynamics was concentrated in one concerted 
mode, which accounts for most of ubiquitin's bound conformations and ensures a low 
entropic cost upon formation of the complex [71]. 

The association between biomolecules is not necessarily accompanied by a reduction in the 
conformational entropy.  Several studies showed that the motion can also increase or remain  
the same within molecular complexes [72]. Zídek reported that the backbone flexibility of 
mouse major urinary protein increases upon binding of a hydrophobic ligand [73]. The 
associated increase in backbone conformational entropy of the protein appears to make a 
substantial contribution toward stabilization of the complex [73]. Chang and McCammon 
[74] studied the change in configurational entropy (conformational and vibrational) changes 
upon complex formation between the protein kinase A (PKA) and A-kinase anchoring 
proteins (AKAP). PKA is a promiscuous protein because it uses a single face to interact with 
multiple A-kinase anchoring proteins. The results show that the majority of configurational 
entropy loss was due to decreased fluctuations within rotamer states of the side chains and 
not due to the usually assumed decrease in the number of rotamer states available to the side 
chains. Moreover, they found a direct linear relationship between the total configurational 
entropy and the number of favorable, alternative contacts available within hydrophobic 
environments. They proposed a general strategy for promiscuous proteins to be proceed 
through an  increase in the configurational entropy by providing alternative contact points at 
its interface [74] . 
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3.2.1.2 The entropy gain by releasing water from the interfaces 

Most proteins have a few hydration sites at their protein surfaces that can bind water rather 
tightly. Displacing these tightly bound water molecules upon association can be an 
important driving force for the association. Dunitz [75] used experimental thermodynamic 
data to estimate the entropic contribution for releasing a water molecule bound to  the 
protein to the bulk water. The entropy of tightly ordered water in crystals is about 10 cal .M-1 

K-1. On the other hand, the entropy of liquid water at room temperature is 16.7 cal .mol-1 K-1. 
The difference is 6.7 cal.M-1 K-1. This means that displacing one tightly bound water molecule 
upon binding favorably contributes up to 2 kcal.M-1 to the free binding energy. This factor is 
not very important when a small molecule binds to a protein as it cannot displace many 
water molecules. However, the association of proteins can displace a sizeable number of 
water molecules. The entropic gain due to the release of these water molecules is an 
important factor in driving the association process. For example, the displacement of 10 
water molecules can contribute to the free binding energy up to 20 kcal. M-1 which is enough 
to counteract the negative contribution of the translational and rotational free energy (10 kcal 
.M-1). 

3.3 The intermolecular forces between proteins 

The non-covalent interactions between molecules differ in their range of interaction, 
specificity, and strength. The strength of non-covalent interactions between proteins (5-15 
kcal.M-1 ) is much weaker than the strength of the weakest covalent interactions (chemical 
bonding) that  range between 47-190 kcal.M-1 [76]. However, it is of crucial important that 
non-covalent interactions of transient complexes are of this magnitude because this enables 
the proteins to bind with a sufficient life-time to exert their cellular functions and then to 
dissociate again.  

3.3.1 The electrostatic interactions 

In principle, all forces between molecules are electrostatic in origin due to the way how 
atoms are built up from charged electrons and protons. However, in the molecular modeling 
field, the term electrostatic is usually reserved for interactions that occur between charged or 
dipolar particles. The electrostatic interaction between two point charges q1 and q2 separated 
by a distance r in a medium of dielectric constant ɛ is given by Coulomb’s law ( in CGS 
units):      

       ௘ܷ௟ ൌ
ଶݍଵݍ
ߝ ݎ

 (25)  

The electrostatic interaction is usually the longest interaction in range. The range of the 
electrostatic interactions is variable according to the multipole character of interacting 
molecules. The energy between two charged particles (monopoles) falls off with distance r as 
1/r. The net energy of the electrostatic interactions that involve dipoles or quadrupoles is 
much shorter in their range. For example, the net electrostatic energy between a charge and a 
dipole falls off with	1 ⁄ଶݎ ; moreover, the energy between two dipoles falls off with	1 ⁄ଷݎ . This 
explains the important role of charged residues in the association process in spite of the polar 
nature of many non-charged residues. Relative to the considerable strength of electrostatic 
interactions in vacuum (at ߝ	 ൌ 1 ), the electrostatic interaction is strongly reduced (i.e. 
screened) in water due to the high dielectric constant of the water (ߝ ൎ 78.5	). As an 
example, the electrostatic interaction between an Na+ and Cl- ion pair in vacuum at 0.3 nm 
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distance is about 100 kcal.M-1. If the same interaction occurs in water, the interaction is only 
about 1.3 kcal.M-1 which equals about 2 RT at room temperature (ܴܶ ൎ    .(ଵିܯ.݈ܽܿ݇	0.6

Calculations based on the methods of continuum electrostatics [77, 78] suggest that Columbic 
interactions between buried ions pairs are generally not strong enough to compensate for 
unfavorable desolvation effects. Thus the overall contribution of electrostatic interactions to 
an assembly process would, in general, be expected to be unfavorable. Moreover, the charge 
complementarity which is favorable at  protein-protein interfaces [79] is not really favorable 
to optimize the interaction which is controversial; rather it is related to minimization of the 
loss in the solvation energy due to burial of a single charged residue. 

Also electrostatic interactions between buried salt bridges in the protein interior were 
reported to be destabilizing [38]. Even simple hydrophobic interactions provided more 
stabilizing energy than the buried salt bridge [38]. Hendsch and Tidor [80] studied the 
electrostatic contribution to the free energy of folding for 21 salt bridges in 9 protein crystal 
structures using a continuum electrostatics approach. The majority (17) were found to be 
electrostatically destabilizing. In another study, Lee and Tidor [63] studied the electrostatic 
interaction between Barnase and Barstar. They found that the Barstar interface is 
electrostatically optimized to interact with Barnase by reducing the desolvation energy. 
Sheinerman and Honig [77] used the continuum electrostatics method to investigate the 
contribution of electrostatic interactions to the binding of four protein–protein complexes; 
barnase–barstar, human growth hormone and its receptor, subtype N9 influenza virus 
neuraminidase and the NC41 antibody, the Ras binding domain (RBD) of kinase cRaf and a 
Ras homologue Rap1A. In two of the four complexes electrostatics were found to strongly 
oppose binding (hormone–receptor and neuraminidase–antibody complexes), in one case the 
net effect was close to zero (Barnase–Barstar) and in one case electrostatics provided a 
significant driving force favoring binding (RBD-Rap1A) [77]. They concluded that the 
important factor in defining the contribution of the electrostatic interactions is the extent to 
which the desolvation of buried charges is compensated by the formation of hydrogen bonds 
and ion pairs. 

Our ability to estimate the importance of electrostatic interactions by continuum 
electrostatics methods is limited by the knowledge of the relative dielectric constant. Most 
continuum electrostatic methods use a value of 80 for water and an internal dielectric of 2-6 
inside the protein. Moreover, the possible contribution of a structured solvent is not 
accounted for.  The picture that emerged from our simulation of the binding process of two 
proteins (see  6.3) show that the water mediation is very important in charged interface 
between Barnase and Barstar. Moreover, the interfaces are not desolvated as is assumed here 
but rather keep most of their first hydration shells which are responsible for the majority of 
the solvation free energies. In spite of having evidences from crystal structures of protein 
complexes about the hydrated nature of the interfaces, the existence of these water molecules 
is commonly ignored and the crystal water is simply removed before processing the 
structures. This can lead to closing the water gaps between the interfaces during the energy 
minimization which is usually performed before the calculations.  

The electrostatic interactions are the most important factors in determining the rate of 
association between proteins. Mutations on non-charged residues led to rather small changes 
of the binding rates  whereas  mutations of charged residues can affect association rates by 
more than 20-fold [58, 59]. Moreover, the relation between the association rate and the 
electrostatic interactions and the ionic strength was found to follow he Debye–Hückel energy 
for the  interaction between a pair of proteins [58].  
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3.3.2 The Hydrophobic effect  

Hydrophobic interactions are responsible for several biological processes such as the 
aggregation of amphiphilic lipids into bilayers, the burial of hydrophobic residues in 
proteins that helps proteins to fold, and the aggregation of protein subunits into multi-
subunit quaternary structures [81, 82]. 

The importance and the nature of the hydrophobic effect is one of the most complicated 
points in understanding the driving forces in biology. Before going into details about the 
hydrophobic effect, one should clarify two main points. First, the recent investigations  of the 
hydrophobic effect showed that this effect is complex and cannot be explained by one 
generic mechanism [83]. Second, the common understanding about this effect is heavily 
populated with nonscientific explanations based on the concept of “love and hate“. Many 
terms such as “hydrophobic interaction” and “hydrophobic bond” and “hydrophobic effect 
”[84, 85] are used to describe the tendency of the hydrocarbons to aggregate in aqueous 
solution. Indeed, all these terms are not accurate and populated the scientific understanding 
of these phenomena. Hildebrand [84] objected that the word “phobia” is inappropriate 
because alkyl chains in micelles of soap are not bonded together by phobia for surrounding 
mater; they stick together just as strongly in the absence of water. Moreover, the recent 
understanding of the hydrophobic effects shows that this effect originates from the complex 
behavior of the water and there is no special physical interaction between the hydrophobic 
materials themself.  

As just pointed out, there is no single generic mechanism for the origin of the hydrophobic 
effect. The recent understanding of this effect distinguishes between the hydrophobic effect 
on a small scale (“small hydrophobes”) which is entropic in origin, and the hydrophobic 
effect on a larger scale which is enthalpic in origin. Both of the mechanisms are related to the 
effect of the solute on the hydrogen bond network in water [35, 86].   

The nature of the hydrophobicity observed for  small hydrophobes that drives the clustering 
of small hydrophones in water is usually explained by the “iceberg” model suggested  by 
Frank and Evans [87] and formulated later by Kauzmann [88]. According to this model, 
when a small-solute (like a methane molecule) is inserted in the water, it will exclude the 
centers of water molecules from a spherical volume. If this volume is small enough to fit 
inside the network of water hydrogen bonds without breaking them , water molecules can 
adopt orientations that allow hydrogen-bonding patterns to go around the solute (Figure 
6a). The new restriction in the orientation of the water molecule around the solute “the 
iceberg” will decrease the entropy of the water molecules. The clustering of small 
hydrophobes in water is induced by the gain in entropy by releasing these water molecules 
to the bulk water [35, 86].  

The hydrophobicity on a larger scale is explained by the hydrophobic dewetting model 
(Figure 6b). If a large solute (usually larger than 1 nm) is inserted in the water, the low 
curvature of its surface will make it impossible for adjacent water molecules to maintain a 
complete hydrogen bonding network with the surrounding liquid. To minimize the loss of 
hydrogen bonds, water tends to move away from the large solute so that an interface of 
vapor-like water is formed around the hydrophobe (hydrophobic dewetting) [86]. The 
significant changes of  the total number of hydrogen bonds will lead to  a decrease in the 
enthalpy of the water molecule [35]. When two hydrophobic surfaces come closer than a 
critical separation distance Dc, a drying transition takes place in the space between the 
surfaces termed “microscopic capillary evaporation” and the resulting imbalance in pressure 
causes the two surfaces to attract [35, 82, 86]. Thus, the attraction between the two large 
hydrophobic surfaces results from the enthalpy gain upon evaporation of the water of the 
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interfaces. The hydrophobic dewetting is considered as a major component of the forces that 
fold and stabilize the structure of biomolecules [35, 44, 82, 86, 89-92]. Berne and coworkers 
[89, 90] used MD simulations to show that the hydrophobic dewetting is taking place during 
protein folding. We have shown that dewetting is taking place during protein association 
when two hydrophobic interfaces are close to each other [36]. 

 
Figure 6. Hydrophobicity on small and large scale 
(a) “Iceberg” model of hydrophobicity for small hydrophobes [82]. (b) The hydrophobic dewetting between large 
hydrophobic surfaces. The figure is taken from reference [82]. 

3.3.3 The hydrogen bonding  

The hydrogen bonding interaction is one of the most important non-covalent 
interactions in the biological world. In particular, the hydrogen bonding is considered as one 
of the main players in defining the three-dimensional conformation of biological 
macromolecules. The secondary structure of proteins and DNA is defined mainly by the 
hydrogen bonds between the amino acids and nucleotide basis. The unique feature of the 
hydrogen bonding is its specificity in comparison with other non-covalent interactions. The 
importance of hydrogen bonding for the stability of protein complexes is well characterized. 
Janin and co-workers [46] found that protein-protein complex contain about 10 
intermolecular hydrogen bonds (approximately one hydrogen bond per 170 Å2). About one 
third of these hydrogen bonds involves at least one charged residue and 13% are formed 
between two charged groups [46]. 

 A hydrogen bond D—H·····A is formed when a hydrogen atom which is covalently bonded 
to an atom D (donor) interacts with a region of high electron density in another atom A 
(acceptor) where D is an atom with electronegativity greater than that of hydrogen and A 
can be any σ or π electron donor. The hydrogen atom is attracted to both atoms, D and A and 
plays the role of a bridge between them. After the formation of the hydrogen bond, the 
distance between the bonded atoms is closer than the sum of their van der Waals. On the 
other hand, the length of the covalent bond D—H is somewhat increased and its IR 
stretching frequencies are shifted to lower frequencies. However, the definition of the 
hydrogen bonding is still controversial. The early picture of the hydrogen bond was 
introduced by Pauling [93] as an electrostatic interaction where only very electronegative 
atoms (F, O, Cl, N and Br) were considered to be able to form a hydrogen bond. Pimentel 
and McClellan [94] gave a more comprehensive definition of a hydrogen bond by 

D > Dc  D < Dc  
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considering that donors such as C—H and acceptors such as π electrons can participate in a 
hydrogen bond which is generally weak. 

The directionality of the hydrogen bonding is the tendency to be located on or near the lone-
pair orbital axis of the acceptor. The strength of the hydrogen bond increases by increasing 
the linearity of the angle (D—H·····A) [95, 96]. The importance of the directionality is related 
to the strength (and nature) of the hydrogen bond. The very strong hydrogen bonds are very 
linear to enable the sharing of the electron pair. On the other hand, the hydrogen bonds with 
weak to moderate strength are more flexible regarding the directionality.  

The enthalpy values reported in the literature for hydrogen bonding range from - 0.5 kcal.M-1  
to -37 kcal.M-1 [95, 97, 98]. The hydrogen bonds are usually classified into three types 
according to the strength of the bond [99]: strong( < -15 kcal.M-1  ), moderate ( -4 to -15 kcal.M-

1)  and weak ( > -4 kcal.M-1). Most hydrogen bond energies between small molecules range 
from -3 to -10 kcal.M-1 [100]. Also the hydrogen bonds in the biological world are mostly of 
weak to moderate strength (3-9 kcal.M-1). However, this range of strength is most suitable  for 
biological processes , since these hydrogen bonds  are stable enough to provide significant 
binding energies , but sufficiently weak to allow rapid dissociation [8].  

3.3.3.1 The nature of the hydrogen bonding 

  Giving a brief description of the physical nature of the hydrogen bonding is 
important for the following discussion about its treatment in force fields. Hydrogen bonding 
is not a simple interaction. The attractive force of the hydrogen bonding is the result of many 
different interactions where many components contribute to the hydrogen bonding energy 
[95, 101, 102]. There are at least four component interaction types in hydrogen bonding [101, 
102]: electrostatics ES, polarization PL, van der Waals (dispersion DISP/ electron exchange 
repulsion EX ), and covalency (charge transfer CT). These components provide to the 
hydrogen bonding a bimodal nature of a partly non-covalent and partly covalent bond. 
Charge transfer describes  the transfer of electrons from an occupied orbital of one molecule 
to the unoccupied orbitals of the other and this makes the hydrogen bond  similar to a 
covalent bond [102]. 

Generally, the hydrogen bonding interaction was considered mainly electrostatic and 
sometimes covalent [102]. The calculations of Coulson and Danielsson showed that the long 
hydrogen bond is essentially electrostatic with a covalent contribution of only a few percent 
[95, 103]. Morokuma and Umeyama [101] showed that the contribution of the energy 
components are strongly distance dependent. At a relatively small separation, electrostatics 
ES, CT, and PL can all be important attractive components, competing against a large EX 
repulsion. At longer distances for the same complex the short-range attractions CT and PL 
are usually unimportant and ES is the only important attraction. On the other hand, the very 
strong hydrogen bonds (energy < -20 kcal mol-1) have a quasi-covalent nature with a large 
charge transfer contribution [102]. In general, the magnitudes of the component 
contributions to the total energy of the hydrogen bonding is reflected in the strength of the 
bond (Figure 7) [99]: the very strong H-bond is  strongly covalent with strong directionality, 
the moderate strength is mostly electrostatic with moderate directionality and the weak H-
bond is a combination of electrostatics/dispersion  with weak directionality. 
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Figure 7. The nature of the hydrogen bonding. 
The range of the hydrogen bonding strength is widely spread depending on the nature of the bond and the 
relative contributions. The very strong hydrogen bonding is mainly due to the covalent bonding. The moderate to 
strong hydrogen bonding (up to 15 kcal.M-1) is dominated by the electrostatic interaction. The very weak 
hydrogen bonding is mainly to due to the van der Waals interactions.  

3.3.4 The van der Waals interactions 

The van der Waals interactions are the shortest-ranged interactions. They are active 
when the atoms are very close. As the separation is reduced, the energy decreases, passing 
through a minimum. The energy then rapidly increases as the separation decreases. The van 
der Waals interactions are of complex nature. They consist of the attractive dispersive 
interactions (London forces) and the repulsive exchange forces. The dispersive interactions 
are due to instantaneous dipoles which arise from the fluctuations in the electron clouds 
which in tum induce a dipole in neighboring atoms. The attractive dispersive interaction 
varies as	1 r଺⁄ .The repulsive exchange forces are of shorter range than the exchange forces. 
The exchange forces have a quantum mechanical origin to prevent the overlap between the 
atoms because any two electrons in a system are prohibited to have the same set of quantum 
numbers.  

Various functions were used to model the van der Waals interactions in  empirical force 
fields such as Buckingham potential, Morse potential and Lennard-Jones potential :. The 6-12 
Lennard-Jones potential is used in many important force fields like OPLSAA [104]: 

       ܷ௩ௗ௪ ൌ ߝ4 ൬ቀ
ߪ
ݎ
ቁ
ଵଶ
െ ቀ

ߪ
ݎ
ቁ
଺
൰ (26)  

The collision diameter ߪ is the separation at which the energy is zero. The well depth ߝ is the 
minimum of the energy. Although the attractive van der Waals energies are small, they can 
make significant contributions to the binding energy when they are summed over a 
molecule. For example, a methylene group in a hydrocarbon contributes about 2 kcal.M-1. 
Thus they can be very important for large hydrocarbons. The van der Waals forces are of 
central importance between the forces at the macroscopic scale [76].  
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3.4 Modeling of the bimolecular interactions 

Three major categories of force fields are usually used in the field of biomolecular 
modeling  [105, 106]: (i) statistical effective energy functions (EEEF) such the one in Rosetta 
[107] where the energies are derived from the frequency of contacts between atoms or 
residues in the protein database and; (ii) empirical effective energy functions (EEEF) such as 
FOLDX [105] that  combine a physical description of the interactions with lessons learned 
from experiments to derive an energy function that can reproduce the experimental free 
binding energy; Both the statistical and the empirical energy functions are widely used in the 
field of protein design because of their cheap computational cost; (iii) physical effective 
energy functions which are the well-known molecular mechanics (MM) force fields [104, 108-
111].  

3.4.1 Molecular mechanics  

The molecular mechanics force-fields are based on the Born-Oppenheimer Approximation 
[112] to the Schrödinger equation where  the motions of the electrons are separated from the 
motions of the nuclei. This is generally a good approximation because the nuclei—much 
heavier than the electrons—will move only very little  on the fast timescale of electronic 
vibration [113]. Then the potential energy is expressed with respect to the nuclei positions. 
The potential energy of a molecule is constructed as the sum of the different empirical 
additive terms accounting for the bonding and non-bonding interactions: 
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(27)  

The potential functions are different from a force field to another and are balanced inside the 
same force field to reproduce experimental data or data from QM calculations. The possible 
treatment of hydrogen bonding interaction is explained in the following in more detail 
because the explicit hydrogen bonding energy is used to quantify the water mediation 
between the proteins in chapter 6 (see  6.3).    

3.4.1.1 Treatment of the hydrogen bonding in molecular mechanics force fields 

Most of the recent force fields account for the non-covalent interactions by a 
combination of electrostatic (coulomb) and van der Waals terms. The contribution of the 
hydrogen bonding is implicitly included in these two terms. Accounting for the polarization 
effect in an explicit way is possible when a polarizable force field is used. However, the 
covalent component of the hydrogen bonding interaction due to charge transfer is not 
included in the nonbonding terms. This covalent part is directional  and  a directional explicit 
hydrogen-bond term is needed to account for it [114].  
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Most of the discussion about the proper treatment of the hydrogen bonding interaction in 
molecular mechanics force fields took place in the early stages of force field development. In 
protein force fields, the general tendency was to cancel the explicit hydrogen bonding term 
and to include it implicitly in the electrostatic (coulomb) and Van der Waals terms. For 
example, Hagler and Lifson [115] found that the explicit hydrogen bond function was 
unnecessary. Kollman first included an explicit hydrogen bonding term in his early version 
of AMBER [110] but this term was  turned off later. Similarly, the early version of CHARMM  
[108] included an explicitly hydrogen bonding term which was turned off later [116]. 
However, several  force fields that are in use today in the fields of organic chemistry and in 
medicinal chemistry are still using a directional  explicit term for the hydrogen bonding such 
as the MM2 [117], MM3 [118] ,MM4 [114], Yeti [119] and Grid [120] force fields.  

Does the explicit hydrogen bonding term improve the force field? In general, it is not easy to 
judge whether the explicit treatment of the hydrogen bonding improves force fields. As 
mentioned above, the explicit term was turned off in many force fields in later years. In a 
comparative study of the reliability of many different force fields regarding the modeling of 
hydrogen bonding and π stacking interactions, Paton and Goodman [121] found that the 
OPLSAA [104] and MMFF94 force fields [122] best reproduced the ab initio energies and 
geometries for the S22 and JSCH2005 data sets [123]. Both of these force fields, which do not 
have explicit term for the hydrogen bonding, were superior to the force fields with explicit 
hydrogen bonding terms such as the MM2 [117] and MM3 [118] force fields. Using the 
explicit term seems most advantageous for molecules where charge transfer makes a large 
contribution to the hydrogen bonding energy. This is rarely the case for hydrogen bonds of 
water molecules or proteins. Indeed, the electrostatic character is dominant for moderate 
strength bonds such N—H·····O, O—H·····O and O—H·····N bonds [102] which are the 
usual pattern in proteins and water. Thus we expect that the modern force fields give 
reasonable results regarding hydrogen bonding in the solvated protein systems studied here. 

3.4.1.1.1 Examples of the explicit hydrogen bonding terms in molecular mechanics 

The program Xplor-NIH [124] still uses an explicit term for the hydrogen bonding by using a 
directional  Lennard-Jones potential: 
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 where ݎ஽஺ is the donor-acceptor distance, atoms AA, is the antecedent atom, and I, j ,n and 
m are positive integers. sw is the usual switching function that is used for the Van der Waals 
in the early version of CHARRM [108]  to maintain a continuous and smooth function to the 
cutoff point. However, this potential is taken from the early versions of CHARMM [108] 
where the hydrogen bonding was explicitly included in the potential energy  and the second 
angular term was turned off in that early version n=0.  

The grid force field [120] used a directional 6-4 CHARMM-like potential to account for the 
hydrogen bond energy with an angular term for  the angle "ܦ െ   .(see Figure 8)	”ܣ⋯ܪ

ு஻ܧ        ൌ ቆ
ܥ

஽஺ݎ
଺ െ

ܦ
஽஺ݎ
ସ ቇ ൈ   ஽ିு⋯஺ሻ (29)ߠ௠ሺݏ݋ܿ



 
 

27 
 

m is usually 4. 

 

 
Figure 8. Definition of hydrogen-bond geometry used in Grid and XPLOR force field. 

Since hydrogen bonding is due to the interaction of a hydrogen atom with a lone-pair, few 
force fields included an additional term to account for the relative position (orientation) of 
the lone-pair that is hydrogen bonded. Examples are the MM4 [114] and the Yeti [119] force 
fields. The Yeti force field [119] used a potential function for  hydrogen bonds (and salt 
bridges ) similar to the previous function with an additional angular dependency of the 
angular deviation of the H-bond from the  closest lone-pair direction at the accepting atom 
(angle H-A-LP in Figure 9): 
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Figure 9. Definition of the hydrogen-bond geometry used in the YETI force field. 
D is the donating atom, A is the accepting atom, LP is the lone electron pain. 
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3.4.2 Molecular dynamics 

The classical molecular dynamics simulation (MD) is based on Newton’s equations of 
motion 

 

݀ଶ࢏࢘
ଶݐ݀

ൌ
࢏ࡲ
݉௜

 

࢏࢘݀
ݐ݀

ൌ  ࢏࢜

(31)  

Here ࢏࢘	 and 	࢏࢜ are the position and the velocity of atom i,	࢏ࡲ ൌ
డ࢏ࢁ
డ௥೔

 is the force on the atom i.  

 The Born-Oppenheimer approximation [112] enables us to neglect the electronic motions 
and only consider the nuclear motions. Thus, quantum effects are generally ignored. The 
classical MD is suitable for a wide range of problems such as modeling the conformational 
changes of inorganic and organic molecules and their non-covalent interactions. However, a 
quantum mechanics (QM) or hybrid (QM/MM) treatment is needed when we want to study 
important electronic changes of molecular systems such as bond formation. 

The equations of motion are solved numerically. This is normally done using an efficient 
method like the leap-frog algorithm [125]. The forces ࢏ࡲሺݐሻ at time ݐ are computed from the 
coordinates at time ݐ using the force field potential. The leap-frog algorithm uses forces ࢏ࡲሺݐሻ 

and positions ࢏࢘ሺݐሻ		 at time ݐ	 and velocities ࢏࢜ ቀݐ െ
∆௧

ଶ
ቁ  at time ݐ		 െ ∆௧

ଶ
 ; then it updates 

positions and velocities: 
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(32)  

The initial coordinates are usually obtained from experimental structures, mainly from X-ray 
crystallography or NMR solution structures. However, the only relevant information 
available about atomic velocities is the system’s temperature T, which determines the 
velocity distribution. Thus, initial velocities are usually randomly assigned from the 
standard Maxwellian velocity distribution at a temperature T. 

The size of the time step 	∆ݐ	 determines the magnitude of the error associated with the 
integration algorithms. An appropriate time step should be small in comparison to the 
period of the motions of highest frequency (the fastest motions) in the simulated system. A 
good rule of thumb for selecting 	∆ݐ	 is   ఛ

∆௧
	ൎ 20	[126] where		߬	is the period of the fastest 

motion in the system . The fastest motions in proteins are the stretching vibrations of the 
bonds connecting hydrogen atoms to heavy atoms (X—H stretching). The frequency of these 
motions is in the order of 3000 cm-1, implying a time step of	∆ݐ ൌ 0.5	fs. On the other hand, 
the stretching modes between heavy atoms X—X have frequencies around 1500 cm-1 
implying a time step	∆ݐ ൌ 1	fs. Constraint algorithms such as LINCS [127] and SHAKE [128] 
are usually used to remove the fast (high frequency) motions from the numerical integration 
to allow for larger time steps to get longer simulations.  
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4 Dielectric permittivity in biological systems  

This chapter provides a general introduction into the theory of electric polarization in solution and in 
biological system. The derivation of formulas to compute the dielectric permittivity is presented in this 
chapter. Theses formulas were used to study the permittivity of the water molecules in the interfacial gaps 
between two interacting proteins (chapter 6). The derivation of the fluctuation formula ( 4.3) was published 
in  Nature Communications in 2011 [2].  

4.1 Background: electric polarization  

The main task for the theoretical description of the dielectric permittivity in modern 
times is finding a macroscopic continuum description of the electrostatic interactions on 
the basis of the structural information and the dynamic behavior at the atomistic scale. 
Remarkably, the concepts of the electrostatic theory were developed in the 19th century 
based on the continuum nature of matter before the atomistic view of matter was 
understood. However, this macroscopic approach is not applicable to the microscopic 
level. The microscopic theory of electric polarization is mainly due to Böttcher. In the 
following, I will follow his approach and notation. As the concept of the electric field in 
the electric permittivity field is often discussed in a wrong way, I decided to present a 
detailed background that is needed to understand and judge the derivation presented 
here.    

In the following, the Gaussian (CGS) system of units will be used for consistency with 
most of the scientific literature. Care should be taken when using the equations with the 
(SI) units where the equations should be modified to include the permittivity of free space 
 ଴ in SI system of units is substitutedߝ ଴ (see appendix C in Griffiths [129]). In general theߝ
by  ଵ

ସగ
  in the Gaussian units	ሺߝ଴ → 	

ଵ

ସగ
ሻ. To simplify the notation in many equations, I will 

use the vectorial components in the direction of a unit vector e. 

4.1.1 Localized charge distribution: the electric dipole moment 

The electric field at a point in vacuum is related to the charge distribution through 
the Gauss’ law. The main electrodynamics relations of the electric field in vacuum are: 

 

 Gauss's law                     4  E  

0  E  

- Ε  

(33)  

Here E is the electric field,  is the electric potential and  is the charge distribution. 

In biochemical systems, the electrostatic interactions are much more complex than the 
simple form of the Coulomb’s law that uses charge points. The electrostatic interaction in 
the real world takes place between charge distributions (such as the electronic cloud 
around atoms or molecules). The electric field and the electric potential of a localized 
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charge distribution   at point r (away from the distribution) are defined by the integration 
over the volume elements d  of volume of the charge density [129]: 

Coulomb’s  law    
2

ˆ
v

d



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 (34)  
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(35)  

The unit vector	ܚො ൌ ܚ́ିܚ

|ܚ́ିܚ|
 points from the volume element d   to the point r (see Figure 

10a). The charge element dq in the volume element d  is  dq d   r . 

To simplify the electrostatic interaction, a charge distribution (of a net charge	࣫) can be 
represented through electric multipoles. The usage of the electric multipoles is an 
approximation of the charge distribution by using the binomial expansion of the potential 
in powers of 1/r (see Figure 10b): 
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The first term of the expansion is the monopole. The monopole is the common point 
charge and it contains the total net charge in the distribution 	࣫ ൌ ݍ݀׬ . The electric 
monopole is not related to the geometry (size, shape, and density) of the charge 
distribution. The potential of the monopole (Φ௠௢௡௢௣௢௟௘ሺܚሻ ൌ ࣫ ⁄ݎ  ) is the dominant term in 
the potential as it goes like	1 ⁄ݎ . The second term is the dipole moment: 

 

In contrast to the monopole, the dipole moment is determined by the geometry (size, 
shape, and density) of the charge distribution. When the total charge of the system is 
zero	ሺ࣫ ൌ 0ሻ, the dipolar term is the dominant term in the expansion. For this reason, the 
uncharged molecules still interact with other charge distributions through the dipole 
moment and the higher terms. 

The potential generated by the dipole Φௗ௜௣௢௟௘ሺܚሻ ൌ
ොܚ⋅ܘ

௥మ
  goes like 1 ⁄ଶݎ . The total dipole 

moment of a system of n point charges qi is defined relatively to a fixed origin as:  

 
1

n

i iqM r  (37)  

where ri is the vector from the origin to qi. The dipole moment is directed from the negative 
charge to the positive charge centers. M is independent of the choice of the origin if the net 
charge of the system is zero, but not otherwise. 
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Figure 10. Localized charge distribution. 
(a) Calculation of the electric field E(r) and the electric potential of a Localized charge distribution   at point r. 
The Coulomb’s law is used to compute the electric field that is generated due to charges in the volume element 

dwhich contains a charge  dq d   r . The field is a superposition of fields from all the volume 

elements of the charge density. O is the origin. (b) Multipole expansion of the localized charge density into 
monopole, dipole and higher terms. The electric monopole is the only term that is not related to the geometry 
(size, shape, and density) of the charge distribution.  

Dipole moments are vectors, and they add accordingly	ۻ ൌ ∑ ࢏ܘ
࢔
ୀ૚࢏ . The density of the 

total dipole moment is called polarization: 

۾  ൌ
〈ۻ〉

ܸ
 (38)  

Many molecules in nature have permanent dipole moments such as water molecules 
(Figure 11b) and they are called polar molecules. The polarization due to the 
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inhomogeneous distribution of electrons is called the orientation polarization	ૄ۾. External 
electric fields reorient the dipoles of the polar molecules in the same direction as the field. 
Thus the field that is generated by the dipoles will counteract the external field and reduce 
the potential energy of the dipole in the field. The potential energy of the dipole in a field 
is given by the relation: 

 U =  μ E  (39)  

The molecules that do not have permanent dipoles are called nonpolar molecules. In these 
molecules, induced dipoles may be created by applying an electric field (Figure 11c) due to 
the change in the charge distribution (polarizability). This type of polarization is called the 
induced polarization	۾	. The induced dipole is related to its source, the external electric 
field: 

  0p Ε  (40)  

Here  is called the (scalar) polarizability of the particle. The total polarization of a 
mixture of particles of k different types is simply: 
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 (41)  

where Nk   is the number of particles of type k per volume unit, the index k refers to the k-th 
sort  of particles, μ  is the value of the permanent dipole vector averaged over all 
orientations, k is the scalar polarizability of a particle, Ei (the internal field, see later) is the 
average field strength acting upon that particle. The index k refers to the k-th kind of 
particle. The total polarization is the sum of the orientation polarization and the induced 
polarization: 

  α μP P + P  (42)  

4.1.2 The electric field in in polarizable matter: the macroscopic electric field 

The equation that defines the electric field in vacuum (Gauss’ law eq. 33) is not 
applicable inside a dielectric where the source charges are located inside the matter. This 
problem arises due to the microscopic nature of the matter. The classical approach of 
Maxwell for the electric field inside the matter was introduced before the details about the 
atomistic structure of the matter became known. The macroscopic approach of Maxwell 
pictured matter as a continuum in which virtual cavities were created. Inside these cavities 
it would be possible to use the original definition of the electric field by introducing a new 
vector field D (the displacement field) in such a way that for this field the Gauss’ law will 
be valid [130].  
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Figure 11. The types of polarizations 
(a)  Reorientation of the permanent dipoles due to an external electric field. The permanent dipoles are 
randomly oriented before applying the electric field. Thus the total dipole moment is zero. After applying an 
external electric field, the dipoles tend to orient in the same direction as the electric field creating a non-zero 
total dipole moment M. The new dipole M generates an electric field in the opposite direction to the dipole 
and the external electric field thus counteracts the external electric field. (b)  The permanent dipole of the water 
molecule. (c)  Induced dipole by an electric field in a nonpolar molecule. The nonpolar molecule has no dipole 
when no external electric field is applied. The electric field induces a dipole because the charges (electrons) 
redistribute in order to minimize the total energy of the system.  

   4 D  (43)  

The displacement field D is the field in the volume (cavity) in the absence of the polarized 
matter. The relation between the displacement field D and Maxwell's E is related to the 
polarization P: 
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 4 D E P  (44)  

 The Polarization P is the density of the total dipole moment in the matter (۾ ൌ
〈ۻ〉

௏
) and 

depends on the electric strength E which polarizes the dielectric. 

 eP E  (45)  

e  is the electric susceptibility of the dielectric. The polarization has the same direction as 
E, so the field generated by the polarized matter has opposite direction to E and works to 
counteract the macroscopic field E. The dielectric constant is the factor by which the 
polarized matter reduces the field inside it. 

 D E  (46)  

The microscopic approach of the electric field in the matter was introduced after the 
knowledge of the atomistic structure of the matter was discovered by Lorentz [131], 
Rosenfeld [132] , Mazur [133] and de Groot [134] . The microscopic approach pictures the 
matter as point charges in vacuum and application of the Coulomb’ law (eq. 34) assigns a 
so-called microscopic field ξ  at every point inside the matter. The macroscopic electric 
field E (Maxwell’s field) is defined as the average of the local microscopic electric field ξ  
taken over the volume elements of the sample [132-137] .  

 ( )
V

V

1
= dv =

V
  E e ξ e ξ e  (47)  

The main difficulty for computing of the macroscopic field E directly from the microscopic 
field is the rapid fluctuations in the microscopic field. Lorentz and Rosenfeld averaged the 
microscopic field over small intervals of space and time to get rid of the rapid fluctuations 
[130, 131, 138]. Mazur and de Groot used the methods of statistical mechanics to pass from 
a detailed to a global description [130, 133, 134].  The local microscopic field fluctuates 
particularly heavily at positions close to the point charges (singularity problem). 
Theoretically, this singularity is not a problem in the calculation of the macroscopic electric 
field as it is calculated over the volume occupied by many molecules and the singularity 
effect is canceled by symmetry. Practically, the rapid fluctuations in the microscopic field 
are the main difficulty when applying this approach to get the macroscopic electric field E 
from atomistic simulations. Getting a stable value requires a sample of matter as large as 
needed to represent matter as a continuum which is not practical at all (see the discussion 
in section  4.2.3). 

4.1.2.1 The interaction between a molecule and the component of the 
macroscopic electric field 

The macroscopic electric field at the volume occupied by a molecule is the 
superposition of the field generated by all other molecules (“the internal field Ei“) and the 
field generated by the molecule itself (“the self-field selfE ”)  [130]: 
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 self= +  iE e E e E e  (48)  

The self-field selfE is the field that is generated by the dipole in the volume that it 

occupies. The self-field selfE for a spherical shape dipole (and for any charge distribution 

in a spherical cavity) is given by the relation [136, 139]: 

 self

4
= -

3


 E e P e  (49)  

P is the polarization in the volume that is occupied by the dipole. The self-field does not 
affect the direction of the dipole itself and does not induce polarization in the dipole itself. 

The internal field Ei is the field that is generated by the surrounding medium around the 
dipole (all other dipoles and charges expect the dipole itself). The internal field is 
responsible for the induced polarization of the polarizable molecules (eq. 40). The internal 
field can be divided into two parts regarding its effect on the orientation of the dipole 
itself.  Onsager showed that only a part of the internal field influences the orientation of 
the dipole in the electrical field which was called by Böttcher the directing field dE [130]. 

The rest of the internal field was termed the Onsager reaction field R [140]. This reaction 
field was defined as the field at the position of the molecule that is generated by the 
surrounding as a response to the field of the molecular dipole of the molecule. 
Interestingly, this reaction field is oriented always parallel to the dipole of the molecule 
and thus does not affect its orientation. 

The Onsager reaction field in the case of a spherical molecule is given by the relation [130, 
140]: 

 
2( 1) 4
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 


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

R e P e  (50)  

s is the dielectric constant of the surrounding medium. 

Before Onsager [140], Debye considered the internal field to be responsible for the 
orientation polarization. Thus the Debye relation (Table 1) is valid in the case of diluted 
systems when the reaction field is not strong. 

The directing field is the field that is generated by the surrounding medium (all other 
charges and dipoles) in the cavity of the molecule excluding the field that is generated as a 
reaction of the medium to the molecule itself. The physical meaning of the directing field 

dE  was explained by Böttcher  by removing the permanent dipole of the molecule in the 

following way [130]: “remove the permanent dipole of a molecule without changing its 
polarizability ; let the surrounding dielectric adapt itself to the new situation; then fix the charge 
distribution of the surroundings and remove the central molecule. The average field in the cavity so 
obtained is equal to the value of Ed”.  
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Figure 12. The component of the macroscopic electric field in the volume that is occupied by a permanent 
dipole.  

The self-field 
self

E (red) is generated by the dipole itself and is points into the opposite direction of the dipole. 

The internal field Ei is the field that is produced by the surrounding medium around the dipole.  The internal 
field has two components: (1) the reaction field R (the blue arrow) which is the field at the position of the 
molecule that is generated by the surrounding as a response to the field of the molecular dipole (The self-field) 

(2) the directing field 
d

E (yellow) is the field due to the surrounding medium which is really external to the 

dipole and not related to any reaction of the dipole with the medium. Both the self-field and the reaction field 
are oriented always parallel to the dipole. Thus they cannot affect its direction. Only the directing field is 
responsible for reorienting the dipole.  

Using this new nomenclature, we rewrite equation (eq. 48) in the following way: 

 self= +    dE e E e R e E e  (51)  

4.1.3 Langevin equation for the orientation polarization 

When no external electric field is applied, the molecules with permanent dipole 
moments move and rotate according to their kinetic energy but the averaged value of each 
permanent dipole vector over all orientations  is zero as well as the average value of the 
summed permanent dipole moments.  Upon application of an electric field, the electric 
field will influence the direction of the dipoles and create an orientation polarization 
(Figure 11a). The energy of the dipole is related to the directing field through the relation: 

 cosdEW =     dμ E  (52)  

where  is the angle between the directions of Ed and . The average orientation of the 
dipole relatively to the directing field can be calculated according to the Boltzmann 
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distribution law taking into account that W is the only part of the energy which depends 
on the orientation of the dipole: 
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(53)  

L(a) is termed the  “Langevin function”. The Langevin function has two limiting values -1 
and 1.  The behavior of the Langevin function is linear for low values of a. The function 
shows how the orientation polarization saturates at strong values of the electric field. The 
function can be written as series in a: 

 3 51 1 2
( ) ...........

3 45 945
L a a a a     

For small values of a, the Langevin function is linear (see  Figure 13). 

 

  Figure 13. The Langevin function. 
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 The Langevin function has a limiting value of one. For small values of a, the Langevin 
function can be linearized to ࢇ ૜⁄ . Thus for small values of a (i.e. in the case of electric 
fields), we take the first linear term: 

. cos 3
dE

KT


   

and the average dipole value: 

 
2

cos
3kT

   dμ E   

Then the orientation polarization is: 

 
2

dN N



 μP μ E  (54)  

N is the number of dipoles in the volume unit. The Langevin function  for the orientation 
polarization is the basis of the Langevin Dipoles Model for the calculation of the solvation 
energies [135]. This equation will be used later to check the possibility of having a 
saturation in the dielectric due to a possible high electric field. 

4.2 The electric permittivity  

4.2.1 The constitutive electrostatic relation 

The macroscopic dielectric permittivity ε  of a sample of matter is generally defined 
by the constitutive electrostatic relation (see equations 44-46): 

 
 1

4





  e

ε
P E E  (55)  

Here, the two vectors P and E are the average polarization and the average macroscopic 
electric field in the sample.  and e  are the dielectric permittivity and the electric 

susceptibility. The macroscopic electric field E (Maxwell’s field) is defined as the average 
of the local microscopic electric field ξ   taken over the volume elements of the sample 
[135, 137, 141] (eq. 47). 

 In general, the polarization P also has terms in higher powers of E [130]. 

 2
e E  P E E  (56)  

These higher terms are important in the case of very high field intensities where the 
dielectric saturation and non-linear dielectric effects are observed. We will ignore such 
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non-linear effects in the work presented below, as the considered fields are of small to 
moderate strengths. 

In isotropic samples,  and e  are scalar quantities, whereas in non-isotropic dielectrics, 

like most solids, liquid crystals, the scalar  and e  must be replaced by a tensor: 

 eP = χ E  (57)  

Even in samples of arbitrary shape, the constitutive relation was found to be a valid 
description of the relationship between the local polarization and the local macroscopic 
electric field [142]. It has been argued that the size of the sample should be large enough to 
capture the macroscopic feature of the matter. The landmark work of Nienhuis and 
Deutch [142] showed that the constitutive relation can be applied locally between the local 
polarization and the local macroscopic electric field in a sample of an arbitrary shape. 
Unfortunately, it is hard to say what the smallest volume is where the constitutive relation 
still holds. The work of Hansen [143] showed that the dielectric constant is physically not 
defined at  dimensions that are comparable to the dimension of molecular dipoles. 

4.2.2 The static dielectric static permittivity  

Before the computer simulation age, the static dielectric theory tried to establish a 
relation between the dielectric constant of a polar liquid and its molecular dipole moment. 
This was an attempt to bridge between the microscopic and the macroscopic properties. 
The starting point for all approaches is rewriting the constitutive relation [130] (eqs: 55, 40, 
42 and 54): 
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The foundation for this relation is actually the development of the understanding the 
electric field in matter. The main problem in the  theory of the static permittivity are  the 
relations between the macroscopic electric field E, the internal field Ei and the directing 
field Ed (eq. 54). Table 1 contains the main relations used for calculating the dielectric 
constant. The Clausius-Mossotti relation is valid for non-polar systems that only show 
induced polarization. It was derived based on the idea of Lorentz by defining the internal 
field Ei as the field inside a virtual spherical cavity in the continuum medium	۳௅ ൌ

ఌାଶ

ଷ
۳ . 

Substituting this field in eq. 58 yields the established Clausius-Mossotti relation (see Table 
1). This cavity field (due to Lorentz) is different from the physical cavity field that I will 
use later. Debye extended the Clausius-Mossotti equation to the case of polar systems by 
including the orientation polarization (eq. 54). The Debye equation is valid for diluted 
systems. The reason why his equation does not apply to polar systems of “normal” 
molecular concentrations is the fact that Debye did not distinguish between the internal 
field Ei and the directing field Ed as he considered the entire internal field to be responsible 
for the orientation of the dipole. Subsequently, Onsager [140] solved this  problem by 
introducing the idea of the reaction field R (R= Ei - Ed) that does not affect the orientation 
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of the dipole (see text in  4.1.2.1 ). Onsager [140] used the continuum electrodynamics 
relation with a simple model of a spherical molecule inside a continuum medium with the 
same  dielectric constant. Despite the large advancement made by the Onsager relation, 
the relation gave large errors for associative liquids. This problem was solved later by the 
modification of Kirkwood [144] and Fröhlich [145] who  related  the dielectric constant to 
the fluctuations of the total dipole moment for a spherical sample of liquid. 

4.2.3 Calculation of the static dielectric static permittivity from MD 
simulations 

In principle, the constitutive relation (eq. 55) can be used to compute the dielectric 
constant from a molecular simulation because the polarization and microscopic electric 
field can be computed explicitly from the simulation trajectory. In practice, the 
computation of the total electric field is a formidable task due to the large fluctuations of 
the microscopic field. However, also the volume of the sample has to be large enough to 
get a smooth value of the macroscopic electric field [129, 132-134].  We have tried to 
compute the macroscopic electric field explicitly from the simulation trajectory according 
to its definition in eq. 47. We did this by dividing the sample into slices and computing the 
local microscopic field in the slices according to eq. 34. The macroscopic field in the gap is 
the average over all the slices of the sample.  

Unfortunately, we found that this method gives very large fluctuations in the calculated 
electric field especially for small samples. The fluctuations are due to the singularity 
problem near the point charges.  Theoretically, this should be canceled by the symmetry of 
the electric field around the point charge. Although we tried to improve the accuracy of 
the numerical integration by using smaller slices this did not give more stable results.  At 
the same time, using more slices increases the computational cost of the numerical 
integration because one has to loop over all slices and over all atoms in the system. The 
large fluctuations (errors) that come with this method make the values physically 
meaningless. We note, though, that computing  the macroscopic electric field from 
atomistic simulations is sometimes possible for  certain standard sample shapes (slaps or 
spherical samples) when tricks are used  that avoid the singularity problems [137, 146, 
147].  
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Table 1. Main relationships in static dielectric theory 

System Relation Notes 

Non-polar 
systems: 

Clausius-Mossotti 
equation 

 

ߝ െ 1
ߝ ൅ 2

ൌ
ߨ4
3
 ߙܰ

 

Polar diluted 
systems: Debye 

equation 

 

 

ߝ െ 1 ൌ ܰߨ4 ቆߙ ൅
ଶߤ

3݇ܶ
ቇ 

 

Polar systems: 

Onsager Equation 

 

ଶߤ ൌ
9݇ܶ
ܰߨ4

ሺߝ െ ߝஶሻሺ2ߝ ൅ ஶሻߝ
ஶߝሺߝ ൅ 2ሻଶ

 

 

Spherical molecules 

 

Polar systems of 
interacting 
molecules: 
Kirkwood-

Fröhlich equation 

ଶߤ݃ ൌ
9݇ܶ
ߨ4

ሺߝ െ ߝஶሻሺ2ߝ ൅ ஶሻߝ

ஶߝሺߝ ൅ 2ሻଶ
 

 

Spherical sample 

 

  

Notes on the table: g is the Kirkwood correlation factor accounting for the correlation between the dipoles, ࢿஶ is 
the dielectric constant of the infinite field frequency (for non-polarizable molecules		ࢿஶ=1). The derivation of these 
equations depended on the spherical shape of the sample. In most cases, the sample is one spherical molecule 
except for the case of the Kirkwood-Fröhlich equation where the spherical sample contains many molecules.  The 
shape of the sample is important to define the relations between the components of the electric field. The 
surrounding medium is considered to be a continuum.    
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4.3 Derivation of a generalized fluctuation formula for calculating the 
dielectric constant in the interfacial gap 

The main problem in calculating the dielectric properties of the sample volume of interest, 
the interfacial gap between two proteins, is that the sample is anisotropic and has a non-
standard shape so that the derivation of the fluctuation formula has to be adapted to this 
case. The following derivation follows the approach of Böttcher [2] for the statistical 
mechanical approach for calculating the dielectric constant. First, a relation is found between 
the polarization and the part of the macroscopic field that affects the energy of the dipoles in 
the field and tends to direct them (the directing field; see  4.1.2.1). Then, the relation between 
the total macroscopic field and this directing field is found for non-standard sample shapes. 
The following derivation is adapted to our sample. The important points to keep in mind are:  

 The shape of the dipoles is spherical. Our simulations were performed using the 
TIP4P water model where the water molecules have a spherical shape since only the 
oxygen atom exerts Lennard-Jones interactions. The shape of the molecule is 
important for the validity of the relations between the electric field components.  

 The derivation considers the case of non-polarizable molecules which was the case in 
our simulation using the OPLSAA force field [104] and the TIP4P[148] water model. 

 There is an unavoidable error due to the finite size of the sample. 

First we can write the constitutive relation in the following way: 

 
4

1 4
V


    
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P e M e
ε

E e E e
 (59)  

 Here, M is the total dipole moment of the sample V  P e M e , and V is the volume of the 

considered sample.  

As  mentioned previously, the polarization P also has terms in higher powers of E [130]. The 
higher terms are neglected for weak to moderate field intensities. Thus the constitutive 
relation considers only the linear term and we can rewrite the constitutive relation  as 
follows  [130]: 

    
4

1 4
V


      

              E E

P e M e
ε

E e E e
 (60)  

We now rewrite eq. (60) by expanding the partial derivative     M e E e   as the product 

of the two partial derivatives     
d

M e E e   and       
d
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 (61)  

Now, the problem of defining the dielectric constant is broken into two parts: (1) finding a 
relation between the total dipole moment and the directing field      

d
M e E e , (2) 

finding the relation between the directing field and the macroscopic field       
d

E e E e .  
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4.3.1 The relation between the total dipole moment and the directing field 

Kirkwood [144] used Boltzmann averaging to find the relation between a homogenous 
externally applied field E0 and the total dipole moment of an isotropic polar liquid: 

 
2

0

0

0

1
( )

kT




 

 


 
0

0

E .e

E e

M e
M e

E e  

where the statistical averages should be taken from a simulation without externally applied 
field. For an infinite sample of isotropic liquid, the directing field equals the externally 
applied field as the net direction field is zero. As this is not the case in general, we used in 
equation 6 the directing field Ed instead of E0  and followed the derivation of  King and 
Warshel [137] (see eq. 14 in reference [137]):  

  221
( )

( ) kT

 
   

  dd
EE

d

M e
M e M e

E e
 (62)  

The notation 
dE
means that the averages are taken at the given value of Ed.  Since the 

Hamiltonian in the Boltzmann averaging includes all the possible interactions, the periodic 
boundary conditions are properly taken into account. This was clearly shown by Smith [149] 
(see their eq.  5). 

4.3.2 The relation between E and Ed 

For a sample of non-polarizable spherical molecules carrying only a permanent dipole, the 
directing field dE equals the field in the cavity (cavity field Ec) when the molecules of the 

sample are removed and the surrounding molecules are relaxed to remove their interactions 
with the dipoles [130] (the reaction field R) (see Böttcher [130] p.174). The cavity field in a 
spherical cavity inside a dielectric medium of dielectric s  generated as a response to a 

homogenous externally applied field is known to be uniform and given through the relation 
[130]:  
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d cE e E e E e  (63)  

On the other hand, the field in a dielectric sphere of permittivity   inside a dielectric 
medium of permittivity s  is related to the externally applied field E0 through the relation 

[130]:  
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Comparing eqs. (63) and (64) gives the relation between E and Ed for a spherical sample 
shape: 

 
2

2 1
s

s

 



  
dE e E e  (65)  



 

44 
 

Substituting eq. (65) and (62) in (61) yields the generalized Kirkwood equation for a spherical 
sample. 

To find the relation between dE  and the macroscopic field E in our sample volume (the 

interfacial gap) we follow the assumption of Onsager [140] that the entire liquid volume is 
filled up  by the solvent molecules. Taking into account that the TIP4P water molecules have 
spherical shape (where only the oxygen atom exerts Lennard-Jones interactions with the rest 
of the system), we can consider every water molecule in the sample as a probe of the 
dielectric constant of the sample volume  . We will assume that every water molecule is 
surrounded by the sample volume s  . This assumption is well justified as most of the 

water molecules are in the sample volume. Moreover, the value of s  has a small influence 

on the calculated  especially if s  has a very close value to   (see the discussion). Under 

this assumption, if a homogenous external electric field is applied to the sample, the 
directing field acting on all molecules in the sample will be homogenous. With s   eq. 

(65) becomes: 
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Substituting eq. (66) and (62) in eq. (61) yields:   
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This equation is an analog of the Kirkwood-Fröhlich fluctuation formula for one direction 
and was derived by King and Warshel [137] for a spherical sample to calculate the dielectric 
constant inside the protein. It can also be used when external fields are applied. Our 
derivation shows that the approach of the Kirkwood-Fröhlich formula is well justified in our 
sample volume. The possible errors from applying this formula are discussed in the 
discussion of the result (see the discussion  6.4.1.3). Several authors have argued that the 
Kirkwood-Fröhlich formula is widely applicable independently of the boundary conditions 
[143] and for an arbitrary sample shape [150, 151].   

4.4 Evaluation of the dielectric permittivity by a polarization formula 

Alternatively, it is also possible to calculate the dielectric permittivity from the change of the 
polarization under the application of an external field. For this, we started from the 
relationship between the polarization P and the directing field Ed that follows a Langevin 
equation [130]. For weak values of Ed this relationship is linear. Thus we can use the 
approximation: 
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Substituting (63) into (68) and using the assumption  s    as before yields: 
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Comparing 69 , 68, 66 and 61 yields: 
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 (70)  

This polarization formula is applicable for weak strengths of the externally applied field. The 
advantage of this formula is that the polarization converges rather fast so that its evaluation 
does not require long simulation times. In contrast, the fluctuation formula (eq. (67)) needs 
much longer simulation times to converge [143]. However, the fluctuation formula is more 
accurate as it takes into account the interactions between the dipoles inside the sample as the 
Boltzmann averaging is taken over all molecules in the sample volume [130, 144] whereas the 
Boltzmann averaging in the Langevin equation considers only the orientation of one dipole 
[130] and neglects the interactions between the dipoles in the sample volume. This is the 
same difference as that between the Onsager equation [140] and the Kirkwood relation [144] 
since the Kirkwood correlation factor was introduced in the Onsager equation to correct this 
point. 
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5 Mechanism of Fast Peptide Recognition by SH3 
Domains  

Simulations association of proteins with a large hydrophobic interface 

The association of a proline rich motif to an SH3 domain is probed by molecular dynamics simulations. The 
complete pathway of the association is studied from the diffusion of the unbound proteins to the final 
complex through transient encounters. The results reveal that the interplay of reducing the dimensionality of 
the search process and the phenomenon of hydrophobic dewetting help to turn a seemingly complicated 
binding process into a well-organized bimodal binding process. This chapter was published in Angewandte 
Chemie International Edition in 2008 [1]. 

Protein-protein and protein-peptide recognition play central roles in the regulation of 
biological cells and much work has been devoted to unraveling the mechanistic details of 
these processes during the past decades [21, 58, 152, 153]. However, our understanding of 
"the binding event" still awaits more detailed information from experiment and advances in 
the computational performance so that dynamic simulations may be extended to longer 
simulation times on which these events take place. It is commonly believed that formation of 
protein-protein complexes follows a pathway from a diffusive phase through one or more 
intermediate states to the final stereospecific complex. Experimental studies by site-directed 
mutagenesis  [55, 152] and computational studies by Brownian dynamics simulations  [21, 
153] have shown the important role of long range electrostatic interactions in the diffusive 
phase. By using NMR paramagnetic relaxation enhancement (NMR-PRE), Clore and 
coworkers have recently demonstrated the existence and visualized the distribution of an 
ensemble of transient, non-specific encounter complexes for a relatively weak protein–
protein complex [27, 28, 154]. In spite of these advances, our mechanistic understanding of 
the transformation from nonspecific transient encounter complexes to the final stereospecific 
stable complex is still limited. Clearly, two of the main challenges for computational 
modeling of protein binding events are the role of solvent and the time scale of the binding 
events. In this chapter, I present results on the atomic mechanism of how proline rich motifs 
(PRMs) are recognized by SH3 domains as a model system for the association between 
proteins with predominantly hydrophobic interfaces. 

5.1 SH3 domain complexes as an example for complex with 
hydrophobic- charged interface 

The SH3 domain is one of the most abundant protein interaction domains in the 
human genome. It belongs to a large protein family known as the Proline Recognition 
Domains (Table 2) that are important for the assembly of many intracellular signaling 
complexes and pathways. This family includes several important domains such as Src 
homology 3 (SH3) domains, WW domains, EVH1 domains, and GYF domains. 

Proline recognition domains are usually parts of larger proteins where they are involved in 
mediating the recognition of other peptides and proteins. Protein recognition by SH3 
domains is known to involve the binding of  proline rich motifs, also termed PRMs [39, 40]. 
The canonical peptide binding pocket of SH3 domains consists of a hydrophobic surface 
patch including two grooves that accommodate Px and xP residues of the peptide (see Figure 
14). The flanking positively charged arginines of the peptide usually form contacts with the 
negatively charged residues in the RT and n-sCr loops of the SH3 domain. In the crystal 
structure of the complex the peptide adopts a polyproline type-II helix conformation (PPII), 
which is the known binding conformation for the PRMs bound to SH3 domains and other 
proline recognition domains [39, 40]. 
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Organism SH3 WW EVH1 GYF 

Saccharomyces cerevisiae 25 5 1 3 
Caenorhabditis elegans 66 18 2 3 
Drosophila melanogaster 90 27 5 2 
Mus musculus 163 39 16 2 
Homo sapiens 332 80 20 5 

Table 2. Abundance of proline recognition domains according to  reference [40]. 

The reasons behind choosing the SH3 domain as a case study for the simulation of protein-
protein association is the large hydrophobic interface which is similar in all the SH3 domains 
and other proline recognition domains. The SH3 interfaces also involve several charged 
amino acids so that the binding of peptides and proteins is speeded up by long-ranged 
electrostatic attraction making it accessible to the computational time of molecular dynamics 
simulations. 

  
Figure 14. Structure of the binding pocket and binding modes of SH3 domains. 
(a) Shows a surface representation of the crystal structure (pdb code 1ckb) of the SH3 domain from N-terminal 
SH3 domain of C-CRK (Homo sapiens). Surface patches about negatively charged residues are colored red, the 
hydrophobic part of the binding interface is colored in light brown. (b) Schematic representation of SH3:PPII 
binding interfaces. The core recognition surface has two hydrophobic xP binding grooves that accommodate the 
“hydrophobic” proline rich motif that adopts a PPII helix conformation. The negatively charged loops (RT and n-
Src) of the SH3 domain are in contact with the positively charged arginine of the peptide.   

5.2 MD simulations of the binding process  

The starting structure for the MD simulation of the SH3 domain was extracted from a 
crystal structure of the complex of the C-CRK N-terminal SH3 domain with a PRM (PDB 
code 1ckb). We used the peptide sequence for the binding motif as in the crystal structure 
(PPPVPPRR). To minimize the dependency on the starting structure, we chose an extended 
conformation for the peptide “135° (N-Cα-C-N), 180° (Cα-C-N-Cα), and -135° (C-N-Cα-C)” 
as a starting conformation for the peptide in the simulations. In agreement with a previous 
finding by Gu and Helms [155], the peptide adopted the PPII helix conformation within a 
few picoseconds of simulation time before forming the encounter complexes. This 
conformation was stable during the diffusion phase and in the final bound states, which 
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were connected by a phase of higher flexibility in the intermediate states where 
conformational changes in the peptide seem to be helpful during the binding of the peptide 
to reach its binding pocket. We ran 13 MD simulations with different starting structures, 
where the peptide and the protein were separated by different minimum distances (13–20 Å), 
with different orientation for the peptide (0°, 90°, 180°, 270° rotational angles from the native 
crystal orientation) (see Figure 15 ). The OPLSAA force field [104] was used for the protein, 
and the TIP4P water model [148] was used for the explicit solvent. The systems were 
solvated in cubic water boxes large enough so that the water extended at least 14 Å from the 
protein surface. Counterions were added to make the system electrically neutral. All 
simulations were run with version 3.3 of the GROMACS simulation package [156]. 
Equilibration consisted of 500 steps of steepest-descent energy minimization and an  MD 
simulation of 100 ps length with harmonic position restraints using a force constant of 1000 
kJ mol-1 nm-2 for the heavy atoms in the protein for each system. This was followed by 
unrestrained MD simulations in the NPT ensemble [1 atm and 310 K using coupling times of 
1 ps-1 and 0.1 ps-1]. Long-range electrostatic interactions were computed by the particle-mesh 
Ewald method [157]. Van der Waals interactions and short range electrostatic interactions 
were computed within a 14 Å cutoff. A time step of 2.0 fs was used. All simulations were run 
for 50 ns, and two simulations that came close to the crystal structure were extended to 150 
ns. The total length of simulation times is 0.85 µs. 

 

 
Figure 15.  Starting structures for MD simulations. 
The peptide was displaced by different distances (13-20 Å) and rotated into different orientations from the native 
orientation (0°, 90°, 180°, and 270°). 

5.3 MD simulations recovered the experimentally stereospecific 
structures  

We ran MD simulations started from different unbound conformations for the C-CRK 
N-terminal SH3 domain with a PRM for which a crystal structure of their complex is 
available [158]. In all simulations, we observed a relatively fast diffusive phase leading to the 
formation of nonspecific encounter complexes (see Figure 16) stabilized by salt bridges 
between the oppositely charged residues in the domain and the peptide. In six out of thirteen 
simulations, the encounter complexes led to stable stereospecific complexes involving three 
different binding modes. We defined these complexes as stereospecific binding modes based 
on the comparison with experimentally determined structures of complexes for SH3 
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domains [39, 40, 158]. The determining step for these modes is the formation of the 
electrostatic transient complex, where the peptide arginine forms salt bridges with the 
negatively charged residues in the RT or n-sCr loops. This leads either to the same binding 
mode as found in the crystal structure or to binding in the new pocket (see below), or with 
the residue D142 leading to the binding with the peptide in opposite orientation. 

5.3.1 Crystal structure binding mode 

One simulation converged to a conformation close to the crystal structure. Already during 
the first 50 ns of the simulation it formed a considerable number of native contacts (see 
Figure 18 and Figure 19). We extended this simulation to 150 ns and it came very close to the 
crystal structure after 130 ns (Figure 16b). The root mean square displacement (RMSD) for 
the whole complex backbone from the backbone of the crystal structure is 1.3 ± 0.2 Å 
averaged over the last 20 ns of the simulation (Figure 17). It contained the known native 
contacts in the crystal structure (Figure 18) and a polyproline type-II helix conformation for 
the peptide.  

5.3.2 Binding mode with opposite orientation 

 Three simulations converged within 20-30 ns of simulation time to a conformation with the 
peptide bound in the same canonical pocket like in the crystal structure but in the opposite 
orientation (Figure 16C). The peptide adopts a PPII helix conformation as well and is 
symmetric (opposite orientation) to the one in the crystal structure. 

One of the peptide arginine residues formed a salt bridge with residue D142 in the domain 
during the transient encounter stage, but this contact was not permanent in the final 
complex. Interestingly, aspartic acid residues are frequently found in this position among 
SH3 domains. These complexes were stable during the remaining simulation time (until 50 
ns). The possibility of SH3 domains to bind the PRMs in two opposite orientations is well 
characterized [159]  and has been found in many other proline recognition domains as well 
[39, 40]. The structural basis for this is the symmetry of the PPII helix which enables packing 
into two different orientations in the same binding pocket. 

 This novel binding mode for the C-CRK SH3 domain described here suggests the possibility 
of the same peptide to bind in two different orientations to the same SH3 domain. To our 
knowledge, this has not yet been described experimentally. The static picture from the 
crystal structure cannot capture the existence of different specific binding modes if they are 
lowly populated.  New technical advances in NMR spectroscopy open the door for  getting 
structural information about rarely populated states [3]. It will be interesting to learn 
whether those methods can detect the existence of two stereospecific complexes for the same 
proteins.  Judging on the occupancies of the two orientations for the same peptide with the 
same domain, and thus to characterize the difference in binding free energy, is beyond the 
aims of this work. 

5.3.3 Binding in the new pocket 

In two of our simulations the peptide bound within 30 ns of simulation time in a different 
pocket of the SH3 domain (Figure 16d). These complexes were also stable during the 
remaining 20 ns of the simulation time. The role of this pocket in peptide binding by SH3 
domains has been detected for the first time in a recently determined crystal structure [160] 
(PDB code 2p4r) where the SH3 domain showed the possibility to bind a peptide with two 
PRMs. The first motif bound to the canonical pocket and the other motif bound to this face of 
the domain. Moreover, this pocket has recently been observed in another new structure (PDB 
code 2drm) as well.  
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Figure 16. The recognized binding modes for the peptide on the surface of the CRK-SH3 domain.  
(a)  Shows the crystal structure of the domain with the binding motif (PDB code 1ckb). The side chains of the 

negatively charged residues are colored red, the hydrophobic pocket in the domain is shown in green, the 
PPII helix is yellow, and the arginines are blue.  

(b) Shows the crystal structure binding mode recovered in an MD snapshot at 130 ns.  
(c) Shows the observed peptide binding in the opposite orientation of the crystal structure. 
(d) Shows the observed binding mode in the new pocket. The figure was generated using PYMOL [161]. 
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Figure 17. RMSD during the simulation time for the binding pathway leading to the crystal structure binding 
mode.  
The root mean square deviation of the complex backbone (black) and peptide backbone 1 (red) were computed 
after the backbone of the complex was fitted to the backbone of the crystal structure. The RMSD of the peptide 
backbone 2 (green) was computed after the backbone of the domain was fitted to the backbone of the domain in 
the crystal structure. 

 
Figure 18. Contact maps between the domain and the peptide for different snapshots in comparison to the 
native crystal contacts. 
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5.4 The mechanism of the binding process 

5.4.1 The importance of electrostatic interactions during the diffusive phase 

Concerning the mechanism of binding, the complex formation pathway was found to 
consist of three phases. A fast diffusive phase leads to the formation of various 
electrostatically stabilized intermediate complexes (see Figure 19 and Figure 20), of which 
some can bind into the stereospecific stable bound complex. Here we define the diffusive 
phase as the diffusion of both reacting chains before they form short-range contacts. 
Although the diffusion phase was quite short in our simulations, the simulations showed 
little dependence on the starting structures of the peptide. In many of the thirteen 
simulations the peptide completely changed its direction during the diffusive phase (see 
Figure 19). 

As expected, the electrostatic interactions between the oppositely charged residues in both 
proteins play an essential role. They guide and accelerate the diffusion to terminate by 
forming a nonspecific complex (Figure 19; Figure 18) stabilized by salt bridges between the 
side chains of arginine in the peptide (PPPVPPRR) and the negatively charged residues in 
the domain (RT and n-sCr loops or residue D142). In all the binding simulations, the 
diffusive phase terminated with the formation of a salt bridge between the oppositely 
charged residues in both proteins and sometimes the N-terminus of the peptide within 
relatively short simulation time (see Figure 20). Moreover, we did not observe any complete 
dissociation in any of these simulations after the formation of the encounter complexes 
(Figure 20).  

To investigate the importance of the charged residues in accelerating and guiding the 
diffusion and stabilizing the encounter complexes, we performed two simulations carrying 
R→A mutations in the peptide and uncharged termini. Despite several collisions took place 
(as expected from the high peptide concentration), we did not observe formation of stable 
encounters within the simulation times (see Figure 21).  

We have also tested the effect of the electrostatic interaction on the stability of the encounter 
complexes by running a second group of control simulations. For this, we ran four stability 
control simulations starting from some encounter complexes (before the hydrophobic 
collapse) after mutating R→A in the peptide. In 3 out of 4 simulations, complete dissociation 
was observed within relatively short simulation times (< 2 ns) (see Figure 22) in comparison 
with the previous 13 binding simulations where no  dissociation was observed after the 
formation of the encounter complexes (Figure 20). 

These simulations confirm that the electrostatic interactions accelerate the diffusion and 
stabilize the encounter complexes. The electrostatically accelerated association of proteins 
has been found to be very rapid in experiments [152]. In particular, electrostatic acceleration 
increases the affinity by increasing the association rate without affecting the dissociation rate  
[58]. Such acceleration of diffusion can be critical for protein-protein association if the 
association is diffusion controlled [7, 20]. Having many negatively charged residues on the 
surface of the domain therefore gives rise to an ensemble of transient complexes and a 
binding process with multiple pathways. These observations agree with the picture of 
encounter complexes emerging from experimental data [27, 28]. 

 The electrostatic nature of the intermediate states in protein-protein association has also 
been characterized using double mutant cycles [53]. Moreover, NMR-PRE observed a 
correlation between the spatial distribution of non-specific encounter complexes and the 
electrostatic potential isosurface [7, 20]. The population of nonspecific encounter complexes 
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was shown to be significantly more affected by ionic strength than that of the stereospecific 
complex demonstrating the importance of electrostatic interactions in the formation of the 
ensemble of nonspecific encounter complexes [28].  

Those salt bridges in the transient encounter complexes that led to the stereospecific complex 
are close to or part of the possible contacts in the last stable complex. This enables these 
encounter complexes to run a search process with fewer degrees of freedom resulting in a 
"reduction-in-dimensionality" [153] to find the final stereospecific complex. The main role of 
electrostatic interactions in diffusion and stabilization of the transient encounter complexes 
explains the importance of charged residues in the binding motifs for SH3 domains. The 
positively charged residues in the binding motifs (R, K) are essential for binding, where the 
consensus (PxxPxR/K) is essential for Class II motifs and (R/KxxPxxP) for class I [39, 40]. 

 
Figure 19. Snapshots along the binding pathway that leads to the crystal orientation.   
The snapshots show the transformation from the starting structure to the final complex through transient 
encounter complexes. Solvent molecules are not shown for clarity.  
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Figure 20. Minimum distance between peptide and domain in the 13 binding simulations.  
We observed relatively fast formation of stable encounter complexes (mostly within 2 ns, maximum 5
ns). 
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Figure 21. Control simulation for the association of an uncharged peptide. 
The minimum peptide-domain distance in the two control simulations is plotted as a function of the simulation 
time. The simulations were performed as before after mutating two arginines in the peptide to alanines. We did 
not observe formation of stable encounters during the simulation times (20 and 25 ns). 

 

  
Figure 22. Control simulations starting from intermediates after mutating the charged residues in the peptide 
into alanine. 
The minimum peptide-domain distance in 4 stability simulations is shown. The simulations were performed 
starting from encounter complexes after mutating arginines in the peptide to alanines.  In 3 out of 4 simulations 
(1, 2 and 4) we observed fast dissociation within < 2 ns. The graph was smoothed by averaging over  10 ps 
intervals. 
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5.4.2 The role of hydrophobic dewetting  

One of the current unknowns in the area of protein-protein interaction is the 
transition from the transient complexes to the specific bound complex. This step is usually 
proposed to be the most difficult step as it is supposed to cross an energy barrier that 
separates the stereospecific complex from other conformations in the structural ensemble of 
encounter complexes. The energy barrier is assumed to be mostly due to the desolvation 
penalty that results from removing the water from the interracial gap. It was already 
mentioned above that the simulations showed that most of the charged contacts that are 
known in the crystal structure were formed in the early stages of the binding process. The 
contacts were mainly electrostatic in the early encounters and the contacts between the 
hydrophobic parts of the interfaces (hydrophobic collapse) took place in the last stages when 
the hydrophobic interfaces were close to each other (Figure 19). Having two hydrophobic 
surfaces pointing toward each other encouraged us to investigate the possible role of 
dewetting at the hydrophobic interfaces prior to binding. 

We calculated the water density in the intermolecular gaps for six snapshots taken from the 
intermediate stage of that simulation that led close to the crystal structure. To ensure good 
statistics for the water density in the interfacial gaps, we performed separate MD simulations 
starting from these snapshots with harmonic position restraints applied to the heavy atoms 
of the protein to prevent any big change in the conformations of the snapshots. Only the 
water molecules and the side chains of the proteins could move freely. These MD 
simulations were performed over 2 ns with harmonic position restraints (using a force 
constant of 1000 kJ mol-1 nm-2) acting on the heavy atoms in the protein for each system. The 
water density was averaged over the trajectories between 0.3 and 2.0 ns of simulation time 
using snapshots stored every 2.5 ps. The gap volumes were defined using the program 
SURFNET [162] (Figure 23d). Interestingly, the intermolecular gaps showed a significant 
decrease in water density (Table 3) in the encounter snapshots, which indicates clear partial 
dewetting of the interfaces before binding. 

To characterize the distance dependence of the dewetting, we ran 10 further similar 
simulations starting from the crystal structure after displacing the peptide by distances of 
(2.5 – 9.0 Å) along the connection of the two centers of geometry for the peptide and the 
domain to create "gaps” (Figure 23d). To prevent any big change in the gaps we kept the 
distance between the peptide and the protein at the same value by applying harmonic 
restraints as it was done for the simulations started from the snapshots (see above). For 
comparison we also ran two simulations for the peptide alone (and for the domain alone) 
and computed the water density inside a virtual gap with the same volume and shape as in 
the complexes. The virtual gaps were defined as in the case of the complexes after 
superimposing the protein of the corresponding complex to each snapshot and then 
computing the gaps. The hydrophobic pockets in the separate domain (Figure 23b) and 
around the PP II helix in the separate peptide (Figure 23a) showed a reduced water density 
at the hydrophobic surfaces. The dewetting is more pronounced in the gaps of the 
complexes, where a significant degree of dewetting is found for all complexes with 
interfacial distance < 5 Å (Figure 23c). 
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Snapshot (time from where 
simulation where started) 

Average water density (gr/l) ± standard deviation 

102 (ns) 801 ± 58 
104 (ns) 836 ± 70 
106 (ns) 710 ± 94 
121 (ns) 864 ± 64 
122 (ns) 777 ± 84 
125 (ns) 841 ± 78 
Table 3. Density in the interfacial gaps starting from encounter complexes 

5.4.2.1 Dewetting is related to the chemical nature of the interfaces 

  To clarify the importance of partial dewetting as a driving force for protein-protein, 
we performed in addition six control MD simulations where the nature of the binding 
interface was altered by introducing charged residues. In these simulations, the peptide was 
displaced by 3.5 Å from the pocket. In four simulations, charged aspartic acid and/or lysine 
residues were introduced inside the hydrophobic pocket of the domain as following: 
mutation set 1 includes two simulations with mutations of the residues 143, 168, 183 and 184 
to Aspartic acid. Mutation set 2 includes two simulations with mutations of the residues 
143,183 to lysine and mutations of the residues 168, 184 to Aspartic acid. For the simulations 
with mutations we computed the interfacial water density as described for the wildtype 
peptide did before. As expected, higher water densities were observed in both mutation sets 
(948 ± 49 gr/l with mutation set 1, 946 ± 51gr/l with mutation set 2 in comparison with 756 
±116 gr/l for the wild-type).  

Furthermore we analysed whether fast binding process also took place in these proteins with 
charged mutations. For this, we ran MD simulations of the mutation sets and two further 
simulations of the wild-type domain served as control. In these simulations, harmonic 
position restraints were applied only to the domain and the peptide was freely moving. We 
only observed fast collapse in the simulation with the wild-type pocket (see Figure 24a) 
where dewetting took place. In all simulations with mutated pocket residues where the 
water density is only slightly reduced, no collapse was observed within the simulation time 
(see Figure 24b).   

Our simulations suggest that dewetting can guide the further search process to the final 
specific complex after the initial reduction in dimensionality takes place in the transient state. 
In the light of these new findings we can now explain why the transient complexes close to 
the final complex will converge so quickly that they have short life times and low occupancy 
[27]. Recent work has added further evidence on the relevance of the hydrophobic effect as a 
major component of the forces that fold and stabilize the structure of biomolecules [35, 44, 82, 
86, 89-92]. For example, Lum [86] argued that a vapor like layer forms around large 
hydrophobic surfaces and showed this effect in simulations. Zhou [90] also showed a 
distance dependence of dewetting effects during MD simulations for protein folding.  
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Figure 23.  Water density in the hydrophobic interfacial gap with the peptide at fixed distance.  
(a) Water density in the interfacial gap for the peptide alone, (b) for the domain alone, (c) for the complex. 
 The water density was averaged over the last 1.7 ns for each 2 ns position restraint MD simulations. The gap 
volumes for the free peptide and the free domain were defined by superposition of the corresponding part from 
the complex simulation to all snapshots of the protein-water system.  (d) Representation of the defined interfacial 
gap between the PPII helix and the hydrophobic pocket in the domain at 4 Å interfacial distance. 
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Figure 24. Control simulation with charged interfaces. 
The peptide-domain distance between the centers of masses is plotted over the simulation time.  All simulations 
were started after displacing the peptide by 3.5 Å. Harmonic position restraints were applied to the heavy atoms 
in the domain. (a) Two simulations were started from the wild-type complex. Collapse of peptide was observed 
in both simulations. (b) Two types of mutated complexes were simulated (see text). Mutation set 1 (sim1 and sim 
2) includes mutations of the residues 143, 168, 183 and 184 to Aspartic acid. Mutation set 2 (sim3 and sim 4) 
includes mutations of the residues 143,183 to lysine and mutations of the residues 168, 184 to aspartic acid. 
Higher water densities were observed in both mutations (948 ± 49 gr/l for mutation set 1, 946 ± 51gr/l for 
mutation set 2). We did not observe collapse in these simulations within the simulation times. 
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5.5 Conclusion   

At the end of this chapter, it is important to reflect how relevant this model is for 
understanding protein-protein recognition in general? First of all, the existence of a large 
hydrophobic aromatic pocket is a common feature in many proline recognition domains. Yet, 
the hydrophobic nature of protein-protein interfaces is even well known as a general 
principle. Typically, between 30-50 % of the protein interface area is taken up by 
hydrophobic amino acids [46, 47]. On the other hand, the presence of salt bridges at protein-
protein interfaces is a general feature too because on average two ion pairs per interface were 
found [48]. Therefore, we suggest that the mechanism found here that guides the association 
of the C-CRK N-terminal SH3 domain and its peptide binding motif applies to many other 
protein pairs too. 

One lesson we learnt from the simulations is the synergistic nature of the driving forces for 
binding (Figure 25). The long-ranged electrostatic effects play the main role during diffusion 
and stabilize the transient complexes formed by the electrostatic parts in the interface. At 
short distances, this then enables the partial dewetting effect to increase the probability for 
the collapse of the hydrophobic part of the interface and the convergence to the final specific 
complex.  
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Figure 25.  Schematic representation of the mechanism of the binding process.  
The positively charged and negatively charged residues are colored blue and red respectively. The hydrophobic 
interfaces are colored gray. Dewetting of the hydrophobic interfaces of the peptide and the SH3 domain is 
indicated by white clouds around the interfaces. 
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6 Simulating the association between charged 
proteins  

The mechanism of the association between charged proteins was studied on an atomistic scale using MD 
simulations. Our simulations for the binding process of Barnase-Barstar reproducibly recovered the native 
bound state of the complex and thus provide atomistic insight into the mechanism of binding. The 
simulations showed that water in the interfacial gap forms an adhesive hydrogen bond network between the 
hydrophilic protein interfaces. This network plays an important role in stabilizing the early intermediate 
states before native contacts are formed. The transformation from these intermediates to the stereo-specific 
complex is then accompanied by maximization of the interfacial water-mediation. Furthermore, water 
structure already plays an important long-range role during the diffusive phase in reducing the dielectric 
shielding of the water. The dielectric constant in the gap between the proteins is strongly reduced up to 
distances of a few nanometers. Interestingly, the dielectric properties of the water in the interfacial gap are 
strongly anisotropic with a preferred directionality for the electrostatic interactions along the direction 
perpendicular to the interfaces. Therefore, the water solvent between the two proteins makes an important 
contribution to the electrostatic funneling of the binding free energy surface for the binding process. This 
chapter was published in  Nature Communications in 2011 [2].  

 

 



 

63 
 

6.1 Introduction 

Although hydrophilic protein interfaces are often involved in the formation of protein 
complexes, the mechanism how such surfaces assemble is not well characterized. Most of the 
previous computational studies on protein folding and association have dealt with 
hydrophobic interfaces [35, 36, 42, 82, 89, 90]. In that case, hydrophobic dewetting has been 
shown to be an essential driving force in biology [35-37]. In the last years, however, several 
studies have pointed out that dewetting is rather rare [42-44] because a few polar residues 
can already prevent the occurrence of dewetting [43, 45]. Taking into account that on average 
about 70 % of the interfacial residues of protein complexes are hydrophilic including about 
37 % charged residues [47], hydrophilic interfaces are clearly of larger importance for 
assembly. Moreover, most of the large hydrophobic surfaces tend to be buried during the 
folding process. The association of hydrophilic surfaces is traditionally thought to result 
from the direct electrostatic interactions between the binding partners. A recent neutron 
diffraction study showed an example where association between some small peptides was 
dominated by charge-charge rather than hydrophobic interactions [163].  

Electrostatic interactions are well known to be responsible for the tight and fast binding of 
certain proteins [14, 55, 152, 164] as well as for stabilizing the intermediate complexes [55]. In 
the absence of electrostatic interactions, the rate of association between the two proteins 
Barnase and Barstar is on the order of  5 ൈ 10ହ s-1 M-1. The favorable electrostatic interactions 
between both proteins accelerate the association rate by four orders of magnitude to the 
experimentally determined value of 5 ൈ 10ଽ  s-1 M-1[164]. Since this acceleration cannot be 
assigned to an  acceleration in the frequency of collisions as it is expected from the Debye 
model [14] (see  2.1.1.1), this picture suggests that the electrostatic interactions are playing 
their role by increasing the ratio of fruitful collisions during the intermediate encounter 
complexes when the proteins are loosely bound and highly hydrated. The atomistic 
mechanism of the dynamic transformation from the encounter complexes to the stereo-
specific complex is still not understood. Thus we present here results from a series of 
atomistic molecular dynamics (MD) simulations with explicit solvent representation starting 
from various unbound conformations. These simulations helped us to understand the 
development of the binding process during the intermediate state and the nature of the 
energy funnel that leads to the high ratio of fruitful collisions. 

The role of water in the binding process is usually considered to be unfavorable. The 
energetic penalty due to the desolvation of the interfaces is considered the main energetic 
barrier for the protein-protein association. Let us consider the complex of Barnase and 
Barstar, as an example, that is known as one of the tightest binding proteins complexes 
(݇ௗ ൌ 10ିଵସ	). The continuum electrostatics calculation by Sheinerman and Honig [77] found 
that the net electrostatic effect is close to zero due to the high desolvation energy. Yet, this 
model ignores the hydrated nature of the interface which can reduce the desolvation penalty 
as well as the possible role of water mediation. We will argue below that the simple picture 
of electrostatic interactions screened by a continuum solvent is not able to explain the 
complicated nature of hydrophilic interactions. In particular, the continuum description of 
the water ignores the important role that the structure of the water network plays for the 
interaction between water and solute molecules. Such a role has been well documented for 
the case of hydrophobic interactions where it also showed an interesting size-dependence 
[35, 82].  The recent understanding of the hydrophobic effect as a driving force in biology is 
due to water structure rather than the interaction between the solutes.  In contrast, the 
mechanistic role of the water structure in hydrophilic interactions is poorly understood 
especially for large hydrophiles such as proteins.  
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6.2 MD simulations of the binding process 

6.2.1 Setting up the binding simulations 

The system we studied is the protein-protein complex of Barnase:Barstar from Bacillus 
myloliquefaciens, which binds via a clearly charged binding interface (see Figure 26). This 
complex has a very high dissociation constant 	݇ௗ ൌ 10ିଵସ	, ܩ∆ ൌ െ19	ିܯ.݈ܽܿܭଵ	and		∆ܪ ൌ
െ19.3	ିܯ.݈ܽܿܭଵ	[165]. The reason behind choosing this system is the availability of a wealth 
of experimental and computational data for the association of this model complex.  

The unbound conformations were generated by displacing the two proteins from the bound 
state in the crystal complex (pdb code 1RBS ) [164] to an interfacial distance of 1.2–2.3 nm 
(see Figure 27) and rotating Barstar around the line connecting the centers of masses in some 
cases (see Table 4 ). The systems were solvated in a rectangular box large enough so that the 
water extended at least 1.5 nm from the protein surface resulting in box dimensions of (10.2-
12.3 nm)  (6.9-7.2 nm)  (6.1-6.3 nm). The OPLSAA force field [104] was used for the 
proteins, and the TIP4P water model [148] was used for the explicit solvent. Four sodium 
counter ions were added to make the system electrically neutral. All simulations were run 
with the GROMACS3.3.1 simulation package [156]. Equilibration consisted of 500 steps of 
steepest-descent energy minimization and a 100 ps long MD simulation with harmonic 
position restraints using a force constant of 1000 kJ mol-1 nm-2 for the heavy atoms in the 
proteins for each system. This was followed by unrestrained MD simulations in the NPT 
ensemble [1 atm and 310 K]. For this, the system was coupled to a Berendsen external 
temperature bath [166] using coupling times of 0.1 ps-1 for proteins and solvent and the 
pressure was kept constant as well by a weak coupling to a Berendsen pressure bath [166] 
using a coupling time of 1 ps-1. Long-range electrostatic interactions were computed by the 
particle-mesh Ewald method [157] using Fourier spacing of 0.12 nm. Van der Waals 
interactions and short range electrostatic interactions were computed within a 1.2 nm cutoff. 
A time step of 2.0 fs was used.  

 
Figure 26. Charged residues in Barnase- Barstar complex.  
Positively charged residues are colored blue. Negatively charged residues are colored red. For better visibility, the 
interfacial distance in the crystal structure of the Barnase-Barster complex (1brs.pdb) was increased by 5 Å. 
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Figure 27. Generation of the starting structures for the simulations. 
 Barstar (on the right) was displaced from its position in the bound complex along the vector connecting the 
center of geometry of the two proteins. 

6.2.2 MD simulations recovered the experimental stereospecific structures  

Nine independent unbiased atomistic molecular dynamics simulations in explicit 
solvent were started from different unbound conformations. The total length of the 
simulations is 1.64 µs. Five simulations out of nine resulted in bound conformations very 
close to the crystal complex within the simulation time (see Table 4). The five simulations 
that came close to the crystal structure were extended over hundreds of nanoseconds 
whereas those simulations that did not come close to the crystal structure were stopped 
within the first 100 ns. Three of these simulations had a minimum root mean squared 
deviation (RMSD) less than 0.13 nm from the backbone coordinates of the crystal complex so 
that they are practically indistinguishable from the native bound conformation (Figure 28). 
The binding process took place on time scales of hundreds of nanoseconds and consisted of 
three different phases as we observed in a previous work [36]. Diffusion led to intermediate 
transient encounter complexes [27], of which some proceeded very close to the stereo-specific 
complex. The diffusive phase only lasted a very short time with the first contacts forming 
within 2 ns. The different successful simulations showed that the binding process takes place 
through many different pathways (Figure 30).  

After the short diffusive phase, intermediate complexes were formed with a spatial 
orientation close to the stereo-specific complex (RMSD < 0.5 nm). The early intermediate 
complexes only had a few native crystal contacts formed (Figure 29a, b). This is in agreement 
with double mutant cycle analysis for this complex according to which the transition state for 
association occurs before most interactions are established [55]. The main conformational 
changes during the transition to intermediate states are rearrangements of the side chains 
and of the interfacial water molecules. The conformational changes toward the final stereo-
specific complex took place on a time scale of hundreds of nanoseconds; most of the native 
contacts were formed within 50 to 200 ns (Figure 29a, b).  
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Simulation simulation 
time 
(ns) 

Minimum 
RMSD 
(Å) 

Average  
RMSD 
during the 
last 10 ns   (Å) 

Starting position 
distance(Å)*, 
rotation**(degree) 

SIM1 430 1.2 1.6 15 , 0 

SIM2 234 1.2 2.0 14, 0 

SIM3 275 1.3 2.5 16, 45 

SIM4 150 2.6 3.5 20, 45 

SIM5 200 3.5 4.1 13, 0 

Table 4. List of the successful simulations. 
* The displacement distance along the line connecting the centres of geometry. 
** The rotational angle of Barstar around the line connecting the centres of geometry. 

 

 

Figure 28. Recovered crystal structure by MD simulations. 
 A snapshot at 340 ns from simulation SIM1 (red) superimposed on the crystal structure 1BRS (blue) illustrating 
that the MD simulations almost perfectly recovered the crystal structure. 
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Figure 29. Conformational snapshots along the binding 
pathway.  
(a) Snapshots at different simulation times showing the 
transformation from the starting structure to the final 
complex through binding intermediates (from sim1). Only 
solvent molecules in the interfacial gap are shown. The 
water molecules that belong to the H-bonded hydration 
shells of both proteins are colored blue. The graphics were 
generated using PYMOL [161].  
(b) Contact maps between Barnase:Barstar for different 
snapshots in comparison to the native crystal contacts. The 
minimum distance between heavy atoms is computed for 
each pair of the interfaces.  
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Figure 30. Multiple pathways for the association process 
These binding trajectories were generated by superimposing all simulation snapshots on the starting structure of 
Barnase. Thus, the trajectories visualize the relative motion of the center of geometry of Barstar around Barnase 
for four different successful simulations which lead to the stereospecific complex. The trajectories are color coded 
from violet to red to indicate the time line of the binding process.  The starting structure for the simulations is 
colored violet. The stereospecific complex is colored red. 
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6.3 Hydrogen bonded network between the proteins 

During the simulations, the most noticeable property of the intermediate complexes is 
the highly solvated state of the interfaces. 60−80 water molecules were constantly present in 
the interfacial gap (within 0.5 nm of both interfaces) showing that the interfaces did not 
undergo dehydration but rather remained highly hydrated even in the final stereo-specific 
complex. To further characterize the properties of these interfacial waters, we computed the 
water density in the interfacial gap and its distance dependence (Figure 31a).  In comparison 
to our previous study on hydrophobic interfaces (see chapter  5.4.2), the interfacial water 
density did not show any dewetting for the Barnase:Barstar system  even at close separation 
distances. On the contrary, the water density was never lower than that in bulk and was even 
a bit higher at closer distance. Moreover, the fluctuations of the water density for the 
complex were comparable to those for the individual proteins and even smaller at close 
distances (Figure 31b).  This means that the hydration shells do not become softer as was 
found for hydrophobic interfaces [167, 168].  

 

Figure 31.  Water density in the interfacial gap 
(a) Water density in the interfacial gap for different interfacial distances for the complex (squares) and around the 
individual proteins (Barnase (triangles) and Barstar (circles)). The water density was averaged over the last 1.7 ns 
for each 2 ns position restrained MD simulation. The error bars represent the standard deviation when taking the 
average. The gap was defined as in the calculation of the electric susceptibility (see  6.4.1.2). The gaps for the 
independent chains were defined by superposition of the corresponding part from the complex simulation to all 
snapshots of the independent protein-water system. (b) The fluctuation of the density of water in the interfacial 
gap. The density fluctuation of the individual proteins was calculated as the average of the fluctuation of the 
individual proteins. 

Close analysis of the hydrogen-bonded water hydration shells (up to two shells for each 
protein) showed that the binding process started by the fusion of the hydrogen-bonded 
water shells (Figure 32 ; see the blue-colored water in Figure 29a). Early on, tight water 
bridges form that make indirect contacts between the interfaces before the direct contacts are 
established (Figure 29b). This shaking hands behavior indicates an important adaptation of 
the water structure in the interfacial gap during the binding.  
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Figure 32. Development of the water bridges between the interfaces 
 The hydrogen-bonded water shells were defined as the water molecules that are directly bound to the interfaces 
with hydrogen bonds (the first shell s1) and the water molecules bound to s1 (the second shell s2). A water 
molecule in a shell was considered shared if it belonged to the s1 or s2 shells of both proteins. The shared fraction 
with the other chain was computed for each shell for both Barnase (Bn) and Barstar (Br). The values were 
averaged over time intervals of 1 ns and the standard deviations are presented as the error bars. 

6.3.1 Water-mediated interfacial connectivity 

Water can mediate the interactions between two proteins by forming water bridges of 
different lengths and strengths. To account for the importance of water mediation, we 
introduce here a new way of characterizing the connectivity between the interfaces via the 
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hydrogen bond network using the concept of maximum flow from mathematical graph 
theory  [169]. This flow is a scalar measure for the connectivity between any two nodes in a 
network with weighted edges taking into account the possible pathways and the weights of 
them (see Figure33b). 

To study the water mediation between the interfaces, we defined a hydrogen bonding 
network using as nodes all hydrogen bond donating and accepting atoms at the interfaces 
and the water molecules in the interfacial gap (up to 0.5 nm distances from both interfaces). 
The hydrogen bonds were defined based on the criterion that the distance acceptor-donor 
should be less or equal than 0.35 nm and the angle ܪ െ  A should be less or equal than 30°⋯ܦ
[170]. The hydrogen bonds were interpreted as edges connecting the nodes with their explicit 
energy as weights. We used the explicit value for the hydrogen bond energy calculated 
according to the explicit hydrogen bond term in the  XPLOR force field (see  3.4.1.1.1 for 
explanation) [124]. (Control calculations using the hydrogen-bond term from the GRID force 
field showed very similar behaviors, data not shown.) As the interfaces each contain many 
nodes as acceptor or donors we consider each combined interface as one node when 
calculating the flow between the interfaces. This can be performed by inserting a virtual 
super node for each interface and connecting all the nodes of the corresponding interface to 
this node with  edges of infinite capacities  [169]. In this way the flow between the interfaces 
(the super nodes) corresponds to the magnitude of the water-mediated connectivity. The 
calculations were performed using the R package Igraph [171]. 

 Interestingly, the total interfacial water-mediated connectivity was found to have significant 
values from the early stages of the transient encounter onwards, even before specific 
interactions are formed (Figure33a). From that point it increased about two fold to three fold 
during the encounter complex states especially during the first 100 ns when the 
rearrangement of the interfacial water molecules improved their role in mediating the 
binding of the interfaces. Control simulations showed that the interfacial water-mediated 
connectivity originates mainly from the hydrophilic and charged residues at the interfaces 
because mutating these residues to more hydrophobic residues abolished most of the 
interfacial water connectivity (see  6.3.1.1 below ; Figure 34). 

6.3.1.1 Control simulation for interfacial water connectivity with more 
hydrophobic interfaces 

 Five snapshots were taken from the trajectory sim1. For each snapshot, we ran MD 
simulations of 1 ns length with harmonic position restraints applied to the backbone atoms 
of the proteins to get good statistics on the interfacial connectivity. To compare the computed 
interfacial water-mediated connectivity of the wild-type proteins to more hydrophobic 
interfaces of the same shape, we reduced the hydrophilicity of the interfaces by introducing 
experimentally known mutations [55] that are known to be involved in stabilizing the 
interaction: In Barnase we engineered mutations in four residues K27A, R83Q, R87A and 
H102A. In Barstar we engineered mutations in three residues D39A, Y29A and E76A [55] . 
For the mutant protein complexes containing seven mutations, we performed an MD 
simulation of 2 ns length with harmonic position restraints applied to the backbone atoms of 
the protein. Data from the last 1 ns was used for the analysis of the interfacial connectivity. 
Although the mutated interfaces still contain the majority of the hydrogen bonding acceptor 
and donor atoms (59 donor  114 acceptor) in comparison to the wild-type (68 donor  123 
acceptor) the interfacial water mediated connectivity determined from the MD simulations of 
the mutant proteins was very low in comparison with the wild-type (Figure 34). This 
demonstrates that the hydrogen bonding network is mainly oriented and stabilized by the 
charged and hydrophilic residues. 
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Figure33. Water-mediated interfacial connectivity. 

(a) Water-mediated interfacial connectivity (red line from sim1) and the root mean squared deviation RMSD (blue 
line). The values were averaged over intervals of 2 ns. The error bars represent the standard deviations. The 
water-mediated interfacial connectivity increased throughout the binding pathway. It shows a clear anti-
correlation with the RMSD of -0.75. (b) Representation of the idea of the maximum flow in a network. The 
network consists of many nodes connected by edges of certain weights (capacity). The maximum flow from the 
source s to the sink t is defined by the number of edges and their capacities. (d) Examples of the pair-wise water-
mediated connectivity. Four different pairs are shown with known high cooperative energy. The water-mediated 
connectivity is formed before specific contacts are established. The connectivity values were averaged over 
intervals of 1 ns.  
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Figure 34. Comparison of the interfacial water-mediated between hydrophilic and hydrophobic interfaces 
(a)  Black line: the connectivity for snapshots from the natural binding pathway (from sim1). Every data 

point corresponds to an MD simulation of 1 ns length starting from the corresponding snapshot with 
harmonic position restraints applied to the backbone atoms. The connectivity was averaged over 
snapshots of 0.5 ps intervals. Red line: the connectivity for the snapshots of the complex with seven 
mutations at the interfaces to reduce their hydrophilicity (see the text in  6.3.1.1 ). Here every data point 
corresponds to an MD simulation of 2 ns length with harmonic position restraints applied to the 
backbone atoms. The connectivity was averaged over snapshots of 0.5 ps length during the last 1 ns of 
the simulation.  

(b) The values of the connectivity scaled by the number of all possible hydrogen bonding pairs (donor-
acceptors). The black line shows the data for the wild-type: number of pairs = 8364 (68 donor ×123 
acceptor). The red line shows the data for the mutations: number of pairs = 6726 (59 donor × 114 
acceptor). 

6.3.2   Pairwise water mediation  

A detailed analysis of the pairwise water mediation between all possible pairs of 
interfacial residues showed that most amino acid pairs that form tight, specific interactions in 
the crystal complex have significant values of the water-mediated connectivity between them 
already in the early stages of binding before they form direct interactions (examples are 
presented in Figure33d). This emphasizes the role of water bridges in guiding the formation 
of specific interactions and complements the direct interactions of those residues. The water-
mediated connectivity stays significant until the stereo-specific complex. Interestingly, some 
pairs showed experimentally measured cooperative interactions even when they are 
separated by distances of 0.4-1.5 nm in the bound state [55] . The cooperative nature of such 
weak long-range interactions is one of the most tantalizing issues in protein-protein 
interaction. This type of interactions cannot simply be explained by long range electrostatic 
interactions because many non-charged residues are involved as well. Here, we find 
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statistically significant water-mediated connectivities for these pairs during the intermediate 
states and in the stereo-specific complex (Figure 35a). This new finding appears a very 
plausible model to explain such indirect physical interactions. 

 

Figure 35. Water-mediated connectivity between the interfacial residues with known long-range 
cooperative interaction 

(a) Time course of the pairwise water-mediated connectivity between the interfacial residues with 
known long-range cooperative interaction. The red line connects the averaged values 
computed over 1 ns intervals.      

(b) Pairs with long-range cooperative interactions. The distances are taken from the crystal 
structure of the bound complex (1brs.pdb). The coupling energies were measured and 
reported in reference [55]. 
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Figure 36. Comparison of the water mediation between the simulations and the crystal structure  

(a) Time course of the pairwise water-mediated connectivity between the interfacial residues that make 
indirect contacts via water molecules in the crystal structure  [164]. The lines connect the averaged 
values computed over intervals of 1 ns length. 

(b) The interfacial water molecules (shown as red spheres) in the crystal structure of the Barnase-Barstar 
complex. PDB code 1BRS (chains A and D). 
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6.4 Calculation of the dielectric constant of water molecules in the 
interfacial gaps 

The role of the electrostatic interaction as a driving force for protein-protein 
interactions was studied in this work on the association process of Barnase-Barstar as an 
example for the association of the charged interfaces. Electrostatic interaction may already 
play an important role during the diffusive phase and when encounter complexes form. 
During the diffusive phase, the proteins are still separated by water and the magnitude of 
the electrostatic interactions between the proteins is unclear as we do not know how strongly 
water screens the electrostatic interaction. Water is generally considered as a very good 
solvent because of its high dielectric constant. The high value of the dielectric constant of the 
water means that the electrostatic interactions are weaker by approximately a factor (1/80). 
The commonly used continuum electrostatic methods for the computation of the electrostatic 
energy consider all cavities to be filled by water and thus assign the dielectric constant of 
bulk water. Such a model cannot explain how important the electrostatic interaction is. We 
expected that the water in between the proteins has a reduced dielectric constant in 
comparison to the value of bulk water. This would mean that the electrostatic interactions 
are not strongly screened by the dielectric solvent and thus play an important role in 
bringing the proteins together during the diffusive phase. The water in between the proteins 
(in the interfacial gap) showed the formation of a network of hydrogen bonds that mediates 
between the interfaces. Such an ordering in the structure of the water in the gap should affect 
its dielectric constant as the water molecules cannot reorient their dipoles easily to counteract 
the electrostatic interactions. For these reasons we have studied the dielectric constant of the 
water in the interfacial gap between the proteins when the proteins were kept at different 
interfacial distances (0.35 – 5.00 nm). 

The study tried to address the following points: 

 Is the dielectric constant of the water in the interfacial gap lower than the value of 
the bulk water? 

 How does the dielectric constant change with respect to the distance between the 
proteins?  

 Is the dielectric behavior of the water in the interfacial gap isotropic? Or does a 
preferred directionality exist for the electrostatic interactions in a certain direction? 

The calculation of the dielectric constant of the water molecules in the interfacial gap 
between the proteins was based on the assumption that the sample is clearly anisotropic in 
on dimension (perpendicular to the interfaces). The sample was assumed to be isotropic in 
the parallel directions. The result of the calculations shows that the dielectric permittivities in 
both parallel directions are very similar as we assumed. Under this assumption, the tensor of 
the dielectric permittivity reduces to the diagonal form with two independent values 
(perpendicular and parallel) [172].  

The calculation of the dielectric permittivity was performed using two different formulas, the 
fluctuation formula (eq. 67) and with the polarization formula (eq. 70). The detail about our 
derivation of these formulas is presented in chapter 4. The fluctuation formula gives more 
accurate results as mentioned before (chapter 4). The advantage of the polarization formula 
is the fast convergence of the polarization so that its evaluation does not require long 
simulation times. In contrast, the fluctuation formula (eq. (67)) needs much longer simulation 
times to converge [143]. An additional advantage of using the polarization formula is the 
possibility to check if the sample is still responding linearly to the change in the electric field 
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and is not in the saturation regime. The derivation of the formulas actually assumed that the 
dielectric of the sample is not in the saturation regime. 

6.4.1 Dielectric permittivity of the water in the interfacial gap using the 
fluctuation formula 

6.4.1.1 MD simulations  

The starting structures of the simulations were generated  from the crystal structure 
of the complex between Barnase and Barstar [164] using chains A and D. Different starting 
structures were generated by increasing the interfacial distance along the line connecting the 
centers of geometry of the interfaces.  The interfacial distances ranged from 0.35 nm to 5.0 
nm. The x axis is perpendicular to the interfaces while y and z were parallel. Four different 
MD simulations were performed for each interfacial distance point with two different 
symmetric external fields (-0.1 and 0.1 V/nm) once in the perpendicular direction to the 
interfaces (the x axis) and once in the parallel direction (the y axis). These electric fields are 
much weaker than required for saturating behavior [146]. Moreover, the response of the 
sample to electric fields of different strength showed that the sample is not dielectrically 
saturated at such fields (see  6.4.3). The goal of performing four MD simulations for each 
displacement distance was to get good statistics about the values. As is clear from the 
derivation, the fluctuation formula is valid even when  an external  field is applied [137] .  

The OPLSAA force field [104] was used for the proteins, and the TIP4P water model [148] 
was used for the explicit solvent. The systems were solvated in a rectangular box large 
enough so that the water extended at least 1.5 nm from the protein surface. Four sodium 
counter ions were added to make the system electrically neutral. All simulations were run 
with the GROMACS simulation package [156]. The energy minimization consisted of 500 
steps of steepest-descent energy minimization. Harmonic position restraints were applied to 
the heavy atoms of both proteins to keep the interfacial distance using a force constant of 
1000 kJ mol-1 nm-2. The MD simulations were performed in the NPT ensemble [1 atm and 310 
K]. For this, the system was coupled to a Berendsen external temperature bath [166] using 
coupling times of 0.1 ps-1 for proteins and solvent and the pressure was kept constant as well 
by a weak coupling to a Berendsen pressure bath [166]  using a coupling time of 1 ps-1. Long-
range electrostatic interactions were computed by the particle-mesh Ewald method [157] 
using Fourier spacing of 0.12 nm. Van der Waals interactions and short range electrostatic 
interactions were computed within a 1.2 nm cutoff. A time step of 2.0 fs was used. The 
external electric field was applied as it is implemented in GROMACS. Each simulation was 
performed for 10 ns. The snapshots for analysis were collected every 0.25 ps from the 
simulation interval 2 ns to 10 ns thus 32 ൈ 10ଷ	snapshots were used in the analysis of each 
trajectory. 

6.4.1.2 Analysis of the trajectory 

The interfacial gap between the proteins was defined as the volume within “the 
displacement distance” d from both interfaces and not more than 1.5 nm from the line 
connecting the centers of geometry of the interfaces. A water molecule was considered in the 
gap if its oxygen atom was located inside the gap. The total dipole of the water molecules 
inside the gap was calculated using equation (37):  

1

n

iq  iM r  

The dielectric permittivity was calculated for all the simulations corresponding to the 
different interfacial distances (0.35–5.0 nm) by using the fluctuation formula (eq. 67) that we 
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have derived for this purpose. The details about the derivation and calculation of the 
dielectric permittivity are presented in section  4.3. For each distance point, the value of the 
dielectric permittivity was calculated from four MD simulations of 10 ns length performed 
with position restrained protein backbone atoms. The four permittivities reported for every 
distance point are average values from four simulations. The values shown in Figure 37 are 
taken relative  to the value of bulk water for the TIP4P water model [173].   

6.4.1.3 Results  

Figure 37 (the black line) shows the relative electric permittivity in perpendicular 
direction to the interfaces for each interfacial distance. The notion “relative” means that it 
was computed relative to the computed value for bulk water (53 ± 2 with the TIP4P water 
model). For each distance point, the value of the dielectric permittivity was calculated from 
four MD simulations. For each distance point, the dielectric permittivity was calculated in 
the three directions; the perpendicular (the x axis) and the parallel directions (y and z). 
Interestingly, the water between the two hydrophilic protein surfaces showed a strongly 
decreased dielectric permittivity that extended beyond 3 nm of interfacial distances. The 
perpendicular permittivity (the black line) between the two hydrophilic protein surfaces 
showed strongly decreased values (relatively to the bulk value) that extended beyond 3 nm 
of interfacial distances. Its value is less than 50% of the bulk value for interfacial distances 
closer than 1.2 nm. Interestingly, our calculations showed that the dielectric properties of 
water in the interfacial gap are strongly anisotropic. The comparison with the computed 
values for the two parallel permittivities (y and z directions) showed that the dielectric 
properties of water in the interfacial gap are strongly anisotropic. The perpendicular 
permittivity decreases more strongly than that along the parallel directions up to distances of 
3 nm. This means that the water generates a preferred directionality for the electrostatic 
interactions in the perpendicular direction that drives the interfaces toward each other 
(association) rather than in the parallel direction.  

We note that the computed permittivity did not converge to the value of the bulk water even 
at 5 nm separation. This can be partially explained by the existence of several shells of water 
molecules around the individual proteins which contribute with a low permittivity to the 
apparent average value of the permittivity in the interfacial gap. Thus, we emphasized that 
even at 3 or 5 nm separation between the two protein surfaces one should not expect to 
obtain the bulk permittivity. Let us assume an idealized case where the water molecules in a 
layer of about 1 nm thickness around both proteins are ordered with a permittivity of ca. 25 
and the water molecules in the remaining interfacial gap have a bulk permittivity of 54 
(which is the value that has been reported in the literature for TIP4P water [148] . Let us also 
assume that the interfacial gap volume has a shape of a perfect cylinder. Then, at 3 nm 
distance of the two proteins, averaging over the water molecules in the interfacial gap 
volume would give a permittivity of 1/3 * (25 + 54 + 25) = 34.7. At 5 nm distance, one would 
obtain 1/5 * (25 + 3*54 + 25) = 42.4. Thus it is not surprising to obtain different values for the 
perpendicular and the parallel permittivity than from the bulk value even when the proteins 
are separated by a few nanometers. Moreover, at large distance separation, the interfacial 
gap has an inhomogeneous dielectric permittivity which may have affected the computed 
value of the apparent permittivity. 
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Figure 37. Dielectric permittivity of the water in the interfacial gap 

(a) The local dielectric behavior in the interfacial gaps relative to the value for bulk water. The permittivity 
was calculated for the perpendicular direction (along the x axis) (black squares) and for the two parallel 
directions (red circles for the y axis and blue triangles for the z axis). The permittivity of the bulk water 
modeled by tip4p water model [148] was computed as  53 ± 2. The values reported are taken as averages 
from the four simulations for every distance point and the error bars represent the standard deviation. 

(b) Representation of the defined interfacial gap. The interfacial gap was defined as all points within “the 
displacement distance” d from both interfaces and not more than 1.5 nm from the line connecting the 
centers of geometry of the interfaces.  
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To estimate how strongly the inhomogeneous environment around the interfacial gap may 
affect the results from eq. 67, we first write eq. 67 in the general form. If we do not assume   
௦ߝ ൌ   :then the derivation leads to (compare  eq. 35 in [175] )	ߝ
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(71)  

Let us consider a sample with computed dielectric constant of  ߝ ൌ 25  according to eq. 67 
and let us consider two limiting cases for	ߝ௦. As lower boundary for the dielectric around the 
interfacial gap we take the value of ߝ௦ ൌ 20 which was computed by Simonson [176] at the 
surface of various proteins (Simonson gave values of 15 – 25). As upper boundary we take 
the value of bulk TIP4P water which is	ߝ௦ ൎ 53. Inserting these two values into the equation 
above yields	ߝ ൌ 27  and ߝ ൌ 20 respectively. Thus, varying the dielectric permittivity of the 
surrounding by a factor of three leads only to small variations in the computed values of 
epsilon.  

Another important point to consider is whether eq. 67 can be applied to a system with ions. 
This may happen, for example, when an ion migrates into the probe volume during the 
simulation.  Simonson showed that  even those situations with ions present in the interfacial 
gap are handled correctly as the Kirkwood fluctuation formula was shown to be valid for 
systems with nonzero net charge (see appendix 1 in reference [176]). In such a case the 
electric momentum of the sample is used. While this momentum depends on the choice of 
the origin (not like the dipole momentum of polar molecules), its fluctuation is independent 
of the origin. Moreover, in the system considered here the ions rarely entered into the 
interfacial gap as this lower dielectric region is energetically much less favourable than the 
surrounding high dielectric bulk. 

For interfacial distances larger than 3 nm, the values of the perpendicular permittivity seem 
to converge faster to the value of bulk water than that of the parallel permittivity.  At this 
point, we emphasize that these values at larger inter-protein distances are certainly affected 
by interactions with the periodic copies of the two charged proteins in neighbouring 
simulation boxes. The effect of the boundary copies on the interaction is  unavoidable and 
cannot be neglected between Barnase and Barstar as was discussed in a recent study by 
Wang and Helms [177]. 

6.4.2 Dielectric permittivity of the water in the interfacial gap using the 
polarization formula 

As a check of the stability of our methodology, the dielectric properties of the water in the 
gap between the interfaces were characterized again using the polarization method (eq. 70):  
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Details about the derivation of this equation are presented in section  4.4. 

 The disadvantage of this equation is that it requires two MD simulations at two different 
strengths of the externally applied field. Only then, one can calculate the change in the 
polarization .۾〉∆	 〈܍  as a response to a known change in the strength of the external 
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field	Δሺ۳૙ ∙  ሻ. Similar approaches were used  by Watts [178] and were applied to an ion܍
channel by Sansom [179]. However, the approach of Watt did not distinguish the directing 
field from the macroscopic field and was criticized by Neumann [180]. The disadvantage of 
this equation is that it requires two MD simulations at two different strengths of the 
externally applied field to be able to calculate the change in the polarization	∆〈۾.  as a  〈܍
response to a known change in the strength of the external field	Δሺ۳૙ ∙  .ሻ܍

The dependency of the dielectric properties on the interfacial distances was studied for 
interfacial distances between 0.35 and 3.0 nm. We applied two different symmetric external 
fields (-0.1 and 0.1 V/nm). These field strengths are still clearly in the linear response regime 
around the value of the field generated by the system and thus suitable for estimation of the 
dielectric properties. These two values were used for estimating the changes of the dielectric 
properties of the interfacial water upon changing the interfacial distance (0.35 – 3.00 nm). For 
each interfacial gap distance two MD simulations of 4 ns length were conducted with 
external field strengths of E1=-0.1 and E2=0.1 V/nm. The fields were once applied 
perpendicular to the interfaces (the x axis). The same procedure and simulations were 
repeated to estimate the parallel susceptibility along the y axis. For comparison, we also 
applied the same calculations to the water molecules in comparable virtual gaps of the same 
volume and shape in a simulation for a water box as well as in simulations for each protein 
independently. 

The same procedures were applied to bulk water simulations and to the individual proteins. 
The interesting quantity is the ratio: 

߯௘	௖௢௠௣௟௘௫
߯௘	௕௨௟௞

ൌ
∆ ௖ܲ௢௠௣௟௘௫

∆ ௕ܲ௨௟௞
										 

Here ∆Pcomplex and ∆Pbulk are the differences of the polarizations between the simulations with 
E1 , E2  of the water in the interfacial gap of the complex. The values reported are average 
values computed from 0.25 ps spaced snapshots taken from the simulation interval 1 ns-4 ns. 
The interfacial gap was defined as the volume within “the displacement distance” d from 
both interfaces and not more than 1.5 nm from the line connecting the centres of geometry of 
the interfaces. A water molecule was considered in the gap if its oxygen atom was inside the 
gap. For the control simulation of each protein alone (Barnase or Barstar), the gaps were 
defined by superposition of the corresponding part from the complex to all snapshots of the 
single protein-water system. For the superposition, the structure of the complex was chosen 
as the most representative structure obtained by clustering the snapshots from 2 ns of 
simulation of the complex. 

Figure 38 (the black line) shows the relative perpendicular electric susceptibility for each 
interfacial distance that was computed relatively to the value computed for the 
corresponding volume and shape in the bulk water. Interestingly, the water between the two 
hydrophilic protein surfaces showed a strongly decreased dielectric response that extended 
beyond 3 nm of interfacial distances. Its value is less than 50% of the bulk value for 
interfacial distances closer than 1.2 nm. We also calculated the susceptibility in a direction 
parallel to the interfaces in the same way as for the perpendicular direction (red line in 
Figure 38). Interestingly, this calculation showed that the dielectric properties of water in the 
interfacial gap are strongly anisotropic. A comparison of the perpendicular and parallel 
susceptibilities showed that the perpendicular susceptibility decreases more strongly and 
over longer distances than that along the parallel direction. The perpendicular susceptibility 
has values of about 50% of the parallel one for interfacial distances less than 1.2 nm. This 
means that water generates a preferred directionality for the electrostatic interactions in the 
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perpendicular direction that drives the interfaces toward each other (association) rather than 
in the parallel direction.  

The results for the perpendicular and parallel permittivities are similar to those computed by 
the polarization method and the previous fluctuation and lead to the same conclusions. This 
good agreement for the barnase-barstar system is an important validation of the obtained 
results and for the different behavior of perpendicular and parallel permittivities in 
particular. 

Although the results from the polarization formula are similar to the results from the 
fluctuation formula, the fluctuation formula is based on a stronger theoretical background. 
As previously explained, I expect that the polarization formula underestimates the dielectric 
constant. This underestimation is due to the same reason as that in the Onsager formula that 
ignores the interactions between the dipoles inside the sample volume. Such interactions can 
be taken into account by using a fluctuation formula similar to the one derived by Kirkwood. 
For this reason, we derived a fluctuation formula suitable to our system. 

 
Figure 38. The local dielectric behavior relative to the value for bulk water for the complex using the 
polarization formula. 
The electric susceptibility ࢋ࣑ ൌ ࢿ െ ૚  was calculated relative to the value of bulk water. Both perpendicular (the 
black line) and parallel (the red) susceptibilities were calculated. The error bars represent the error estimated 
through the propagation of the errors in polarizations. The errors were estimated through 10000 bootstrap 
sampling. 
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6.4.3 Studying the regime of the response of the polarization to the externally 
applied electric fields 

The constitutive relation (eq. 55) and the following equations in my derivation are 
based on the assumption that the change in the polarization still shows a linear response to 
the changes in the electric field. However, the dielectric materials have a limited ability to be 
polarized and the saturation behavior appears upon application of a very strong electric 
field. The saturation behavior is very clear in the Langevin equation (eq. 53) that defines the 
relation between the orientation polarizations and the strength of the directing electric field, 
compare eq. 48. In the absence of an external field, the average directing field is zero in for a 
sample of water molecules. However, in the interfacial gap between the proteins, the 
directing field is not of zero strength as the electric field generated by the protein will affect 
the sample. If an additional electric field is applied externally (artificially), this field will be 
added to the directing field. This opens up the possibility to check whether the sample is in 
the saturated regime.  For this we have tested the response of the polarization inside the gap 
to different external field strengths from -1.0 to 3.0 V/nm by running 11 MD simulations 
where the field either pointed in the perpendicular or in the parallel direction.  Additionally, 
we performed simulations without any external field. This gave 23 simulations in total. The 
simulations were started from the complex with an interfacial displacement of 0.5 nm with 
harmonic position restraints applied to the backbone atoms with the same parameters and 
protocols as in the previous simulations that were analyzed by the fluctuation formula 
(see  6.4.1.1). The simulations were extended to 4 ns length each. The values reported are 
average values computed from 0.25 ps spaced snapshots taken from the simulation interval 1 
ns-4 ns. The interfacial gap was defined as the volume within “the displacement distance” d 
from both interfaces and not more than 1.5 nm from the line connecting the centres of 
geometry of the interfaces. A water molecule was considered in the gap if its oxygen atom 
was located inside the gap.  The induced polarization was calculated for every simulation by 
subtracting the polarization when no external field is applied from the polarization of the 
sample under the external electric field. The relationship between the induced polarization in 
the direction of the externally applied field and the strength of the externally applied field 
was fitted to a Langevin function (see  4.1.3) with two fit parameters A and B. 
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The fitting was performed for both the perpendicular (x axis) and the parallel (y axis) 
directions. We found that the relationship between the induced polarization ܲ  and the 
external field	ܧ଴ fits perfectly to the Langevin function (Figure 39) for both the perpendicular 
and the parallel direction. The response is linear for low values of the external field strength. 
This linear regime around the origin reflects the fact that the sample is not in the saturation 
regime and still responds to the electric field. Comparing the response of the polarization to 
the electric fields in the perpendicular and the parallel directions showed that the sample 
cannot respond to the electric field in the same way. The response is dependent on the 
direction of the applied electric field. Thus, the anisotropic behaviour is clearly 
demonstrated. We can expect from Figure 39 that the dielectric permittivity in the 
perpendicular direction will be smaller than in the parallel direction because the induced 
polarization reflects the real dielectric ability of the sample to counteract the external electric 
field.  
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Figure 39. Induced polarization of the water molecules in the interfacial gap as a function of the applied 
electric field. 
Every data point corresponds to an MD simulation of 4 ns length starting from the complex with interfacial 
displacement of 0.5 nm and applying external E-fields ranging from -1.0−3.0 V/nm with harmonic position 
restraints applied to the backbone atoms of both proteins. Both the computed parallel (green) and perpendicular 
(blue) polarization fit perfectly to a Langevin function (the black and red lines respectively). The value of the 
induced polarization of the water molecules in the interfacial gap is the difference from the observed polarization 
in the simulation without external field. The response of the polarization is linear at low values of the field 
strength. 
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6.5 Discussion  

The observations of this study draw the picture of interfacial water acting as molecular 
glue sticking together the hydrophilic interfaces. In analogy to the well-known hydrophobic 
effect [88], we will use the term “hydrophilic effect” to describe the multiple roles of water in 
the binding of hydrophilic interfaces. Our analysis shows that the hydrophilic effect 
contributes to the binding of hydrophilic interfaces in two favorable ways. The first is a 
direct energetic contribution through the water mediation between the interfaces that 
stabilizes the intermediate encounter complexes before the formation of the specific direct 
contacts as well as the last specific complex. The second is indirect through the reduced 
dielectric properties and their directionality that is very important during the diffusive phase 
of binding which is dominated by the electrostatic attraction [152]. It is a striking finding that 
the dielectric constant of the water in between the two reacting proteins is still significantly 
lower than the bulk value up to distances of a few nanometres. This strongly enhances the 
magnitude of the electrostatic interactions during the diffusive phase of binding. Our finding 
is consistent with atomic force microscopy measurements of the dielectric constant profile 
perpendicular to a mica surface that revealed such a very long-ranged decrease even up to 10 
nm from the surface [174]. The stronger reduction along the perpendicular relative to the 
parallel directions found here also suggests an important effect of electrostatic focusing on 
shaping the binding funnel of the free energy landscape for association. The anisotropy of 
the dielectric properties observed here introduces a new complexity to the continuum 
treatment of water.  

 We note that the computed permittivity did not converge to the value of the bulk water even 
at 5 nm separation. This can be partially explained by the existence of several shells of water 
molecules around the individual proteins which contribute with a low permittivity to the 
apparent average value of the permittivity in the interfacial gap. Moreover, at large distance 
separation, the interfacial gap has a more inhomogeneous dielectric permittivity which may 
have affected the computed value of the apparent permittivity. The stronger reduction in the 
perpendicular relative to the parallel directions found here also suggests an important effect 
of electrostatic focusing on shaping the binding funnel of the free energy landscape for 
association. The anisotropic electrostatic interactions make the diffusion favorable in the 
association direction so that it can contribute to the acceleration of the association rate by the 
reduction of the dimensionality of the search process (see discussion in  7.2). The anisotropy 
of the dielectric properties observed here introduces a new complexity to the continuum 
treatment of water.  

We also demonstrated a pronounced role of the water mediation network from the early 
intermediate encounter complexes on. Our analysis showed that the water mediation 
increases continuously during the transition from the early intermediate complex to the final 
specific complex and thus provides a thermodynamic gradient toward the stereospecific 
complex as well. Such a role of bridging water molecules was proposed by Ben-Naim [181, 
182] in an early thermodynamic model for the favorable contribution of bridging water 
between hydrophilic molecules to free energy changes. The finger prints of this role are 
reflected in the crystal structure of the complex where the positions of 51 water molecules 
were identified within 0.5 nm of both interfaces [164] (see Figure 36). Nine of these water 
molecules have relatively low B-factors and are as ordered as protein residues at the interface 
with the possibility to mediate Barnase-Barstar hydrogen bonds [164]. We propose that the 
observed mechanism of binding is also relevant for other systems as it is very common for 
interfaces to be stabilized by bridging water molecules [183-187]. A statistical analysis of a 
large data set of protein complexes showed that water-mediated polar interactions are as 
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abundant at the interfaces as direct protein-protein hydrogen bonds [187] with an average of 
15 water molecules per 1000 Å2 of interface area. 

 The wet nature of hydrophilic interfaces favorably contributes to protein association in 
reducing the expensive desolvation penalty that would occur upon binding in the case of dry 
electrostatic interactions. Dry electrostatic interactions were previously shown to be 
unfavorable in many studies where salt bridges buried in the protein interior were reported 
to be destabilizing [38]. Even simple hydrophobic interactions provided more stabilizing 
energy than the buried salt bridge [38]. This study shows how hydrophilic interfaces may 
change the physical behavior of water from an isotropic solvent with high dielectric to an 
adhesive medium with reduced and directional dielectric properties. When nature wants 
hydrophilic interfaces to bind, bridging water is apparently an essential ingredient. 

6.5.1 The spatial variation in the dielectric constant  

  The reduction of the dielectric constant of the water molecules in the interfacial gap 
is clearly important for reducing the screening of the electrostatic interactions between the 
proteins. The importance of the spatial variation in the dielectric constant around ions was 
characterized from early times on. Born [188] found that the free energy of solvation of an 
ion of charge q and radius R in a continuum of dielectric constant ߝ	 is 

ܩ  ൌ ൬1 െ
1
ߝ
൰
ଶݍ

2ܴ
 (72)  

Early calculations of the solvation free energy of ions using the dielectric of the bulk water 
gave large deviations [189-191]. Laidler [189] showed that using a variable dielectric constant 
can improve the results from (eq. 72). However, the commonly used  solution of this problem 
in using implicit water model involves adjusting the radius of the ions and atoms to fit the 
experimental data and using the dielectric of the bulk water [192] . The difficulty of using a 
spatially variable dielectric constant is due to the difficulty of finding an appropriate method 
to account for it. Many approaches were presented to calculate the changes in the dielectric 
constant. The reduction in the dielectric constant was usually attributed to the electric 
saturation due to the strong electric field [193, 194]. The reason behind the reduction in the 
dielectric constant due to the electric field is the nonlinear behavior of the polarization in the 
field strength:  

۾  ൌ ߯۳ ൅   ଶ۳ (73)ܧߦ

The general constitutive relation (eq. 55) is: 

 

۲ ൌ ۳ ൅ ۾ߨ4 ൌ ۳ߝ ൅  ଶ۳ܧߦߨ4

ሻܧሺߝ ൌ
ܦ߲
ܧ߲

ൌ ߝ ൅  ଶܧߦߨ12

Δߝ ൌ ሻܧሺߝ െ ߝ ൌ  ଶܧߦߨ12

(74)  

where ߝሺܧሻ is the dielectric constant at field strength E, and ߦ is the nonlinear electric factor. 

Booth suggested a correction to the Kirkwood equation to account for the electric saturation 
[193, 194]: 
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ߝ  ൌ ݊ଶ ൅
ߨ28 ଴ܰߤ଴ሺ݊ଶ ൅ 2ሻ

ܧ73√3
ܮ ቆ

√73ሺ݊ଶ ൅ 2ሻߤ଴ܧ
6݇ܶ

ቇ 	 (75)  

where ݊ is the refractive index, ଴ܰ number of molecules per volume unit. 

This equation was recently used to map the dielectric constant in a membrane protein 
channel [195]. However, the assumption that the electric saturation is the only reason for 
the reduction in the dielectric constant ignores the fact that the change in the structure of 
the solvent can be a very important factor. The ignorance of the structural factors was 
the reason why the dielectric saturation equations cannot explain the anomalous 
saturation in dielectric in the case of many solvents [130]. Liszi and Ruff found a relation 
that includes the structural factors of Kirkwood ( ݃଴,			݃ଵ) [196]. Their equation gives 
predictions for  both the normal and anomalous dielectric saturation as well as for  the 
structure-breaking or structure-making effect of the field [196]  : 

ሻܧሺߝ  ൌ ߝ െ ሺߝ െ ݊ଶሻ ቆ
଴ଶሺ݊ଶߤ ൅ 2ሻଶ

20݇ଶܶଶ
݃଴
ଶ െ 3݃ଵቇܧଶ  (76)  

In our study we found that the reduction in the dielectric constant was due to the changes in 
the structure of the water molecules in the interfacial gap. The additional work ( 6.4.3) to 
check the possible occurrence of electric saturation showed that the electric saturation did 
not play a role. However, the linear range in the fitted Langevin equation (see Figure 39) is 
not large. Thus a saturation effect is not far away from occurrence in the first hydration shell 
where the strength of the electric field is very high. Our findings suggest that the structural 
factors should be taken into account when developing a method for calculating the local 
dielectric constant.  
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7 Discussion, Conclusion and Outlook 

In this work I have studied two different mechanisms for protein-protein associations.  
Now I will try to discuss them from a physical point of view. The formation of protein-
protein complexes proceeds in two steps, at least. In the first step, Brownian diffusion makes 
the two molecules collide and form encounter complexes. In the following steps, some 
encounter configurations manage to rearrange to the stereospecific complex which is 
energetically stable enough to be the dominant conformation that can be observed by 
experiments. 

As discussed in chapter 2 (see  2.1.1.1), the diffusional part is usually not a problem and not 
the source of the complexity of the binding process). The Brownian motions of the proteins 
always ensure a very high rate of collisions on the order of	10ଵ଴	ିܯଵିݏଵ  [12, 197, 198]. This 
collision rate does not depend on the size of the proteins as explained in ( 2.1.1.1). Moreover, 
the enhancement of the association rate by electrostatic interactions cannot be explained by 
the enhancement in the rate of collisions as explained in ( 2.1.1.1). For example, the Debye 
model shows that the rate enhancement (for collisions) due to electrostatic interactions of 9kT 
at contact distance is only 9-fold [14]. Electrostatic interactions appear to increase the 
association rate by increasing the ratio of fruitful collisions not through increasing the rate of 
collision.  

The rate limiting steps for the association process are the transformations from the 
encounters to the stereospecific complex. The difference between the collision rate and the 
association rate is related to the steric factor which accounts for the complexity of finding the 
stereospecific complex and to the energetic barrier to form the encounters if exist.  

The free energy landscape governing the association process represents a global transition 
rather than a single reaction and is expected to have many transition states between the 
intermediates before arriving at the stereospecific complex [199]. However the association 
rate is related to how easily intermediate conformations may transition to the funnel of the 
stereospecific complex. In other words, the question is how the rate of fruitful transitions in 
the intermediate states can be enhanced. To formulate the problem in physical terms, I recall 
the equation of the transition state theory (eqs. 8 & 9): 

  ݇௔௦௦ ൌ ൬
ܶܭ
݄
൰ exp ൬

െ∆ܩ∗

ܴܶ
൰   

  																					݇௔௦௦ ൌ ൬
ܶܭ
݄
൰ exp ൬

∆ܵ∗

ܴ
൰ exp ൬

െ∆ܪ∗

ܴܶ
൰   

This relation can also be applied to transformations between ground states and different 
intermediates on the free energy landscape for association, not only to the whole interaction. 
The beauty of this equation is that it shows that the steric factor of the association process is 
related to the entropy difference ∆ܵ∗ between the intermediate state and the ground state.  
Thus, there are two ways to accelerate the association process by affecting  ∆ܵ∗  or 	∆ܪ∗ 
(activation enthalpy and activation entropy). 

7.1 Accelerating the association by reducing the activation enthalpy 

Ground state and the transition state	∆ܪ∗	 in any reaction along the energy landscape can be 
reduced by stabilizing the intermediate state by some additional interactions. The advantage 
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of this fact is that the total electrostatic interactions between two proteins result from all 
surface residues of the proteins (not only those at the binding interfaces). This can explain 
how charged residues outside the interfaces can favorably affect the association rate.   

 The enthalpic barrier in protein association is assumed to originate from the desolvation of 
the interfaces by breaking the hydrogen bonding between the water and the interfaces before 
the stereospecific contacts compensate this loss. The stereospecific contacts are mostly 
hydrogen bonds and they are very short-ranged and directional. Thus they are formed when 
the proteins have the correct orientations in the stereospecific complex. 

In both protein systems that we studied in chapters 5 and 6, the enthalpic barrier 	∆ܪ∗	is 
supposed to be low due to many reasons. For the peptide binding to SH3 domain we noticed 
that long-ranged electrostatic interactions attract the oppositely charged residues in the 
peptide and the domain.  Moreover the hydrophobic dewetting of the interfaces means that 
the desolvation energy barrier is low because the interfaces are already desolvated in the 
unbound state. The dewetting transition will reduce ∆ܪ∗  because the evaporated water 
molecules will form more hydrogen bonds in the bulk water. Thus a large enthalpic barrier is 
unlikely in the case of the association between hydrophobic interfaces. 

Also, during the association between Barnase and Barstar ∆ܪ∗	is reduced in several ways: (i) 
the general electrostatic interaction between the proteins is attractive as they have different 
net charges; (ii) the interfaces did not show any desolvation; (iii) the water mediation is 
supposed to contribute to reducing	∆ܪ∗ .  

From Both cases should be examples where the enthalpic barriers are rather flat during the 
association of proteins.  

7.2 Accelerating the association by reducing the activation entropy: 
Reduction of the dimensionality of the search process 

The difference in entropy between the unbound complexes and the intermediates is 
negative as the formation of the encounter involves a restriction of the accessible 
conformations [21]. The important factor for the association rate is the ∆ܵ∗  for the 
transformation reactions between the intermediates along the energy landscape arriving at 
the stereospecific complex. If a part of the entropy loss takes place before the rate-limiting 
steps (the transformation between intermediates), the association rate will be significantly 
enhanced. This is the reason why the search process is more efficient in a space of reduced 
dimensionality (like a membrane) over 3D space. However, nature uses the reduction of the 
dimensionality to accelerate many association processes by coupling them with prior fast 
association to prepay the entropy price.   

The advantage of the dimensionality reduction in the search process is very clear when we 
compare the association between proteins in a two dimensional (2D) space such as a 
membrane and the association in water (3D). The advantage of reducing the dimensionality 
of the search process can be seen from the mean diffusion times (	࣎	) to reach a small target of 
radius b in the middle of a cell of radius L (L	≫	b) are [7]: 

 

࣎ ൌ ሺܮଶ ⁄ܦ3 ሻሺܮ ܾ⁄ ሻ                                     in 3 dimensions, 

࣎ ൌ ሺܮଶ ⁄ܦ2 ሻ ݈݊ሺܮ ܾ⁄ ሻ                                 in 2 dimensions, 

࣎ ൌ ଶܮ ⁄ܦ3                                                    in 1 dimension, 
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Clearly the reduction in the mean diffusion time is very significant especially when the 
diffusion takes place in two dimensions instead of three dimensions. In general, the 
reduction of the dimensionality is not involved through the whole association process. 
Usually the three-dimensional diffusion (in solution) is coupled to one- or two-dimensional 
diffusion (e.g. along the surface) [7]. The coupling of the diffusions is very useful because the 
effective target radius for the three-dimensional diffusion process can be extended by many 
orders of magnitude if the directed diffusion operates over large distances. The three-
dimensional diffusion is the limiting step of the coupled association because the following 
step (diffusion in lower dimensionality) is much faster. However, many biological structures 
can act as one- and two-dimensional diffusion guides [7] such as the biological membranes 
and the one dimensional diffusion in the loops of chromosomal DNA or microfilaments. 

Another example of the coupling is the explanation of the fast association rates observed 
during the association of substrates to the catalytic sites on enzymes. The substrates diffuse 
in the attractive potential around the enzymes surfaces and form nonspecific complexes. 
Thus the nonspecific forces held the molecules long enough together to enhance  the chance 
of forming the stereospecific complex [7, 200]. This process can be explained on the basis 
of	∆ܵ∗  : it was mentioned in ( 3.2.1) that there is an entropic loss due to the association 
between molecules. Here the price of the loss in the entropy is paid by the enzyme-substrate 
binding energy which is the first step in the catalysis. The following reaction step will have 
the advantage of no loss of entropy (10 െ ∗ܵ∆ଵ; see  3.2.1) thus the term ሺିܯ.݈ܽܿܭ	12.2 ܴ⁄ ሻ	in 
eq. 9 will introduce an acceleration by a factor of 6 ൈ 10ଽ  [8]. Such a trick in biology is 
described as a very high effective concentration of the catalytic groups in comparison 
compared with reactions in solution and is the entropic factor of the catalytic action of the 
enzymes. 

In both mechanisms of proteins associations we have observed a fast diffusion phase. The 
real search process takes place within the encounter complexes results in a loss of the 
entropy. However, the encounter will performed the search process in less dimensionality 
and with less loss in entropy ∆ܵ∗	which makes finding the stereospecific easer because a part 
of the loss of the entropy was prepaid upon forming the encounters.  

7.3 How can the dielectric permittivity of the water molecules 
between the proteins affect the association process? 

Now, we come to the surprising anisotropic decrease in the dielectric constant of the 
water molecules in the case of the binding between Barnase and Barstar. The anisotropic 
electrostatic interactions funnel the diffusing particles towards each other. This process can 
be interpreted as a kind of reduction of the dimensionality of the search process which 
should efficiently accelerate the association process. 

The reduction of the dielectric constant of the water molecules in the interfacial gap is clearly 
important for reducing the screening of the electrostatic interactions between the proteins. 
Although the pairwise electrostatic interaction is completely enthalpic in origin, the 
electrostatic interaction in water has an entropic component due  to the interaction between 
the water and the solutes [76]. The entropic nature is clear from the fact that the dielectric 
constant of water is strongly temperature dependent. If we decompose the entropic 
contribution to the  Coulomb law in a medium of dielectric constant ߝ	, ܷ ൌ ௤భ௤మ

ఌ	௥
 [11]: 

  ܵ ൌ െ
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at room temperature	డఌ
డ்
ൌ െ0.46%	ିܭଵ  [11] that means  ܶܵ ൌ 	െ1.38ܷ. This means that the 

origin of the attraction between charges in water is the entropy of the water and the pairwise 
interaction between the solutes. This can be understood by the fact that the electric field of 
the charges induces directionality for the dipoles of the water molecules (orientation 
polarization; see  4.1.3 ). We can expect from this simple analysis that the release of the water 
molecules in the interfacial cavity to the bulk water is an important driving force for the 
association process. This may explain why the experimental entropy loss of the Barnase: 
Barstar complex is only 0.3 ିܯ.݈ܽܿܭଵ while the loss of entropy from restricting is the motion 
is usually	10 െ  .ଵିܯ.݈ܽܿܭ	12.2

A more general picture for the entropy storage in water molecules can be derived  from the 
general thermodynamic equations in a dielectric [130]: 

ܨ∆  ൌ
1
ߨ8

ම۲ ∙ ۳ ݒ݀ ൌ
1
ߨ8

ම
ଶܧ

ߝ
  (77) ݒ݀

 															 									∆ܵ ൌ
1
ߨ8

මܧଶ ൬
ߝ߲
߲ܶ
൰   (78) ݒ݀

  ∆ܵ are the changes in the free energy and entropy in the dielectric medium due to the	and	ܨ∆

electric field E. One should remember that	డఌ
డ்
൏ 0. If we use the physical value of bulk water 

at 300 K-1 we get again		∆ܵ ൎ െ1.38∆ܨ . Thus a large portion of the self-electrostatic energy of 
a charge in a dielectric medium is stored in the dielectric medium through the reduction in 
its entropy. This stored energy can be reused in two different ways in the association process: 
(i) complete release of the stored entropy of the water molecules that are released due to the 
binding process; (ii) the electric field of two oppositely charged molecules will be reduced 
after they associate due to the reduction in the net charge. Such a reduction in the electric 
field will cause an increase in the entropy of the surrounding water molecules.   

The entropy gain upon releasing the water molecules from the gap in between the proteins 
can be considered as similar to that of released water molecules that were tightly connected 
to the protein as discussed in ( 3.2.1.2). However, the entropy gain by releasing the water 
molecules from the gap is expected to be smaller than that of “frozen” waters bound at 
interfaces. Dunitz [75] suggested that the upper limit of entropy gain due to the release of a  
tightly bounded water molecule is  2 ିܯ.݈ܽܿܭଵ. The entropic contribution of the released 
waters to the free binding energy of ion associations is well studied in the field of 
electrochemistry because of the availability of experimental data for the hydration entropy of 
ions [192, 201-203] . Marcus [201, 203] studied the contribution to the entropy changes upon 
ion pairing. The measurable molar entropy change involved is considered to be made up of 
four contributions: translational, rotational, electrostatic, and desolvation entropies. The 
former three can be calculated from the properties of the ions and solvents involved; hence, 
the fourth is obtained by taking the difference. The analysis showed that the contribution 
from released water can contribute up to 10	ିܯ.݈ܽܿܭଵ. 

An important point here is the fact that this important entropic factor is not taken into 
account in the continuum electrostatic methods for calculation of the free binding energy 
such as MM/PBSA [204-208] and CC/PBSA [209]. However, taking this factor into account 
will be an important improvement to these methods. 

The total contribution of the water molecules in the interfacial gap to the binding process is 
defined by the difference between their free energy in the gap (eq. 77) and the free energy of 
these in the bulk. Although we know that the entropic changes (eq. 78) are positive, the 
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enthalpic changes are related to the difference between the interactions of the water 
molecules within the interfacial gap (water-water and water-protein interactions) and their 
interactions in bulk. The reduction in the dielectric constant of the solvent in the interfacial 
gap will reduce the interactions between the water molecules because of the reduction in the 
reaction field (see eq. 50). We speculate that water molecules will try to compensate this 
reduction through additional interactions with the protein and increase the water mediation 
between the proteins. One can expect from the existence of tightly bounded water molecules 
in the crystal structures and from the observation of the truncation of the water network 
between the proteins that strong interactions of certain water molecules in the first hydration 
shell with the protein is larger than the interaction in bulk and enough to pay the price of the 
loss of entropy. However, further studies are needed to understand the balance between the 
solvation terms.  
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I started my work with the question whether nature plays dices. Do 
binding processes occur by pure chance ? Our simulations and analysis 
indicate that for electrostatically driven interactions, there always exist 
mechanisms to simplify the complexity of the binding process downhill 
to reach the specific complex. However, the most important questions in 
this field are still far from being answered. How does nature assure the 

specificity of association? Does evolution optimize the protein interfaces? 
Is this done by changing the association or dissociation rate? Many 
questions related to the interaction of proteins are still awaiting a 

thorough understanding . We are still in the beginning. 
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